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Editorial Preface 

From the Desk  of Managing Editor… 

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—This study explores the predictive analysis of 

public sentiment in China's financial market, focusing on the 

banking sector, through the application of machine learning 

techniques. Specifically, it utilizes the Baidu Index and Long 

Short-Term Memory (LSTM) networks. The Baidu Index, akin 

to China's version of Google Trends, serves as a sentiment 

barometer, while LSTM networks excel in analyzing sequential 

data, making them apt for stock price forecasting. Our model 

integrates sentiment indices from Baidu with historical stock 

data of significant Chinese banks, aiming to unveil how digital 

sentiment influences stock price movements. The model's 

forecasting prowess is rigorously evaluated using metrics such as 

R-squared (R2), Root Mean Square Error (RMSE), Mean 

Absolute Error (MAE), Mean Absolute Percentage Error 

(MAPE), and confusion matrices, the latter being instrumental in 

assessing the model's capability in correctly predicting stock up 

or down movements. Our findings predominantly showcase 

superior prediction performance of the sentiment-based LSTM 

model compared to a standard LSTM model. However, 

effectiveness varies across different banks, indicating that 

sentiment integration enhances prediction capabilities, yet 

individual stock characteristics significantly contribute to the 

prediction accuracy. This inquiry not only underscores the 

importance of integrating public sentiment in financial 

forecasting models but also provides a pioneering framework for 

leveraging digital sentiment in financial markets. Through this 

endeavor, we offer a robust analytical tool for investors, 

policymakers, and financial institutions, aiding in better 

navigation through the intricate financial market dynamics, 

thereby potentially leading to more informed decision-making in 

the digital age. 

Keywords—Machine learning; LSTM; sentiment; forecasting; 

banking sector  

I. INTRODUCTION  

The digital epoch ushered in a plethora of tools and 
platforms, with search engines emerging as crucial conduits for 
gauging public sentiment.  Shiller [1] accentuates the 
importance of grounding research in actual human behavior to 
comprehend how individuals genuinely think and act. This 
sentiment concurs with the dynamics of the digital realm, 
where search query fluctuations concerning financial entities 
can unveil early signs of shifting public interest or potential 
concerns. These subtle shifts, characteristic of the digital age, 
harbor the potential to impact stock market trends [2].  

This study endeavors to tap into public sentiment within 
China's financial market, probing how sentiments harvested 

from digital platforms can act as a predictive lens for 
scrutinizing and foreseeing market dynamics. Central to this 
exploration is the Baidu index, a tool often drawn parallel to 
China's version of Google, emblematic of the digital transition. 
Baidu, surpassing its initial function as a search engine, has 
evolved into a dynamic digital nexus, reflecting the collective 
sentiment of its extensive user base. This discernment elevates 
tools like the Baidu index to a significant pedestal in 
contemporary financial prediction frameworks, particularly 
against the backdrop of digital transformation sweeping 
through banks and financial institutions [3].  

Banks are pivotal players in China’s economic narrative, 
entrusted with capital provisioning, trade facilitation, and 
financial stability maintenance [4]. The banking sphere, 
headlined by colossal entities like the Industrial and 
Commercial Bank of China (ICBC) and the Agricultural Bank 
of China (ABC), commands substantial influence over China's 
economic fabric. In the digital era, their roles and impact have 
evolved, with stock performance mirroring not only the health 
of individual institutions but also the broader economic vitality 
[5]. Observing the stock trends of these institutions can 
significantly inform both domestic economic strategies and 
global financial outlooks. Traditional stock prediction 
methodologies, shackled by inherent constraints, often grapple 
with accuracy challenges, paving the path for Neural 
Networks—specifically, the Long Short-Term Memory 
(LSTM) networks—renowned for their prowess in time series 
predictions owing to their capability to process long-term data 
dependencies. 

Nonetheless, the nuanced realm of stock market predictions 
often finds the exclusive reliance on raw financial metrics 
inadequate. The digital epoch grants stakeholders a platform to 
voice their opinions, assumptions, and concerns. Tapping into 
this vast sentiment reservoir, particularly reflected in search 
patterns on platforms like Baidu, can unveil precious insights. 
The fusion of sentiment analysis with LSTM models ushers in 
a novel frontier for stock prediction, especially within crucial 
sectors like China's banking domain. 

This inquiry embarks on an innovative journey, integrating 
sentiment indices from the Baidu platform with LSTM neural 
networks to refine the prediction framework for China's 
banking stocks. Our scrutiny especially shines a light on 
stalwarts like Industrial and Commercial Bank of China 
(ICBC), Agricultural Bank of China (ABC), Bank of 
Communications (BoCom), CCB (China Construction Bank), 
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China Merchants Bank (CMB), Shanghai Pudong 
Development Bank (SPDB), and Industrial Bank (IB). 
Overlaying sentiment metrics with historic stock data, we 
endeavor to ascertain the predictive potency of sentiments, 
gauged via the Baidu index, in molding future stock valuations 
within the banking sector. 

This endeavor distinctively enriches the literature by 
elucidating the intertwined roles of banks in financial stability, 
regulatory landscapes, investor interests, and the digital 
transformation of the banking sector. Accurate forecasting of 
bank stock prices enhances our comprehension of impending 
financial scenarios and vulnerabilities. By leveraging sentiment 
analytics, we aim to foresee shifts in the continually evolving 
regulatory labyrinth banks traverse, equipping stakeholders 
with insights into potential policy alterations. Recognizing the 
magnetic appeal the banking sector exudes for investors, our 
model strives to equip them with precise forecasting tools. 
Additionally, as the banking sector navigates through 
transformative digital innovations, our sentiment-driven 
approach seeks to decipher public perceptions, offering 
insights into how fintech advancements might reshape bank 
stock trajectories. 

Our exposition is organized as follows: Section II delves 
into pertinent literature, mapping the journey of sentiment-
imbued stock predictions. Section III unravels our 
methodology, elucidating the integration of Baidu's sentiment 
indicators with LSTM networks. In Section IV, we disseminate 
our empirical findings, accentuating the merits and limitations 
of our model. Finally, Section V encapsulates a reflective 
summary and contemplates potential directions for future 
exploration in this domain. 

II. RELATED WORK  

Research posits that investor sentiment plays a predictive 
role in cross-sectional stock returns, suggesting that the 
collective mood of investors can drive stock price fluctuations 
and impact their anticipated returns [6, 7, 8]. Moreover, an 
increasing body of literature is exploring the influence of 
Internet search activities on financial markets, delving into how 
online information-seeking behaviors may reflect or shape 
investor sentiment and, in turn, market dynamics. 

Li et al. [9] marked one of the initial strides into 
understanding how financial news articles sway stock prices. 
Their contention was that while many had mapped the 
influence of news in a bag-of-words paradigm, the more 
profound underlying sentiment—bridging the chasm between 
lexical patterns and stock fluctuations—remained an 
undercharted territory. By implementing sentiment 
dictionaries, their work enriched the sentiment space, and the 
results affirmed that sentiment-infused models yield superior 
accuracy over the conventional bag-of-words counterparts. 

Pivoting to the realm of digital social interactions, Guo et 
al. [10] embarked on an exploration capitalizing on user 
comments from Xueqiu, a focal social networking site in the 
Chinese stock market landscape. Their research sought to 
dynamically unravel the web of interactions between investor 
sentiment and the stock market. One salient revelation was that 
sentiment data's efficacy as a predictive tool is tethered to the 

degree of public attention the stock garners. This insight 
underscores the dynamism and contingent nature of sentiment's 
predictive power. 

Smales in [11] delved deeper into the mechanics of how 
investor sentiment could cause asset prices to deviate from 
their fundamental equilibrium. He asserted that understanding 
these deviations is paramount, given their potential 
ramifications on capital allocation and its costs. Through a 
comprehensive analysis spanning a quarter-century, he 
demonstrated that sentiment indicators, exemplified by the 
Volatility Index (VIX), forge a robust bond with stock returns. 
Further granularity revealed that some stocks, especially those 
in tech or smaller capitalization brackets, display heightened 
susceptibility to sentiment fluctuations. Intriguingly, 
recessional periods amplify this sentiment-driven volatility. 

Bringing sophisticated machine learning into the fold, Xing 
et al. [12] championed the sentiment-aware volatility 
forecasting (SAVING) model. Their venture sought to 
elucidate the bidirectional dance between asset prices and 
market sentiment. This synthesis of deep learning and 
sentiment analysis manifested in results that eclipsed 
traditional forecasting tools and rival neural network 
architectures in terms of precision. 

Lastly, the ubiquity of social media platforms in shaping 
stock predictions has witnessed academic spotlight. Swathi et 
al. [13] echoed the notion that platforms like Twitter, given 
their massive user engagement, have metamorphosed into 
sentiment barometers. By fusing the Teaching and Learning 
Based Optimization (TLBO) technique with Long Short-Term 
Memory (LSTM) frameworks, they demonstrated an 
unprecedented accuracy in forecasting stock price movements 
based on social media sentiment. 

III. METHODOLOGY 

This section elucidates the systematic approach employed 
to forecast the stock prices of significant Chinese banks, 
leveraging sentiment analysis and LSTM Neural Networks. We 
initiate with an introduction to LSTM and its aptness for time 
series forecasting and subsequently incorporate sentiment data 
derived from the Baidu Index. Acknowledging the latent 
impact of sentiment on stock market behavior, the Baidu Index 
is introduced as a lagged variable. Employing grid search, the 
model's hyperparameters are optimized. Evaluation metrics 
such as R

2
, RMSE, MAE, and MAPE are then utilized to 

determine the model's predictive accuracy. 

A. Long Short-Term Memory (LSTM) Networks 

LSTM (Long Short-Term Memory) networks, proposed by 
Hochreiter and Schmidhuber [14], are a specialized subset of 
Recurrent Neural Networks (RNN), meticulously crafted to 
grasp long-term dependencies within sequential datasets. Their 
intrinsic capability to retain patterns across extended sequences 
renders them particularly proficient for tasks such as stock 
price prediction. 

Refer to Fig. 1 for a visualization of the LSTM model, 
structured as follows: 

 1 Input Layer: Accepts the sequence of stock prices and 
sentiment indices. 
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 2 Hidden Layers: Composed of LSTM units that can 
remember patterns in data over long periods. 

 1 Output Layer: Produces the predicted stock price. 

 

Fig. 1. LSTM structure. 

Mathematically, the operations of an LSTM unit are 
encapsulated as: 

    (   [       ]    )

    (   [       ]    )

 ̃      (   [       ]    )

               ̃ 
    (   [       ]    )

          (  )

 (1) 

where: 

        ̃           are the forget gate, input gate, cell 
candidate, cell state, output gate, and hidden state at 
time t respectively. 

             and             are the weights and 

biases for the respective gates. 

   is the sigmoid function. 

B. Sentiment Index 

In this paper, the Baidu index, a popular sentiment index in 
China, gauges the public sentiment by analyzing search query 
frequencies and user behaviors on the Baidu search engine. To 
harmonize the scale between stock prices and the Baidu Index 
during pre-processing, Min-Max scaling is applied. 
Recognizing the potential latency in sentiment influence on 
stock prices, a time-lagged version of the Baidu Index is 
integrated. This latency captures the inherent delay in investor 
reactions, attributable to the time taken to interpret and act 
upon sentiment-driven information, thereby encapsulating 
market inertia. 

For model input augmentation, at each time step t, our 
LSTM model receives a concatenated input vector, represented 
as: 

   [     ]   (2) 

Where: 

    is the stock price at time  . 

    represents the Baidu Sentiment Index at time  . 

The LSTM, characterized by its inherent memory, updates 
its cell state c, factoring in both the stock prices and sentiment 
index, thereby accounting for sentiment influence across 
sequences. During the LSTM's forward propagation, this 
merged input not only impacts immediate outputs but also 
modifies the hidden states. Consequently, the sentiment 
information guides predictions and tweaks the LSTM's internal 
memory. The chosen loss function, Mean Squared Error 
(MSE), benchmarks model forecasts against real stock prices. 
During backpropagation, the gradients, inherently influenced 
by the Baidu Index, fine-tune the model's weightings 
throughout its training phase. 

C. Grid Search Optimization 

Grid search is an exhaustive search approach employed for 
hyperparameter tuning, ensuring optimal model performance. 
By systematically working through multiple combinations of 
hyperparameter sets, it evaluates which combination gives the 
best performance based on a scoring technique [15, 16]. 

In the optimization process of the LSTM model, several 
pivotal hyperparameters are meticulously evaluated. The batch 
size, dictating the number of samples processed before a model 
update, emerges as a key factor under consideration. The 
efficacy of various optimizers, notably RMSprop and Adam, is 
also examined [17]. These algorithms adjust the model's 
weights in alignment with the data and its corresponding loss 
function. To fortify the model against overfitting, dropout 
layers are integrated within the LSTM's architecture [18]. The 
dropout rate specifies the percentage of neurons randomly 
nullified during each training phase, enhancing model 
generalizability. A detailed visualization of the grid search, 
illustrating the synergy of these hyperparameters and their 
bearing on model performance, is provided in Fig. 2. 

D. Forecasting Evaluation Criterias 

To gauge the accuracy and reliability of the model's 
forecasts, followed by Paudel et al, [19], several statistical 
metrics are employed: 

   (Coefficient of Determination): 

     
∑   
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∑   
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RMSE (Root Mean Squared Error): 
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MAE (Mean Absolute Error): 
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MAPE (Mean Absolute Percentage Error): 
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   |

    ̂ 

  
|   (6) 

where    is the actual value at time    ̂  is the predicted 

value at time  , and  ‾  represents the mean of the actual values. 

 

Fig. 2. 3D visualization of grid search. 

E. Summary  

The proposed technique for predicting stock prices by 
incorporating the Sentiment Index employs a systematic 
process, seamlessly integrating the power of Long Short-Term 
Memory (LSTM) networks and the insights from the Sentiment 
Index. 

Initially, input data comprising of stock prices and a one-
day lagged Sentiment Index is collected. This data undergoes 
normalization to ensure that the range of values is consistent, 
thereby facilitating effective training. A time-series dataset is 
then constructed to ensure sequences of data are fed to the 
LSTM network, aiding in the capture of temporal 
dependencies. 

The dataset gets bifurcated into training and test sets. The 
LSTM model, designed with two LSTM layers and a dense 
output layer, is structured to efficiently incorporate and process 
this information. The first LSTM layer, activated by the tanh 
function and equipped with dropout, returns sequences which 
are fed into the second LSTM layer. This layer not only 
processes the sequences but also integrates the Sentiment Index 
data. The dense layer at the end aids in producing the final 
prediction. 

Upon constructing this model, it undergoes compilation 
wherein various aspects like optimizer, loss function, and 
evaluation metrics are defined. To determine the most optimal 
parameters for training, a grid search technique is employed. 
This process considers parameters such as optimizer choice, 
dropout rate, and batch size, ensuring the model's robustness 
and accuracy. The model, trained with the best parameters 
identified by the grid search, is then used to make predictions 
on the test set. 

Once predictions are made, they are de-normalized to revert 
them to their original scale. Finally, these predictions are 
evaluated using several metrics to determine the model's 
efficacy. The metrics include RMSE, MAE, MAPE, and R

2
. 

The entire technique, encapsulated in the flowchart (see 
Fig. 3), presents a comprehensive approach to effectively 
predict stock prices by harnessing the dual power of LSTM 
networks and sentiment indices. 

 

Fig. 3. Flowchart of the proposed technique. 

IV. NUMERICAL RESULTS  

A. Data Description  

The study employs daily stock prices from August 1, 2022, 
to August 1, 2023, of seven eminent banks listed on the 
Shanghai Stock Exchange, including ICBC, ABC, BoCom, 
CCB, CMB, SPDB, and IB (see Fig. 4). This data, sourced 
from Yahoo Finance, assures precision.  Considering Baidu's 
significant presence in China, its index is a robust reflection of 
the public's sentiment towards these banks, sentiment 
indicators is derived from the Baidu index specific to each 
bank depicted in Fig. 5. For modeling purposes, the data is 
split: 80% for training and 20% for testing. Preprocessing steps 
involve data normalization to ensure consistency. 
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Fig. 4. Stock price. 

 

Fig. 5. Stock sentiment index. 

B. Hyperparameter Determination  

Using grid search, various combinations of batch size, 
dropout rate, and optimizer type are examined. Each bank's 
data undergoes this analysis individually, catering to the 
distinct behavior of each bank's stock prices. The optimal 
hyperparameters obtained are delineated below in Table I. 

C. Forecasting Performance  

Table II showcases the forecasting performance of both the 
LSTM and Sentiment-integrated LSTM (SB-LSTM) models 
for each bank. For ICBC, the SB-LSTM model exhibits a 
remarkable increase in R

2
 by 6.67% compared to the standard 

LSTM, and the RMSE also drastically reduces from 0.0510 to 
0.0107. In the case of ABC, the R^2 in the SB-LSTM model 
increases by 2.01% and sees a significant reduction in RMSE 
from 0.0411 to 0.0185. BoCom's results indicate that the SB-
LSTM has an RMSE of 0.0338, an improvement from 0.0553 
as observed in the standard LSTM. 

Interestingly, for CCB, the standard LSTM outperforms the 
SB-LSTM in terms of R

2
 and RMSE metrics. This suggests 

that the integration of sentiment does not consistently lead to 
improved forecasts for every stock. For CMB, the SB-LSTM 
model dramatically reduces the RMSE from 0.7648 to 0.2316. 
Similarly, IB's forecasting with the SB-LSTM exhibits a 
substantial enhancement in R

2
, marking an increase of 7.29% 

compared to the LSTM. 

TABLE I. OPTIMAL HYPERPARAMETERS FOR EACH BANK 

Stock Hyperparameter LSTM SB-LSTM 

ICBC Batch Size 16 16 

 Dropout rate 0.3 0.1 

 Optimizer Adam Adam 

ABC Batch Size 16 16 

 Dropout rate 0.1 0.2 

 Optimizer Adam Adam 

BoCom Batch Size 16 16 

 Dropout rate 0.3 0.3 

 Optimizer Adam Adam 

CCB Batch Size 16 16 

 Dropout rate 0.1 0.3 

 Optimizer Adam Adam 

CMB Batch Size 16 16 

 Dropout rate 0.1 0.3 

 Optimizer Adam Adam 

IB Batch Size 16 16 

 Dropout rate 0.1 0.2 

 Optimizer Adam Adam 

TABLE II. MODEL PERFORMANCE 

Stock Model R2 RMSE MAE MAPE 

ICBC LSTM 93.03% 0.0510 0.0410 0.9805% 

 SB-LSTM 99.70% 0.0107 0.0091 0.2197% 

ABC LSTM 97.48% 0.0411 0.0295 1.0268% 

 SB-LSTM 99.49% 0.0185 0.0171 0.6091% 

BoCom LSTM 98.69% 0.0553 0.0379 0.8234% 

 SB-LSTM 99.51% 0.0338 0.0320 0.7278% 

CCB LSTM 95.99% 0.0598 0.0419 0.7625% 

 SB-LSTM 93.35% 0.0771 0.0767 1.4282% 

CMB LSTM 98.55% 0.7648 0.5662 1.5184% 

 SB-LSTM 99.87% 0.2316 0.1973 0.5328% 

IB LSTM 92.66% 0.3340 0.2675 1.6014% 

 SB-LSTM 99.95% 0.0274 0.0229 0.1372% 

In essence, while the SB-LSTM model generally showcases 
superior accuracy and precision in forecasting for most stocks, 
there are notable exceptions, such as CCB. This underscores 
the idea that sentiment integration typically enhances 
prediction capabilities, but the individual characteristics of 
stocks must be taken into account. 

D. Classification Analysis  

Fig. 6 delineates the confusion matrices for the LSTM and 
SB-LSTM models across six prominent banks: ICBC, BoCom, 
ABC, CCB, CMB, and IB. For the ICBC stock, the LSTM 
model yielded 138 true negatives and 84 true positives but was 
marred by 131 false positives and 132 false negatives. 
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Conversely, the SB-LSTM showed a marked improvement, 
boasting 247 true negatives, 212 true positives, and 
significantly fewer false positives and negatives. A similar 
trend was observed for BoCom, where the SB-LSTM 
displayed enhanced accuracy with 232 true negatives and 227 
true positives, overshadowing the LSTM's 134 true negatives 
and 102 true positives. ABC's LSTM model presented 166 true 
negatives and 58 true positives, but the SB-LSTM again 
outperformed by producing 242 true negatives and 189 true 
positives. This pattern of SB-LSTM superiority persisted with 
CCB, where the LSTM's 144 true negatives and 86 true 
positives were eclipsed by the SB-LSTM's 251 true negatives 
and 210 true positives. For CMB, while the LSTM model 
recorded 144 true negatives and 111 true positives, the SB-
LSTM surged ahead with 257 true negatives and 220 true 
positives. Lastly, IB's results from the LSTM, comprising 132 
true negatives and 96 true positives, were also surpassed by the 
SB-LSTM's impressive 257 true negatives and 225 true 
positives. 

 

Fig. 6. Confusion matrix. 

In summary, the SB-LSTM models consistently 
demonstrated higher classification accuracy across all stocks 
when juxtaposed with the LSTM models, emphasizing their 
superior capability in predicting stock price movements. 

V. CONCLUSION 

This study ventured into the realm of sentiment-driven 
stock prediction, specifically within China's banking sector, 
utilizing a Sentiment-integrated LSTM (SB-LSTM) model. 
Our findings predominantly showcased the SB-LSTM model's 
superior accuracy over traditional LSTM in forecasting stock 
prices, echoing the potential of sentiment analysis in financial 

forecasting as suggested by previous studies [20, 21, 22]. 
Particularly, the use of the Baidu Index highlighted how 
sentiment data can enhance predictive accuracy. The consistent 
enhancement in classification accuracy across most stocks by 
the SB-LSTM models further corroborates the promise of 
integrating sentiment analysis with LSTM networks for more 
precise stock price forecasting. While the use of the Baidu 
Index effectively demonstrated how sentiment data can 
enhance predictive accuracy, a key limitation lies in the 
reliance on a single sentiment data source, which may not 
capture the full spectrum of market sentiments. Additionally, 
the model's efficacy outside the Chinese banking sector 
remains untested, suggesting the need for further research to 
evaluate its applicability across different sectors and 
geographical regions. This endeavor not only enriches the 
literature but also paves the way for future explorations in 
leveraging unstructured sentiment data for financial forecasting 
amidst the digital transformation sweeping across the financial 
sector. This transformation is increasingly recognized as 
crucial in the evolving landscape of financial analytics. 
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Abstract—In this paper, we present a clever approach to
enhance the performance of sequential recommendation systems,
specifically in the context of meditation recommendations within
the Headspace app. Our method, termed “Semantic Sampling”,
leverages the power of language embeddings and clustering
techniques to introduce diversity and novelty in the recommen-
dations. We augment the Time Interval Aware Self-Attention for
Sequential Recommendation (TiSASRec) model with semantic
sampling, where the next recommended item is randomly sampled
from a cluster of semantically similar items. Our empirical
evaluation, conducted on a sample set of 276,700 users, reveals
a statistically significant increase of 2.26 % in content start
rate for the treatment group (TiSASRec with semantic sampling)
compared to the control group (TiSASRec alone). Furthermore,
our approach demonstrates improved coverage and rarity, indi-
cating a broader range of recommendations and higher novelty.
The results underscore the potential of Semantic Sampling in
enhancing user engagement and satisfaction in recommendation
systems.

Keywords—Information retrieval; machine learning; recom-
mender system.

I. INTRODUCTION

Recommendation systems have become an indispensable
part of modern digital applications, providing users with per-
sonalized content and product suggestions [1]. These systems
are especially important in the realm of wellness applications,
where personalization can enhance user engagement and sat-
isfaction significantly. Headspace, for instance, offers a rich
variety of content covering meditation, sleep, focus, and music,
among others [2].

However, a common challenge for these systems is the
‘long tail problem’. A significant number of items are rarely
recommended, resulting in limited diversity in the recommen-
dations [3]. This lack of diversity can curb user exploration
and engagement, especially in areas where exploring new
content is beneficial. In the context of wellness applications
like Headspace, users gain exposure to a diverse range of
content, aiding them in discovering new techniques, sustaining
interest, and deepening their practice.

Unlike platforms like TikTok or YouTube, where content
consumption can be sporadic and unplanned, Headspace users
often embark on sequential mindfulness journeys through
the content. Recognizing this unique behavior, we found
TiSASRec, a sequential recommendation system built on the

*Corresponding authors.

transformer architecture, to be an apt baseline for our approach
[4]. While TiSASRec outperformed earlier models, it started to
loop back to repetitive content recommendations after extended
training. This tendency to lean towards shorter, frequently
accessed content over longer, seldom accessed content limited
the scope of recommendations and potentially restricted user
exploration.

To amplify recommendation diversity while retaining rel-
evance, we integrated semantic sampling into the TiSASRec
model. Semantic sampling involves extracting language em-
beddings from the titles and teasers of content using sentence
transformers. After these embeddings are secured, we compute
their cosine similarities. Instead of merely relying on TiSAS-
Rec’s recommendations, we select content from the cluster
of the N most semantically similar items [5]. This approach
not only broadens the array of recommendations but ensures
they remain pertinent to the user, enhancing the discovery
experience.

By melding sequential recommendations with semantic
sampling, we present a robust solution to the long tail problem.
This strategy augments the diversity of recommendations while
ensuring their relevance to individual users. By blending the
strengths of both sequential recommendation systems and
semantic sampling, our goal is to elevate the user experience
in wellness platforms like Headspace.

II. METHOD

To tackle the long-tail problem in recommendation systems,
we introduced a technique called semantic sampling. This
approach leverages language embeddings and cosine similarity
to offer diverse and engaging content recommendations. We
conducted extensive online A/B testing, evaluating various
metrics to validate the efficacy of our approach. The results
from the A/B test provided crucial insights into the real-world
performance of our recommendation system.

A. Headspace App

Headspace is a popular mindfulness and meditation app that
offers a wide variety of content to its users. The content is
organized into different modules, each focusing on a specific
topic or theme. The app provides recommendations to users on
the “Today” tab, which is the main landing page of the app.
The recommendations are personalized based on the user’s past
interactions and preferences [6].
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The app also provides recommendations in specific mod-
ules. For example, in the “Sleep” module, the app recommends
sleep-focused content, while in the “Meditation” module, it
recommends meditation-focused content. The goal of these
recommendations is to provide users with content that is
relevant and engaging, enhancing their overall experience with
the app. This is further exemplified in Fig. 1.

B. Semantic Sampling

Semantic sampling is an approach we introduced to en-
hance the diversity of recommendations. The method employs
the extraction of language embeddings from content titles and
teasers using the Language-agnostic BERT Sentence Embed-
ding (LaBSE) transformer model [7].

LaBSE is a multilingual sentence encoder, trained on a
broad corpus of bilingual sentence pairs. It produces language-
agnostic sentence embeddings, ensuring that sentences with
equivalent meanings across different languages are proximal in
the embedding space [7]. Such a property becomes invaluable
for our use case, enabling the comparison and identification of
similarities between content, irrespective of language barriers.

Our choice of LaBSE was driven by its excellent perfor-
mance in paraphrasing similarity tasks, vital for our objective
of discerning semantically similar content pieces. The illustra-
tion of Semantic Sampling workflow is explained in the Fig.
2.

Semantic sampling proceeds through the following stages:

Content Embedding: We commence by extracting the
language embeddings from content titles and teasers using
LaBSE. This yields a high-dimensional vector representation
for every content item.

Similarity Calculation: Cosine similarity between these
embeddings is computed. This metric quantifies the cosine of
the angle between two vectors, representing a measure of their
alignment and, by extension, their similarity. Its value spectrum
ranges from -1 (entirely dissimilar) to 1 (perfectly similar).

Recommendation Refinement: Instead of directly using
the recommendation produced by the TiSASRec model, we
assess the similarity of this chosen content with all other
content items. Content pieces falling below a cosine similarity
threshold of 0.75 to the chosen content are filtered out. From
the remaining, more similar content pieces, one is selected
randomly. For this process, there’s an 80% likelihood that the
content will be resampled using semantic sampling.

The TiSASRec model underpins our recommendation sys-
tem. A transformer-centric model, it has been empirically
validated to adeptly capture users’ sequential behaviors [8].
The model utilizes the transformer framework, rooted in self-
attention mechanisms, to emulate the sequential tendencies of
users. This endows it with the capability to understand both
immediate and extended user preferences, rendering it apt for
our application.

For our endeavors, the TiSASRec model was the source
of initial recommendations, which subsequently received en-
hancement through our semantic sampling technique.

(a) Recommended Meditation (b) Today Tab

Fig. 1. Screenshots of the Headspace app showcasing our recommendation
system. (a) The ‘Recommended for You’ section in the Meditation module
displays personalized suggestions. (b) The ‘Today Tab’ features dynamic

content shelves, each filled with diverse recommendations from our system
for an engaging experience.

Semantic Sampling(c) = argmax
c′∈C

1

N

N∑
i=1

sim(c, c′i) (1)

Here, c symbolizes the content piece put forth by the
TiSASRec model, C embodies the collection of all content
items, N stands for the count of the most similar items taken
into account, and sim(c, c′i) signifies the cosine similarity
between the embeddings of content pieces c and c′i.

By leveraging this methodology, we facilitate a richer
spectrum of recommendations. This not only bolsters the
user’s exploratory experience but also ensures the continued
relevance of recommendations to individual users.

C. Metrics for Evaluation

In the context of recommender systems, research has
traditionally focused on the precision of the recommendations.
However, it has been recognized that other recommendation
qualities—such as whether the list of recommendations is
diverse and whether it contains novel items—may have a
significant impact on the overall quality of a recommender sys-
tem. Consequently, the focus of recommender systems research
has shifted to include a wider range of ‘beyond accuracy’
objectives [9]. These metrics include coverage, entropy, rarity,
and intra-list diversity (ILD).

1) Coverage: Coverage is a measure of the proportion of
items in the catalog that the recommender system can suggest.
It provides an understanding of how well the recommendations
cover the available items. A higher coverage indicates that
the recommender system is capable of suggesting a wider
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Fig. 2. Semantic Sampling Workflow. (a) The left side illustrates the input-output sequence of the TiSASRec model. (b) The central block depicts the
generation of the LaBSE Embedding. (c) The right block demonstrates the replacement of the TiSASRec output with content that has been semantically

embedded and sampled.

variety of items, which can contribute to a more diverse and
personalized user experience [10]. It can be calculated as
follows:

Coverage =
|Irec|
|I|

(2)

where, Irec is the set of items recommended and I is the
total set of items.

2) Entropy: Entropy is a measure of the unpredictability
or randomness of the recommendations. It is derived from
information theory, where it is used to quantify the amount
of information contained in a set of data. In the context
of recommender systems, a higher entropy indicates a more
diverse set of recommendations, as it suggests that the recom-
mendations are spread out over a larger number of different
items. Optimal entropy is achieved when the recommendation
distribution is uniformly distributed, therefore, an increase in
entropy signifies an improvement for the long-tail problem
[11]. It can be calculated as follows:

Entropy = −
|I|∑
i=1

p(i) log p(i) (3)

where, p(i) is the probability of item i being recommended.

3) Rarity: Rarity is a measure of how uncommon or unique
the recommended items are. It is defined as the inverse of
normalized popularity, with 0 being our most viewed content
and 1 being our least viewed content. A higher rarity score
indicates that the recommender system is suggesting more
unique or less popular items, which can contribute to a more
diverse set of recommendations [12]. It can be calculated as
follows:

Rarity = 1− pop(i)

maxj∈Ipop(j)
(4)

where, pop(i) is the popularity of item i, and
maxj∈Ipop(j) is the popularity of the most popular item.

4) Intra-List Diversity (ILD): Intra-List Diversity (ILD) is
a metric that measures the average dissimilarity between all
pairs of items within a recommendation list. It is a measure of
the diversity of the recommendations and is defined as follows:

ILD(L) =
2

|L| · (|L| − 1)

|L|∑
i=1

|L|∑
j=i+1

d(i, j) (5)

where, L is the list of recommended items, |L| is the
number of items in the list, and d(i, j) is the dissimilarity
between items i and j. The dissimilarity between items can
be calculated using various methods, such as cosine distance
in the embedding space. A higher ILD value indicates a more
diverse set of recommendations [13].

5) Content Click-Through Rate: Content Click-Through
Rate (CTR) is a measure of user engagement with the rec-
ommended content. It is defined as the number of times users
initiate interaction with the content divided by the number
of times the content is displayed to the users. This metric
directly reflects the user’s interaction with the recommended
content, providing a clear measure of the effectiveness of the
recommendations. An increase in this rate is indicative of users
finding the recommendations more engaging and relevant [14].
It can be calculated as follows:

CTR =
Clicks

Impressions
(6)
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where Clicks is the number of times users initiate inter-
action with the content, and Impressions is the number of
times the content is displayed to the users.

D. Online Analysis

For our online analysis, we conducted an A/B test on
138.4K control users (TiSASRec only) and 138.3K treatment
users using the StatSig platform. StatSig is a platform that
provides robust statistical analysis for A/B testing, ensuring
that our results are statistically significant and reliable. This
A/B test was run for a period of 42 days.

A key metric we focused on was the change in average
content starts across the entire Headspace App. The content
start rate, a widely accepted measure of user engagement,
is defined as the number of times users initiate interaction
with the content divided by the number of times the content
is displayed to the users. This metric was chosen because it
directly reflects the user’s interaction with the recommended
content, providing a clear measure of the effectiveness of the
recommendations. An increase in this rate is indicative of users
finding the recommendations more engaging and relevant [14].

To gain a deeper understanding of the changes in diversity
brought about by our semantic sampling approach, we also
calculated the entropy, ILD, coverage, and rarity for the clicks
originating from both TiSASRec and the treatment model.
These metrics were computed for the entire app, providing a
comprehensive evaluation of the impact of semantic sampling
on the quality of recommendations as described above.

This comprehensive online analysis allowed us to assess the
real-world performance of our semantic sampling approach,
providing valuable insights into its effectiveness in enhancing
the diversity of recommendations while maintaining user en-
gagement which is our primary goal.

III. RESULTS

In this section, we present the results of our study com-
paring the performance of the baseline TiSASRec model with
the enhanced approach using semantic sampling. We evaluated
the two models across various metrics to assess the impact on
recommendation diversity and user engagement. Additionally,
we discuss the findings from the online A/B test, which pro-
vided insights into the real-world effectiveness of our semantic
sampling approach to solve the long tail problem.

A. Semantic Sampling Improves Recommendation Diversity

We conducted extensive evaluations to compare the per-
formance of TiSASRec with our semantic sampling approach
based on results from the online experiment. The results of
these comparisons across different metrics are exemplified in
Table I and Fig. 3.

1) Coverage: We first examined the coverage metric, which
measures the proportion of items in the catalog that the rec-
ommender system is able to suggest. The results showed that
the semantic sampling approach significantly outperformed Ti-
SASRec across all top-k rankings (Coverage@1, Coverage@5,
and Coverage@16). For example, at Coverage@1, semantic
sampling achieved a coverage of 0.936, representing a sub-
stantial increase of 26.67% compared to TiSASRec’s coverage

(a) Coverage (b) Rarity

(c) ILD (d) Entropy

Fig. 3. Four figures depicting various recommender system metrics. (a)
Coverage illustrates the algorithm’s range of potential recommendations. (b)
Rarity indicates the uniqueness of recommendations. (c) ILD represents the

average dissimilarity between recommended items. (d) Entropy quantifies the
information in a stochastic process.

of 0.740. This indicates that the semantic sampling approach
recommended a wider variety of items to users, enhancing their
opportunity for content discovery and engagement.

2) Entropy: The entropy metric measures the unpre-
dictability or randomness of the recommendations. Higher
entropy values suggest a more diverse set of recommendations.
Our results revealed that the semantic sampling approach
significantly increased the entropy of recommendations com-
pared to TiSASRec. For instance, at Entropy@1, the mean
entropy of semantic sampling was 7.789, which was 22.09%
higher than TiSASRec’s mean entropy of 6.378. Similarly, at
Entropy@5 and Entropy@16, semantic sampling demonstrated
improvements of 22.09% and 19.23%, respectively. These
results indicate that the semantic sampling approach generated
more diverse and less predictable recommendations, fostering
a richer and more engaging user experience.

3) Rarity: The rarity metric measures how uncommon or
unique the recommended items are. A higher rarity score
indicates that the recommender system suggests more unique
or less popular items, contributing to a more diverse set of rec-
ommendations. The semantic sampling approach significantly
increased the rarity scores compared to TiSASRec for all top-k
rankings (Rarity@1, Rarity@5, and Rarity@16). For example,
at Rarity@1, semantic sampling achieved a score of 0.340,
representing a remarkable increase of 765.88% compared to
TiSASRec’s score of 0.039. These results further confirm that
semantic sampling effectively promotes the discovery of less
frequently recommended content items.

4) Intra-List Diversity (ILD): Intra-List Diversity (ILD)
quantifies the average dissimilarity between all pairs of items
within a recommendation list. Our semantic sampling approach
achieved a modest improvement in ILD at top-k ranking values
of ILD@5 and ILD@16, with a 8.82% and 2.84% increase,
respectively. These results indicate a positive impact on the
diversity of recommendations.
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TABLE I. COMPARISONS BETWEEN TISASREC AND SEMANTIC SAMPLING ACROSS DIFFERENT METRICS

TiSASRec Semantic Sampling % Change (Mean)

Metric Mean Std Mean Std Mean
Coverage@1 0.740 0.015 0.936 0.008 +26.670%
Coverage@5 0.807 0.010 0.963 0.004 +18.520%
Coverage@16 0.852 0.008 0.975 0.002 +13.550%
Entropy@1 6.378 0.039 7.789 0.026 +22.090%
Entropy@5 6.563 0.026 8.012 0.019 +22.090%
Entropy@16 6.851 0.019 8.168 0.013 +19.230%
Rarity@1 0.039 0.001 0.340 0.007 +765.880%
Rarity@5 0.043 0.001 0.336 0.006 +688.120%
Rarity@16 0.050 0.001 0.333 0.006 +562.830%
ILD@1 NaN NaN NaN NaN NaN
ILD@5 0.073 0.000 0.079 0.000 +8.820%
ILD@16 0.006 0.000 0.006 0.000 +2.840%

TABLE II. A/B TESTING EXPERIMENT RESULTS

Metric Control Treatment
Members 138.4K 138.3K

Average Content Starts 15.57 15.92
Delta % (Content Starts) +2.26%

p-value 0.004

B. Online A/B Test Results

To validate the real-world impact of our semantic sampling
approach, we conducted an A/B test involving a substantial
user base of 276,700 members. The test compared the control
group, which used the baseline TiSASRec model, with the
treatment group, which experienced the enhanced model with
semantic sampling. These results are shown in Table II.

1) Average Content Starts: As a media-oriented app, one
of the primary metrics we focused on in the A/B test was
the average content starts per user during the experimental
period. This metric measures how frequently users initiated
interactions with the recommended content. The treatment
group, which used the semantic sampling approach, exhibited
an average content start rate of 15.92 starts per user, while
the control group, using the baseline TiSASRec model, had an
average content start rate of 15.57 starts per user.

The 2.26% lift in content starts for the treatment group
compared to the control group was statistically significant (p-
value ¡ 0.05), indicating that the increase in user engagement
with the recommended content was not due to random chance.
This result highlights the effectiveness of the semantic sam-
pling approach in encouraging users to interact more frequently
with the content suggested by the recommender system.

IV. DISCUSSION

The results of our study demonstrate the effectiveness of
the semantic sampling approach in enhancing the diversity
of recommendations and increasing user engagement in the
Headspace app. The evaluation of diversity metrics from the
online experiment showed significant improvements in cov-
erage, entropy, rarity, and intra-list diversity, indicating that
the semantic sampling approach successfully addressed the
long tail problem in recommendation systems. By suggesting
more diverse, unique, and less predictable content to users,
the semantic sampling approach enriches users’ discovery

experience, encouraging them to explore a wider range of
content.

The online A/B test further validated the real-world impact
of the semantic sampling approach, showing a statistically sig-
nificant lift of 2.26% in average content starts for the treatment
group. This indicates that users in the treatment group found
the recommendations generated using semantic sampling to be
more engaging and relevant, leading to increased interactions
with the recommended content.

A. Explanation of Increased Diversity and Relevance

The success of the semantic sampling approach in enhanc-
ing diversity and relevance can be attributed to two key factors:

Semantic Understanding: The use of language embeddings
allowed the system to better understand the semantic meaning
of content items. By capturing the inherent relationships be-
tween content titles and teasers, the approach could identify
and group together semantically similar pieces. This under-
standing enabled the recommendation system to present a
broader range of content options to users, encompassing items
that share similar themes or topics.

Random Sampling: The introduction of random sampling
from the cluster of semantically similar items injected diversity
into the recommendation process. Instead of being confined to
a fixed set of items, users were presented with randomly se-
lected content pieces with similar meanings. This randomness
allowed for serendipitous discoveries and introduced novelty,
making the user experience more exciting and diverse.

Enhanced Relevance: Despite the introduction of diversity
through random sampling, the semantic sampling approach
ensured that the recommended items remained highly relevant
to each individual user. By selecting items from the cluster
of semantically similar content, the approach ensured that
the recommendations retained a certain level of thematic
coherence and alignment with users’ preferences. This balance
between diversity and relevance led to a more personalized and
engaging experience for users, as they received a mix of both
familiar and novel content that resonated with their interests.

Overall, the semantic sampling approach struck a delicate
balance between increasing diversity and maintaining rele-
vance, making it a powerful tool in addressing the long-tail
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problem in recommendation systems. By leveraging semantic
understanding and random sampling, the approach provided
users with a diverse and personalized set of recommendations
that enriched their discovery experience while ensuring the
content remained highly relevant to their individual tastes and
preferences.

B. Limitations

While the semantic sampling approach offers a promising
solution to the long-tail problem and has demonstrated signif-
icant improvements in diversity and user engagement, it does
have certain limitations that should be considered:

Limited Diversity Boost for Extremely Niche Content:
The semantic sampling approach relies on identifying seman-
tically similar content items to enhance diversity. However,
for extremely niche or specialized content items that have
limited semantic similarities with other items in the system,
the approach may have limitations in boosting their diversity.
This could lead to less diverse recommendations for such niche
content.

Language Embedding Quality: The effectiveness of the
semantic sampling approach is highly dependent on the quality
of language embeddings obtained from models like LaBSE.
Any limitations or biases present in the language embedding
model can impact the accuracy of semantic similarities and,
consequently, the diversity of recommendations. Ensuring the
high quality and representativeness of language embeddings is
critical for the success of the approach.

Impact of Sampling Parameters: The semantic sampling
approach involves selecting a certain number of most seman-
tically similar items (N) from which to sample recommen-
dations. The choice of N can influence the level of diversity
and relevance of the recommendations. Suboptimal values of
N may lead to underemphasizing or overemphasizing certain
content clusters, affecting the overall quality of recommen-
dations. Careful experimentation and tuning of the sampling
parameters are necessary for optimal results.

The semantic sampling approach represents a notable ad-
vancement in recommendation systems, with the potential to
enhance diversity and user engagement in the wellness content
domain. Ongoing research and refinement can address its
limitations and further amplify its impact.

V. CONCLUSION

In this study, we introduced a semantic sampling method
tailored for wellness recommendation systems, with an em-
phasis on the Headspace app. Online A/B testing involving
over 276,700 users revealed that our method yielded a 2.26%
uptick in the average content start rate—a clear indication of
elevated user engagement.

In terms of diversity metrics, our method surpassed the
TiSASRec baseline consistently. There were marked gains
in metrics such as coverage, entropy, and rarity. Notably,
the semantic sampling method ensured a broader range of
engaging content recommendations without sacrificing user-
specific relevance. Furthermore, increased content diversity
did not detract from the start rate, underscoring the method’s

capability to harmonize between tailored recommendations and
content variety.

From a practical standpoint, semantic sampling amplifies
the value proposition of content-rich platforms like Headspace.
It fosters an environment where users are more inclined to ex-
plore diverse content, leading to a dynamic and individualized
user journey. Future investigations might delve into refining
similarity clustering methodologies and probing the long-term
user satisfaction for lasting effects.

In summation, our research underscores semantic sam-
pling’s potential in augmenting both diversity and engagement
in wellness recommendation systems, solidifying user satisfac-
tion, and ensuring sustained app interaction.
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Abstract—A Question Answering System (QAS), also known 

as a chatbot, is a Natural Language Processing (NLP) application 

that automatically provides accurate responses to questions 

posed by humans in natural language. Intent Detection and 

Classification are crucial elements in NLP, especially in a task-

oriented dialogue system. In this paper, we conduct a systematic 

literature review that will perform a comparative analysis of 

different techniques or algorithms that are being implemented 

for intent detection and classification with slot filling. The goals 

of this paper are to identify the distribution, methodology, 

techniques or algorithms, and evaluation methods, that can be 

used to develop and construct a model of intent detection and 

classification with slot filling. This paper also reviews academic 

documents that have been published from 2019 to 2023, based on 

a four-step selection process of identification, screening, 

eligibility, and inclusion, for the selection process. In order to 

examine these documents, a systematic review was conducted 

and four main research questions were answered. The results 

discuss the methodology that can be used for the implementation 

of intent detection and classification with slot filling, along with 

the techniques, algorithms and evaluation methods that are 

widely used and currently implemented by other researchers. 

Keywords—Intent detection; intent classification; slot filling; 

question answering system 

I. INTRODUCTION 

A Question Answering System (QAS) is a group of natural 
language texts or a pre-structured database which are used to 
automatically provide correct and accurate responses to 
questions posed by humans in human natural language [1, 2]. 
A QAS is more capable and more efficient in answering the 
user query than most search engines such as Google, Yahoo, 
Live.com, Ask, YouTube, Facebook, and Microsoft Bing [3]. 

Search engines have a remarkable capability; however, the 
engines provide lists of related websites and resources 
including documents that match the user’s query [2] without 
regard to their real intention or what the real question asked is. 
Hence, instead of the user having to search for the most 
relevant website or result to their query provided by the search 
engines, a QAS makes it easier for the user since it just 
displays the necessary information and results by detecting, 
recognizing, and classifying the intents of the user via their 

human natural language, thus providing them with a 
corresponding yet accurate response and result directly [2, 4]. 
Natural Language Processing (NLP) is one of the branches of 
Artificial Intelligence (AI) that studies human-computer 
interactions [5]. AI has two subsets, which are Natural 
Language Understanding (NLU) and Natural Language 
Generation (NLG). Being able to detect the intent of an 
utterance has been a keen issue in NLU [6] since it uses 
syntactic and semantic analysis of the text and speech to 
determine the meaning of a sentence.  

Intent Detection (ID) and Classification (IC) act as critical 
elements in human language or NLU, especially in a task-
oriented dialogue system [1, 6, 7, 8]. In particular, ID is usually 
related to the keywords of utterance, entities or slots, and 
intent. ID mainly aims to identify the user’s true intent from a 
given utterance [8] in which, according to [9], the user’s true 
intention sometimes does not settle the meaning of their 
utterance, and vice versa. 

Entities or slots refer to the extraction of the associated 
arguments of the utterance in which every word in the 
utterance has its entity or slot. The most usual way of its 
representation is the IOB representation [10], where the initial 
“B” in the label indicates the beginning of the slot, the “I” 
indicates an extension of the “B”, and lastly “O” refers to a null 
label, and it commonly labels the other general words in an 
utterance. The slots or entities that are constructed are 
identified by the researchers, hence it is meaningful and easy to 
be understood by humans. 

The intent that is detected by the ID model is another 
crucial part that defines the context of the text, whereby these 
intents are the ones that classify and capture the true intention 
of the user, what they are trying to search for or what they are 
trying to convey [11] to the application or the system. There 
are numerous possible intents, depending on the utterance, and 
for an example of an utterance related to books, some of its 
intent might be SearchBook, PurchaseBook, BookAuthor, 
BookGenre, and so on. Many researchers have investigated 
intent recognition in the English language with very good 
accuracy. However, to the best of our knowledge, there has 
been little work done on the Malay language for question 
answering, with exceptions such as [12].  
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Within this paper, several methods and methodologies have 
been identified and proposed for developing ID and IC with a 
slot-filling model. For instance, [11] has performed several 
experiments on ID and IC by using various techniques such as 
Seq2seq, Slot-Gated, Capsule NLU, SF-ID, StackPropagation, 
SlotRefine, GL-GIN, and Joint-BERT. In addition, a model of 
ID and IC has been proposed with slot filling of JointBERT 
and Conditional Random Forest (CRF), called JointIDSF, 
whereby both XLM-R and PhoBERT were used as the 
utterance encoder [1]. This paper will contribute to better 
understanding, and thus developing and implementing, the 
methods of ID and IC with slot filling in various fields. 

In addition, we review the existing literature on the 
development and implementation of ID and IC with slot filling 
in this paper in which our main objective is to explore which 
methods or techniques are the most suitable and can achieve 
higher accuracy in terms of IC performance. The following are 
the contributions of our review. 

 The previous research that has been published regarding 
ID and IC with slot filling is investigated. 

 The methodologies or approaches proposed by previous 
research are identified and discussed. 

 The techniques or algorithms that can be implemented 
on ID and IC with slot filling are identified. 

 A discussion on the validation process and main results 
of the previous research is conducted. 

Furthermore, many previous research articles have been 
published and have discussed the researcher’s implementation 
on the topic of ID and IC with slot filling. Papers [1, 8, 15, 16, 
17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 
34, 35, 36, 37] have discussed and presented their approach or 
implementation on developing ID and IC with slot filling using 
various frameworks, methodologies, and techniques. Various 
frameworks, methodologies, approaches, techniques and 
algorithms have been implemented by these researchers, 
whereas for instance, [19, 22, 24, 26, 27, 28, 31, 34, 35, 36] 
have implemented techniques of Bidirectional Long Short-
Term Memory ID (BiLSTM) with Conditional Random Forest 
(CRF) in their implementation of ID and IC with slot filling.  

On the other hand, [8, 15, 17, 20, 24, 26, 28, 31, 33] have 
implemented integration techniques of Bidirectional Encoder 
Representations from Transformers (BERT) with various other 
techniques such as CRF, LSTM, BiLSTM, Convolutional 
Neural Networks (CNN), Recurrent Neural Networks (RNN), 
or Regular Expressions (RE). On top of that, there are also 
published papers with comprehensive reviews [50-51, 53, 55]. 
The aim of [50-51] is to conduct a literature review about 
Intents, Intention Mining, and IC and focuses on the review of 
algorithms, models, and tools that have been implemented in 
Intention Mining. A review paper on the ID methods in the 
human-machine dialogue system seeks to advance the study of 
multi-intent detection methods based on Recurrent Neural 
Networks [52] and deep neural networks [53]. This paper 
primarily analyses compares, and summarizes the deep 
learning methods used in the research of ID in recent years. It 
also considers how to apply deep learning models to multi-

intent detection tasks. The third paper [55] introduces the 
methods of two tasks ranging from the independent model to 
the joint model. It focuses on joint modelling methods based on 
deep neural networks and analyzes current problems and future 
development trends of two sub-tasks. 

Therefore, one of the aims of this paper is to focus on 
conducting a systematic literature review about ID and IC with 
slot filling in which we are not focusing on the implementation, 
but we are going deeper into the investigation and discussion 
of the framework, methodology, and techniques or algorithms 
that can be implemented in ID and IC with slot filling. 
Furthermore, what we are reviewing differs from [51, 53, 55], 
which reviews the topic of intention mining, ID methods in the 
human-machine dialogue system, and methods of two tasks 
from the independent model to the joint model, respectively. 

This paper is divided as follows: Section II presents the 
conducted systematic review methodology that consists of the 
definition of research questions, search phases, inclusion and 
exclusion criteria, and paper eligibility screening. Section III 
presents the results of the systematic review consisting of 
answers to the research questions, and finally, the conclusion 
of the systematic review and our thoughts on directions for 
future work are presented in Section  IV. 

II. RESEARCH METHOD 

The systematic review (SR) in this paper was conducted by 
implementing the preferred reporting items for an SR and 
meta-analysis (PRISMA) approach as done in [13], in which 
PRISMA is an evidence-based minimum set of items used to 
guide the development and structure of SRs and other meta-
analysis. According to [14], PRISMA is designed to help 
researchers to perform literature reviews systematically and 
transparently. and report how the review was done in a manner 
which leads to the findings. Thus, by implementing the 
PRISMA approach in our paper, the reviewing protocol 
includes three steps, namely definition of the research 
questions, search phases, and specification of inclusion and 
exclusion criteria. The specification of these steps is described 
in the following sections. 

A. Definition of Research Question 

This SR is organized to encompass the range of research 
examined by classifying and evaluating previous related 
articles. To correctly explain the coverage rate of existing 
works, the research questions must first be defined. We can 
gain various insights by examining comparable works, which 
can subsequently assist researchers in coming up with new 
insights. Table I lists the research questions that were 
considered in our SR. 

B. Search Phase 

Defining the information sources is the initial stage in 
conducting our SR. As shown in Table II, several academic 
databases, digital libraries, and open-access search engines 
have been consulted. In order to locate publications that are 
pertinent to our setting, the following stage entails creating 
procedures for examining the scientific and technical 
documentation that these searches produced. The process is 
built around these two steps: (i) it is necessary to first 
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determine the search phrases from the earlier research 
questions in order to create a list of keywords; (ii) it is 
necessary to create the queries that will be used to locate and 
gather all connected results, thus the Boolean operators 
AND/OR will be used to find and gather all related results in 
accordance to ID and IC with slot filling. About 221 papers 
were found overall in the first phase with search terms that 
might be most pertinent in the title. The search terms used for 
this paper are shown in Table III.  

TABLE I. RESEARCH QUESTION 

Research question Motivation 

RQ1. What is the distribution 

per year, domain application, 
and publisher of the published 

papers related to ID and IC 

with slot filling? 

The answer to this question allows us to 

identify the work’s domain, when, and 

where the research studies have been 
conducted. 

RQ2. What is the 
methodology used to develop 

ID and IC with slot filling? 

The answer to this question illustrates the 
steps and phases in developing ID and IC 

with slot filling. 

RQ3. What are the techniques 
or algorithms that can be used 

to implement ID and IC with 

slot filling? 

The answer to this question helps to identify 
the most suitable techniques or algorithms 

that can be adopted into the implementation 

of ID and IC with slot filling. 

RQ4. Which evaluation 

method was used and what 

are the main results that have 
been drawn based on the 

evaluation method used? 

The answer to this question identifies the 

methods used to evaluate the performance 

of ID and IC with slot filling and presents 
the main results or outcomes of the studied 

works. 

TABLE II. SEARCH SOURCES 

Source Type URL 

Science Direct-
Elsevier 

Digital 
Library 

https://www.sciencedirect.com/ 

Scopus 
Search 

Engine 
https://www.scopus.com/home.uri 

IEEE Explore 
Digital 
Library 

https://ieeexplore.ieee.org/Xplore/home.jsp 

ACM Digital 

Library 

Digital 

Library 
https://dl.acm.org/ 

Web of Science 
Search 

Engine 
https://www.webofknowledge.com/ 

SpringerLink 
Digital 
Library 

https://link.springer.com/ 

Google Scholar 
Search 

Engine 
https://scholar.google.com/ 

TABLE III. RESEARCH QUERIES 

TITLE-ABS-KEY 

S1 (intent AND detection OR recognition AND classification) 

S2 (intent AND detection AND classification) 

S3 (intent AND detection AND recognition AND classification) 

S4 (intent AND detection AND slot filling) 

S5 (intent AND classification AND slot filling) 

S6 (intent AND detection AND classification AND slot filling) 

C. Inclusion and Exclusion Criteria 

We employed a set of inclusion criteria and exclusion 
criteria to identify pertinent papers and to narrow search results 
(see Table IV). Papers that do not address the exclusion criteria 
are disregarded, and a screening procedure is used to identify 
papers that are pertinent to our setting. The following three 
inclusion criteria phases form the basis of the screening 
procedure: 

1) An abstract-based step: It using details and keywords 

from publication abstracts, we eliminate irrelevant results. 

Articles were kept for additional screening if their abstracts 

met at least 60% of the inclusion criteria. 

2) Full-text-based step: We eliminate any results that did 

not address or make reference to the research terms listed in 

Table III, i.e., any publications that only cover a small portion 

of the search terms mentioned in their abstracts. 

3) Quality-analysis-based step: We perform quality 

analysis on the remaining results and discard any that do not 

meet the requirements listed below: 

 C1: The paper discusses a comprehensive approach and 
methodology to ID and IC with slot filling. 

 C2: The paper includes the technical implementation of 
the proposed solution. 

 C3: The paper references additional works. 

 C4: The paper discusses the outcomes that were found. 

TABLE IV. LIST OF IC AND EC 

Inclusion Criteria Exclusion Criteria 

Studies published within the period 2019-

2023. 

Studies that are not written in 

English. 

Studies should meet at least one of the 

search terms. 
Duplicated papers. 

Studies should be published/in-press at a 
journal or conference. 

Studies with missing full text. 

Studies should provide answers to the 

research questions. 
Papers that are not directly 
relevant to the ID and IC with 

slot-filling topics. 
The search is performed based on the title, 
abstract, and full text. 

D. Systematic Search Strategy Procedure 

The PRISMA systematic search-strategy procedure 
includes four core processes which are identification, 
screening, eligibility, and inclusion were used to choose the 
pertinent publications for this review. In the identification 
procedure initially got 221 records (n=221). After the screening 
procedure, the results were pared down to 149 (n= 149) after 
duplicates were eliminated. Next subjected to eligibility criteria 
based on the title and abstract, acquiring 69 (n-69); finally, 
eligibility criteria based on the complete text allowed us to 
acquire 25 pertinent studies. To glean the findings reported in 
the next part, a thorough analysis of these 25 studies was 
conducted. 
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Fig. 1. Related papers reviewed. 

Of the 25 papers that had been screened from the review 
process, all of these papers discussed the ID and IC with slot-
filling topics by using various techniques or algorithms. Fig. 1 
illustrates the number of papers from each stage in the SR 
process in a graphical representation of the papers that have 
been reviewed. 

III. RESULTS AND DISCUSSION 

This section includes a discussion of the review’s findings 
about the earlier proposed research questions. This review is 
made up of 25 publications that were carefully chosen to 
address the topic of ID and IC with slot filling. These answers 
help us to know the related recent literature, methodologies 
used, techniques or algorithms that can be used to implement 
ID and IC with slot filling, as well as the methods that can be 
used to evaluate the performance of the model. 

Answer to research question RQ1: What is the distribution 
per year, domain application, and publisher of the published 
papers related to ID and IC with slot filling? 

The papers that have been gathered and which relate to ID 
and IC with slot filling originated from several domains, 
including medical, education, electrical, music, economy, and 
airline. Fig. 2 and Fig. 3 display the distribution of the selected 
papers by publication year and source respectively. 

 
Fig. 2. Distribution of selected papers by publication year. 

 

Fig. 3. Distribution of selected papers by source. 

Answer to research question RQ2: What is the 
methodology used to develop ID and IC with slot filling? 

Numerous methodologies were used for developing ID and 
IC with slot-filling phases in which Table V displays the list of 
methodology names and the phases that are involved in 
developing ID and IC with slot-filling. After reviewing and 
analyzing all of the papers, we identified that the majority of 
the papers integrate several methods resulting in a new 
methodology or approach. Papers 1, 22, and 25 have integrated 
Bidirectional Long Short-Term Memory (BiLSTM), 
Bidirectional Encoder Representations from Transformers 
(BERT), and Joint BERT with Conditional Random Forest 
(CRF) respectively. In addition, since there are various and 
multiple ways in which ID and IC with slot filling have been 
implemented, almost all of the papers’ implementations differ 
from one another, even though they might seem similar. 

The second paper implements a novel non-aggressive joint 
model, and the fourth paper implements a GloVe approach in 
their implementation. Some papers implement a unique 
methodology or approach such as paper 9 which implements a 
Capsule Network or Capsule-NLU, paper 13 implements a 
Multi-level Shared-private Framework, paper 14 implements a 
Deep Concurrent Multi-Task Paradigm, a Dual pseudo-
labelling and dual learning methods approach by Paper 16, a 
Generative and Classification-based approach is implemented 
by paper 17, and paper 23 implements an Attention-based 
RNN and Slot-Gated mechanism. Meanwhile, the remaining 
methodologies implemented by the remaining papers may be 
further viewed in Table V and Table VI. 

In addition, we removed papers [38-47, 54] and [2-15, 49-
50, 56-70] from the list due to their related survey paper status. 
Furthermore, papers [2-15, 49, 56-70, 81] were removed due to 
their unrelatedness to ID and IC with slot filling or QAS topic 
relevance. 

Answer to research question RQ3: What are the techniques 
or algorithms that can be used to implement ID and IC with 
slot filling? 

There are several techniques or algorithms that can be 
implemented for ID and IC with slot filling. According to 
Table V, these 25 papers have implemented various 
techniques. Some papers have similarities in their approach 
with one another but still differ and report unique results.  

Initially, Long Short-Term Memory often referred to as 
LSTM networks are an extension of Recurrent Neural Network 
(RNN) whereas RNN is a type of neural network that is 
specially designed for sequence prediction problems since it 
imposes an order on the observations that must be preserved 
when training models and making predictions [72]. The LSTM 
architecture consists of a set of recurrently connected subnets 
that are also known as memory blocks, which can be thought 
of as a differentiable version of memory chips in a digital 
computer [73]. Not only that, LSTM has been primarily 
implemented for problems such as speech modelling and 
language translation [72] and it has achieved state-of-the-art 
performance for IC and slot filling [74]. In addition, an LSTM 
network is a special variant of an RNN such that it overcomes 
stability bottlenecks encountered in traditional RNNs, thus 
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enabling its practical application [72]. Furthermore, an LSTM 
can also utilize its internal memory in such a way that its 
predictions are conditional on the recent context in the input 
sequence, not what has just been presented as the current input 
to the network. As an example, an LSTM model can show one 
observation at a time sequentially, and it can learn what 
observations it has seen previously and which are relevant. 
From there, it will think and train on how prediction can be 
done based on their observations made earlier [72]. 

Furthermore, Bidirectional Long Short-Term Memory 
(BiLSTM) is a further refinement of LSTM [24] which 
integrates the forward hidden layer and the backward hidden 
layer [71], which can acquire and access both the previous and 
subsequent contexts. Since LSTM exclusively exploits the 
historical context, unlike BiLSTM, as a result, BiLSTM is 
better than LSTM at resolving the sequential modelling 
problem [71]. LSTM and BiLSTM have been used to classify 
texts and have achieved some progress [19, 22, 24, 26-28]. 

According to our review, the majority of the papers 
implement BiLSTM whereas this technique was implemented 
by 10 papers - 7, 10, 12, 14, 15, 16, 19, 22, 23, and 24. In 
addition, these papers have integrated BiLSTM with various 
other techniques which include Conditional Random Forest 
(CRF), Concurrent Neural Network (CNN), and Bidirectional 
Encoder Representations from Transformers (BERT) to 
perform both ID and IC with slot-filling tasks. Some of these 
papers only implement BiLSTM such as papers 15 and 23 as 
their main technique. In addition, papers 7, 22, and 24 have 
integrated BiLSTM with CRF, papers 10 and 14 have 
integrated BiLSTM with CNN, and are followed by papers 12 
and 16 which have integrated BiLSTM with BERT 
respectively. However, there is also a paper that integrates 
BiLSTM with two more techniques, and paper 19 has 
integrated BiLSTM with both CNN and BERT to perform ID 
and IC with slot filling. The integration between two to three 
techniques may help to improve the proposed model’s 
performance. 

TABLE V. LIST OF PROPOSED FRAMEWORK AND TECHNIQUES 

Reference Proposed Framework Technique(s) Used 

Paper 1 [1] JointIDSF JointBERT+CRF 

Paper 2 [8] SlotRefine BERT+CRF 

Paper 3 [15] Neural Network-Regular Expressions (NN-RE) 
RE+CNN+RNN+ 

BERT+LSTM 

Paper 4 [16] 
Computational Linguistics with Deep-Learning-Based Intent 
Detection and Classification (CL-DLBIDC) 

Deep Learning Modified Neural Network (DLMNN) 
+Mayfly Optimization (MFO) 

Paper 5 [17] SLIM BERT 

Paper 6 [18] BART+MS+I BART 

Paper 7 [19] Bi-confidence-frequency cross-lingual transfer framework (BiCF) BiLSTM+CRF 

Paper 8 [20] MultiLingual MultiTask (MLMT) BERT+CRF 

Paper 9 [21] Capsule ISNP NER 

Paper 10 [22] Real-time Pilot-controller Voice Communications (PCVC) Convolutional Neural Network (CNN) + BiLSTM 

Paper 11 [23] PIL Chatbot with Angular, Flask and RASA framework JointBERT 

Paper 12 [24] 
Context-aware Graph Convolutional Network with Adaptive 

Fusion Layer (CGCN-AF) 
BiLSTM+BERT 

Paper 13 [25] No specific framework name mentioned RoBERTa 

Paper 14 [26] 
CIDIS - Concurrent Intelligent Model for Dialogue Act 

Classification, Intent Detection and Slot Filling 
BERT+Character Embedding Formulation (CharCNN)+BiLSTM 

Paper 15 [27] No specific framework name mentioned BiLSTM 

Paper 16 [28] 
Dual semi-supervised NLU with Semantic-to-sentence Generation 

(SSG) 
BiLSTM+CRF+BERT 

Paper 17 [29] No specific framework name mentioned JointBERT+XLM-Roberta 

Paper 18 [30] No specific framework name mentioned KoBERT, KLUE-RoBERTa, mBERT 

Paper 19 [31] 
Multitask Learning with Knowledge Base for Joint Slot-Filling and 

Intent-Detection (MTL) 

BERT+BiLSTM 

+CNN 

Paper 20 [32] No specific framework name mentioned CNN+LSTM+Rules 

Paper 21 [33] Tagger and Classifier LSTM+BERT 

Paper 22 [34] 
MTL-Fully Shared Network (MTL-FSN) and Hierarchical-MTL 

(H-MTL) 
BiLSTM+CRF 

Paper 23 [35] Slot-Gated Modeling BiLSTM 

Paper 24 [36] SF-ID Network BiLSTM+CRF 

Paper 25 [37] No specific framework name mentioned JointBERT+CRF 
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TABLE VI. LIST OF METHODOLOGIES AND THEIR RESULT 

Reference Methodology Methodology Phases 

Paper 1 [1] Extension of JointBERT + CRF 
Encoding Layer, Intermediate Intent-Slot Attention Layer, Decoding Layers of Intent 

Detection and Slot Filling 

Paper 2 [8] Novel Non-Aggressive Joint Model 
BERT Layer, Multi-Head Self Attention Layer, Multi-Head Positional Attention Layer, 

CRF Layer, Iteration Mechanism, Joint Optimization 

Paper 3 [15] 
No specific methodology name 

mentioned 
Memory network encoder, Intent determination and slot filling module, Joint optimization 

Paper 4 [16] GloVe approach 

Data Preprocessing, Feature Extraction Process using Word Embedding Technique, Intent 

Detection and Classification Process using Modified Neural Network Model, Parameter 

Tuning using Mayfly Optimization Algorithm 

Paper 5 [17] 
Multi-intent Spoken Language 
Understanding (SLU) 

Encoder, Intent Classifier and Slot Classifier, Slot-Intent Classifier 

Paper 6 [18] 
No specific methodology name 

mentioned 

Intent Classification and Slot Filling, Hate Speech Taxonomy, Counter Speech, 

BART+MS+I Joint Optimization 

Paper 7 [19] 
No specific methodology name 
mentioned 

BiCF Mixing, Latent Space Refinement, BiLSTM+CRF Joint Encoder 

Paper 8 [20] CNN and RNN with LSTM and GRU 
Embeddings, Dense Layer, Task Specific Layer, BERT+CRF Layer - Slot Filling and 

Attention 

Paper 9 [21] Capsule Network / Capsule-NLU POS Tagging, Named Entity Recognition (NER), Word Embeddings 

Paper 10 [22] Deep learning-based 
Automatic Speech Recognition (ASR) - Convolutional Neural Network (CNN), 
Bidirectional Long Short-Term Memory (BiLSTM), Fully Connected (FC) Layer, 

Controlling Intent Inference (CII), Control Safety Monitoring (CSM) 

Paper 11 [23] Retrieval-based 
Conversation Manager, Domain Knowledge Handler, Natural Language Interpreter - 
Intent Classification And Slot Filling, Joint BERT-Based Model 

Paper 12 [24] 
No specific methodology name 

mentioned 

Hierarchical Encoder, Context-Aware Graph Convolutional Network, Intent and Dialogue 

Act Classification, Adaptive Fusion Layer for Slot Filling, Multi-Task Training 

Paper 13 [25] 
Multi-level Shared-private 
Framework 

Shared-Private Syntactic Encoder, Domain-Aware Sentence-Level Transfer for Intent 
Detection, Task-Aware Token-Level Transfer for Slot Filling, Joint Training 

Paper 14 [26] Deep concurrent multi-task paradigm 

Intelligent Word Embedding Formulation, Contextual Sentence Representation 

Formulation, Dialogue Act Classification, Intent Detection, Slot Filling, Query Response 

Retrieval 

Paper 15 [27] Encoder-decoder model Encoding Layer, Word Embedding, Bi-LSTM Layer, Slot Filling, Intent Detection Layer 

Paper 16 [28] 
Dual pseudo-labeling and dual 

learning methods 

Sentence Encoding, Intent Classification, Slot Tagging, Semantic-to-Sentence Generation: 

Encoder, Decoder, Dual Semi-Supervised NLU, Dual Learning Model 

Paper 17 [29] Generative and Classification-based Encoder, Slot Filling, Intent Detection, Joint Training, Decoder 

Paper 18 [30] 
No specific methodology name 

mentioned 
Intent Classifier, Slot Classifier, Slot Value Predictor, Value Refiner 

Paper 19 [31] Multitasking Learning 
LSTM-CNN Layer, Bi-LSTM + Attention Layer, WordNet Knowledge Base, Joint 
Optimization, Adaptive Moment Estimation 

Paper 20 [32] Rule-based and Model-based Text Matching, Encoding, Intent Detection, Slot Filling, Rules Fusing, Joint Optimization 

Paper 21 [33] 
Weakly-Supervised Dual-Model 

Learning 

Encoder, Word Embedding, Intent Detection-LSTM Layer, Attention Layer, Linear Layer, 

Joint Optimization 

Paper 22 [34] BiLSTM and CRF Model 
Word Embedding, Named Entity Recognition (NER), Semantic Tagging (SemTag), Bi-
LSTM+CRF Layer 

Paper 23 [35] 
Attention-based RNN and Slot-Gated 

Mechanism 

BiLSTM Layer, Intent Attention Layer, Slot Attention Layer, Slot Sequence, Joint 

Optimization 

Paper 24 [36] 
Novel Bi-directional Interrelated 
Model 

BiLSTM Layer, Slot Attention, Intent Attention, SF Subnet, SF Iteration Mechanism, ID 
Subnet, ID Iteration Mechanism, CRF Layer 

Paper 25 [37] JointBERT and CRF Model BERT Layer, Softmax Layer, WordPiece Tokenizer, CRF Layer, Joint Optimization 

In recent times, the BERT framework has been investigated 
for jointly identifying the intent and slots of an utterance [74, 
75]. The model architecture of BERT is a multi-layer 
bidirectional transformer encoder that is based on the original 
Transformer model [74, 76-77] whereby it jointly conditions 
both left and right contexts in the Transformer [75, 77]. 
Furthermore, the input representation for BERT is a 
concatenation of WordPiece embeddings [8], positional 
embeddings, and segment embedding [74]. 

The BERT model is pre-trained with two strategies on 
large-scale unlabeled text which refers to Masked Language 
Model (MLM) and Next Sentence Prediction (NSP) [74-75, 
77]. In addition, MLM’s function is to randomly mask in order 

to avoid a token observing itself in a multi-layered context and 
on the other hand, NSP aims to capture useful information for 
sentence pair-oriented tasks [75]. Nonetheless, BERT models 
greatly contribute to enhancing NLP and it is the most 
commonly used transformer architecture [78]. Furthermore, the 
BERT model can be fine-tuned with just one additional output 
layer to create state-of-the-art models for a wide range of tasks 
such as in QAS and language inference, without substantial 
task-specific architecture modifications [77-78,80]. 

The most implemented technique other than BiLSTM is 
Bidirectional Encoder Representations from Transformers 
known as BERT in which BERT has been implemented by 
nine papers - 2, 3, 5, 8, 12, 14, 16, 19, and 21. These papers 
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have also integrated BERT with CRF, LSTM, BiLSTM, CNN, 
RNN, or Regular Expressions (RE). Firstly, paper 5 has 
implemented BERT as its sole technique for ID and IC with 
slot filling. However, of the remaining papers, papers 2 and 8 
have integrated BERT with CRF, paper 21 has integrated 
BERT with LSTM, and paper 12 has integrated BERT with 
BiLSTM. Papers 14 and 19 have integrated BERT with 
BiLSTM and CNN meanwhile paper 16 has integrated BERT 
with BiLSTM and CRF. There is also a paper that has 
integrated BERT with four more techniques, making a total of 
5 techniques including BERT. Paper 3 has integrated BERT 
with LSTM, CNN, RNN, and Regular Expressions (RE). 

In addition, BERT can be extended into several extensions 
such as JointBERT, RoBERTa, KoBERT, mBERT, and 
KLUE-RoBERTa. Even though these techniques are 
extensions of BERT, they still differ and are different in terms 
of performance, whereas JointBERT has been implemented by 
papers 1, 11, 17, and 25. Paper 11 only implements JointBERT 
in its implementation, meanwhile, papers 1 and 25 have 
integrated JointBERT with CRF, and paper 17 has integrated 
JointBERT with RoBERTa. This is followed by RoBERTa 
which has been implemented by papers 13 and 17 and finally, 
paper 18 has integrated KoBERT, KLUE-RoBERTa, and 
mBERT in their ID and IC with slot filling implementation. 

The remaining papers (3, 4, 6, 9, and 20) have implemented 
a technique that is not vastly and widely implemented such as 
some of the papers have implemented Concurrent Neural 
Networks (CNN), Recurrent Neural Network (RNN), Deep 
Learning Modified Neural Network (DLMNN), Mayfly 
Optimization (MFO), Named Entity Recognition (NER) in 
their implementation of ID and IC with slot filling. More 
details on each of these paper's implementation of techniques 
or algorithms can be further viewed in Table V. 

Answer to research question RQ4: Which evaluation 
method was used and what are the main results that have been 
drawn based on the evaluation method used? 

There are various ways of evaluating the performance of a 
model after it has been implemented by using various 
techniques. However, there are several main evaluation metrics 
or methods that are generally used to evaluate the performance 
of an ID and IC with a filling model. Such methods include 
accuracy, F1-score, precision, and recall which is mainly 
applied for both ID and slot filling task, respectively. Besides 
that, there are also other evaluations conducted within the 25 
papers such as sentence accuracy, semantic error, G-measure, 
and so on. Technically, model evaluation is crucial to check 
and validate whether the model is well-functioning and works 
correctly according to the specifications and the requirements 
or not. 

The majority of these papers evaluate the performance of 
their ID and IC with slot filling model by using accuracy and 
F1-score for both intent, sentence and slot performance.  

Initially, accuracy is the most used empirical measure and it 
can be defined as a ratio of accurately classified data items to 
the total number of observations [48, 80], making it one of the 
most suitable methods to evaluate the performance of ID and 
IC. Despite it being the most used technique for testing, 
however, accuracy does not distinguish between the number of 
correct labels of different classes [79] and is valid only when 
the evaluation of classification is well-balanced and is not 
skewed, and there is no class imbalance. Hence, it is not the 
most appropriate performance metric in some situations 
especially in a case where the target variable classes in the 
dataset are unbalanced. This is because, when the model 
predicts that each point belongs to the majority class label, the 
accuracy will be high but the model is not accurate because of 
the imbalances. 

Next is a precision technique which is a measure of 
correctness that is achieved in true prediction, or it also means 
how many predictions are positive out of all the total of 
positive predictions. Precision is calculated by the ratio of the 
total number of correctly classified positive classes divided by 
the total number of predicted positive classes [68, 80]. 
However, precision can only work properly and accurately 
when the FP is higher than the FN [48, 68, 79] and is usually 
suitable for a system that has a yes or no, true or false result 
such as e-mail spam detection. 

The following evaluation technique is a recall technique 
which is measured as the actual observations which are 
predicted correctly. Recall can also be called sensitivity and is 
the most suitable evaluation technique to be used when the 
researcher wants to capture as many positives as possible [48, 
68, 80]. Recall is a ratio of the total number of correctly 
classified positive classes divided by the total number of 
positive classes, or in other words, out of the observations that 
are positive, how many of them have been predicted by the 
algorithm [48]. 

On the other hand, the F1-score, also known as the F-
measure, uses both precision and recall and is one of the best 
evaluation techniques to calculate the performance of an 
algorithm [48, 80], especially in the evaluation of text 
classification and identification tasks [59, 80], because it 
balances out the precision and recall, whereby if the precision 
is low, the F1 is low and if the recall is low, then the F1 is also 
low. Plus, the F1score evaluation method has been generally 
used to evaluate the performance of the slot-filling task. 

Therefore, in this paper, we have identified the evaluation 
methods used in these papers, and Table VII depicts the list of 
evaluation methods and their results. 

TABLE VII. LIST OF EVALUATION METHODS AND THEIR RESULTS 

Reference Evaluation Methods Results 

Paper 1 [1] 
Accuracy, 

F1-Score 

Encoder Intent Accuracy (%) Slot F1 (%) Sentence Accuracy (%) 

XLM-R 97.56 94.95 86.17 
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PhoBERT 97.62 94.98 86.25 
 

Paper 2 [8] Accuracy 

Slot Accuracy: 96.22% 

Intent Accuracy: 97.11% 

Sentence Accuracy: 86.96% 

Paper 3 [15] 

Precision, 

Recall, 

F1-Score 

Dataset Cat Prec(%) Recall (%) F1-Score (%) 

KVRET 
Intent 98.50 98.46 98.48 

Slot 74.32 79.18 76.91 

Frames 
Intent 95.32 92.95 94.17 

Slot 74.23 73.15 73.53 
 

Paper 4 [16] 

Accuracy, 
Recall, 

Specificity, 

F1-Score, 

MCC, 

G-Measure 

Methods Training Set (%) Testing Set (%) 

Accuracy 99.29 99.51 

Recall 97.50 98.26 

Specificity 99.58 99.71 

F1-Score 97.50 98.29 

MCC 97.09 98.01 

G-Measure 97.51 98.30 
 

Paper 5 [17] 
F1-Score, 

Accuracy 

Dataset Slot F1 (%) Intent Accuracy (%) SeFr Accuracy (%) 

MixATIS 88.5 78.30 47.60 

MixSNIPS 96.5 97.20 84.00 
 

Paper 6 [18] F1-Score 

F1-Score on Full Parse Tree: 52.96% 

F1-Score on Top Level Parse Tree: 56.29% 

F1-Score on Lower Level Parse Tree: 62.04% 

F1-Score on Intent Classification: 57.17% 

Paper 7 [19] Accuracy 

Domain Intent Accuracy (%) Slots Accuracy (%) 

Restaurant 93.02 82.91 

Hotel 94.73 77.15 

Taxi 92.73 91.03 

Attraction 94.88 90.74 
 

Paper 8 [20] 
Accuracy, 
F1-Score 

Dataset Intent Accuracy (%) 
Slots F1-Score 

(%) 
Template Accuracy 

ATIS 99.18 97.93 90.05 

Trains 86.45 99.01 89.56 

Frames 80.91 91.67 83.56 

Snips 99.11 97.08 91.20 
 

Paper 9 [21] 
Accuracy, 
F1-Score, 

Semantic Error 

Dataset Intent Accuracy (%) 
Slots F1-Score 

(%) 
Semantic Error (%) 

ATIS 89.00 94.40 78.10 

Snips 98.00 92.90 85.00 
 

Paper 10 [22] 
Precision, 
F1-Score 

- Precision: 99.4% 

- F1-Score: 98.7% 

Paper 11 [23] 

Accuracy, 

SUS score, 
Understanding score, 

Navigation score, 

Intelligence score 

- Accuracy: 80.06% 

- SUS score: 85.42% 

- Understanding score: 83.59% 

- Navigation score: 79.93% 

- Intelligence score: 92.61% 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

23 | P a g e  

www.ijacsa.thesai.org 

Paper 12 [24] 
Accuracy, 

F1-Score 

- Intent Accuracy: 99.96% 

- Act F1-Score: 97.67% 

- Slot F1-Score: 95.06% 

- Frame Accuracy: 91.10% 

Paper 13 [25] 

Overall Exact, 

Accuracy, 
Exact 

Dataset 

Evaluation 
MTOD ASMixed 

Overall Exact (%) 91.27 84.81 

Slot Accuracy (%) 95.69 94.30 

Intent Accuracy (%) 99.20 97.30 

Exact (%) 

Reminder: 85.62 

Alarm: 92.37 
Weather: 93.29 

ATIS: 86.53 

Snips: 82.62 
 

Paper 14 [26] 
Accuracy, 

F1-Score 

Dataset Intent Accuracy (%) 
Slots F1-Score 

(%) 

Dialogue Act Accuracy 

(%) 

ATIS 98.54 98.89 99.10 

Frames 63.09 93.52 48.77 

Trains 81.21 94.07 78.89 
 

Paper 15 [27] 
Accuracy, 

F1-Score 

Intent Accuracy: 97.24% 

F1-Score: 98.01% 

Paper 16 [28] 
Accuracy, 

F1-Score 

Dataset Intent Accuracy (%) Slots F1-Score (%) 

ATIS 99.10 96.00 

Snips 99.10 97.10 
 

Paper 17 [29] 
Accuracy, 

F1-Score 

Intent Accuracy: 96.26% 

Slot F1-Score: 94.01% 

Paper 18 [30] 
Accuracy, 

F1-Score 

Dataset Intent Accuracy (%) Slots F1-Score (%) 

KoBERT 98.90 99.70 

KLUE-RoBERTa 98.98 99.45 

mBERT 98.38 99.52 
 

Paper 19 [31] 
Accuracy, 

F1-Score 

Dataset Intent Accuracy (%) Slots F1-Score (%) 

ATIS 98.83 97.06 

Snips 98.79 97.31 
 

Paper 20 [32] 
Accuracy, 

F1-Score 

Accuracy: 97.37% 

F1-Score: 86.67% 

Paper 21 [33] 

Precision, 

Recall, 
F1-Score 

Precision: 90.5% 

Recall: 92.40% 

F1-Score: 91.40% 

Paper 22 [34] F1-Score 

F1-Score for NER: 88.76% 

F1-Score for Semantic Tagging(SemTag): 88.96% 

F1-Score for both NER and SemTag: 88.78% 

Paper 23 [35] 
Accuracy, 
F1-Score 

Dataset Intent Accuracy (%) Slots F1-Score (%) Sentence Accuracy (%) 

ATIS 94.10 95.20 82.60 

Snips 96.80 88.30 74.60 
 

Paper 24 [36] 
Accuracy, 

F1-Score 

Dataset Intent Accuracy (%) Slots F1-Score (%) Sentence Accuracy (%) 

ATIS 97.09 95.80 86.90 

Snips 97.29 92.23 80.43 
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Paper 25 [37] 
Accuracy, 

F1-Score 

Dataset Intent Accuracy (%) Slots F1-Score (%) Sentence Accuracy (%) 

ATIS 98.40 96.70 92.30 

Snips 97.90 96.00 88.60 
 

TABLE VIII. LIST OF DATASET, DOMAIN AND LANGUAGE 

Reference Dataset Domain Language 

Paper 1 [1] ATIS Airline Vietnamese 

Paper 2 [8] ATIS, SNIPS Airline, General English 

Paper 3 [15] KVRET, FRAMES 
In-Car Assistant, Hotel and Travel-

Booking 
English 

Paper 4 [16] SNIPS General English 

Paper 5 [17] ATIS, SNIPS Airline, General English 

Paper 6 [18] 
Policy-aware Explainable Abuse Detection 

(PLEAD) 
Human Abuse English 

Paper 7 [19] Self-established ID-WOZ Restaurant, Hotel, Taxi, Attraction Indonesian 

Paper 8 [20] ATIS, TRAINS, SNIPS, and FRAMES 
Airline, Trains, General, In-Car 

Assistant, Hotel and Travel-Booking 
Hindi, Bengali 

Paper 9 [21] ATIS, SNIPS Airline, General English 

Paper 10 [22] 
Self-Collected Pilot-Controller Voice 

Communications (PCVC) 
Airline Chinese, English 

Paper 11 [23] PILs Model Repository Drugs / Medicine Italian 

Paper 12 [24] ATIS Airline English 

Paper 13 [25] MTOD, ASMixed (ATIS, SNIPS) 
Alarm, Reminder, Weather, Airline, 

General 
English 

Paper 14 [26] ATIS, TRAINS, FRAMES 
Airline, Trains, Hotel and Travel-
Booking 

English 

Paper 15 [27] 
ATIS, DSTC5 
(The Fifth Dialog State Tracking 

Challenge) 

Airline, State English 

Paper 16 [28] ATIS, SNIPS Airline, General English 

Paper 17 [29] ATIS Airline Tamil 

Paper 18 [30] In-Vehicle Domain Dialogue Data Vehicle Korean 

Paper 19 [31] ATIS, SNIPS, FRAMES, TRAINS 

Airline, 

General, Hotel and Travel-Booking, 
Trains 

English, Hindi, Bengali 

Paper 20 [32] 
Self-Collected Music and Non-Music Field 

of the Human-Machine Dialogue System 
Music English 

Paper 21 [33] ATIS, SNIPS, MIT Restaurant Airline, General, Restaurant English 

Paper 22 [34] ATIS, MIT Restaurant, MIT Movie Airline, Restaurant, Movie English 

Paper 23 [35] ATIS, SNIPS Airline, General English 

Paper 24 [36] ATIS, SNIPS Airline, General English 

Paper 25 [37] ATIS, SNIPS Airline, General English 
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In addition, each work’s dataset, domain, and language 
used for the implementation are also written in Table VIII 
whereby most of the works are developed in English. 
Therefore, few papers have developed this topic on low-
resource languages other than English, such as Bengali [20, 
31], Chinese [22], Hindi [20, 31], Indonesian [19], Italian [23], 
Korean [30], Tamil [29] and Vietnamese [1]. 

IV. CONCLUSION 

This paper summarizes the distribution of papers per year, 
domain application, and source of the published papers related 
to ID and IC with slot filling along with the proposed 
frameworks, techniques or algorithms used, the methodology 
that has been implemented research, as well as the 
methodology phases, in each paper. In addition, a systematic 
review has been conducted using the PRISMA approach, and 
its selection process of identification, screening, eligibility, and 
inclusion was reported in detail. A total of 25 works were 
selected from the 221 works that have been initially extracted, 
based on their relevance to the four main research questions we 
have developed. In addition, from the review, we discovered 
that the techniques and algorithms that are generally and 
widely used to implement ID and IC with slot filling are 
Bidirectional Long Short-Term Memory (BiLSTM), 
Bidirectional Encoder Representations from Transformers 
(BERT), and Conditional Random Forest (CRF). Not only that, 
for the evaluation methods, we have looked at various 
evaluation techniques for ID and IC with slot filling, and we 
have identified that the majority of the past works’ models 
have been evaluated by the accuracy and F1-score evaluation 
methods. Therefore, our review on this topic has led us to 
conclude that ID and IC with slot filling are still crucial and 
indeed still in need of evolution especially for the low-resource 
languages other than English such as Malay, Chinese, Tamil, 
or Vietnamese. Hence, the development of ID and IC with slot 
filling for low-resource languages requires further studies, 
implementation, and optimization, in order to provide timely 
future work opportunities for researchers who are interested in 
this integrative field. 

In the future, this research on intent and slot-filling 
recognition aims to make these systems more accurate, 
adaptable to different domains, and responsive in real-time 
interactions. The focus will be on combining various data 
sources, like text, speech, and images, to better understand user 
intents, making conversations more natural. Personalizing 
models for individual user preferences and ensuring ethical 
considerations, such as minimizing biases, will be crucial. 
Additionally, efforts will be directed toward making models 
interpretable and capable of handling multiple languages 
seamlessly. 
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Abstract—This research pioneers a ground-breaking system 

meticulously engineered to swiftly detect vehicular accidents and 

dispatch immediate alerts to both emergency services and pre-

assigned contacts. This symphony of cutting-edge technologies 

includes an accelerometer sensor attuned to detect acceleration in 

any vector, a dynamic Liquid-Crystal Display (LCD) display for 

rapid alert dissemination, an assertive buzzer for resonant 

alarms, a Global System for Mobile (GSM) module for the swift 

transmission of distress messages, and pinpoint location data 

provided by a Global Positioning System (GPS) module. A user-

friendly 'cancel' button acts as an escape hatch from potential 

false alarms. Orchestrated by the dexterity of an Arduino Uno 

microcontroller, this ensemble orchestrates a harmonious ballet 

of safety. This solution boasts cost-effectiveness, steadfastness, 

and unparalleled efficiency. Rigorous testing across diverse 

scenarios confirms its precision and robustness. By enhancing 

accident detection accuracy, expediting emergency responses, 

and facilitating rapid location dissemination, this innovation 

serves as a vital lifeline, empowering both passengers and rescue 

services upon accident initiation. With location data as its 

guiding star, emergency services gain a swift navigational edge, 

offering a beacon of hope in the battle against accident-related 

casualties. 

Keywords—Vehicle accident detection; microcontroller-based 

system; accelerometer sensor; Global Positioning System (GPS) 

localization; Global System for Mobile (GSM) communication; 

emergency response; safety innovation 

I. INTRODUCTION  

The innovative vehicle accident detection and alert system 
described in this article addresses a crucial gap in the existing 
safety mechanisms for vehicles. While traditional safety 
features like airbags and seatbelt tensioners have been valiant 
in their efforts, they often fall short in preventing accidents and 
lack the capability to swiftly relay critical information to 
emergency services and the victim's loved ones. 

The gap lies in the need for a comprehensive solution that 
not only detects accidents promptly but also initiates an 
immediate response. The current safety mechanisms, though 
effective to a certain extent, do not harness advanced 
technology to redefine accident prevention and response. 

To address the existing gap in vehicle safety, our research 
focuses on three pivotal questions. Firstly, we explore the 

integration of advanced technology to surpass traditional safety 
measures and enhance overall vehicle safety. Secondly, we 
delve into the identification of key components and features 
essential for a comprehensive vehicle accident detection and 
alert system. Lastly, we examine methods to ensure the 
system's capability to provide immediate and accurate alerts to 
both passengers and emergency services in the event of an 
accident. 

Aligned with these questions, our research objectives are 
multifaceted. Our primary objective is the design of a cutting-
edge vehicle accident detection and alert system. This system 
will incorporate a range of technologies, including a 
microcontroller, accelerometer sensor, LCD display, buzzer, 
GSM module, GPS technology, and a cancel button. 
Subsequently, our research aims to implement and rigorously 
test this system across various scenarios, ensuring its accuracy, 
timeliness, and reliability. In addition, we aspire to provide a 
cost-effective solution applicable to all types of vehicles, 
making advanced safety technology more accessible. Finally, 
our overarching goal is to enable immediate alerts for 
passengers and emergency services, facilitating a rapid 
response that holds the potential to save lives. These research 
objectives collectively contribute to advancing the field of 
vehicle safety and addressing critical gaps in current safety 
mechanisms. 

The significance of this research lies in its ability to fill the 
existing gap in vehicle safety measures. By introducing a 
comprehensive and efficient solution, we aim to redefine 
accident prevention and response, ensuring a safer and more 
secure transportation environment. The research contributes to 
the advancement of technology in vehicle safety, with potential 
implications for reducing accident-related fatalities and 
injuries. This innovative system has been designed with a focus 
on cost-effectiveness and reliability, making it widely 
applicable and impactful in enhancing overall road safety. 

The remainder of this paper is organized as follows: 
Section II delves into a discussion of related works, presenting 
an overview of existing research in the field. Section III 
described the system implementation and testing. Section IV 
describes the results and analysis meanwhile the conclusion is 
described in Section V. Lastly; future works is mentioned in 
Section VI. 
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II. RELATED WORK 

In the pursuit of safer roads and more efficient accident 
prevention, previous research has primarily focused on 
conventional safety measures such as airbag deployment and 
seatbelt tensioners. While these measures have made 
significant strides in enhancing vehicle safety, they face 
limitations in effectively detecting and preventing accidents, 
especially in real-time scenarios. This literature review 
explores the evolution of accident detection and response 
systems, leading to the proposed innovative method that 
leverages advanced technology to address the critical challenge 
of accurate and timely accident detection. 

Historically, vehicle safety measures centered around 
passive systems like airbags. However, these traditional 
approaches, while valuable in mitigating accident 
consequences, fall short in their ability to proactively prevent 
accidents or provide swift alerts to relevant parties in the event 
of an incident. Anand Gunadal's pioneering research harnessed 
MEMS accelerometers and GPS tracking to monitor vehicle 
behavior, particularly during accidents. These accelerometers, 
both analog and digital, detected changes in velocity and 
acceleration. The analog-to-digital conversion process allowed 
for precise analysis of these changes. Gunadal's work laid the 
groundwork for advanced accident detection systems, focusing 
on crucial alterations in vehicle motion for improved safety [1] 
[2]. 

The pursuit of smarter road safety gave rise to early 
innovations, such as the use of MEMS accelerometers and GPS 
tracking to monitor vehicle behavior and detect accidents. 
These systems demonstrated the potential to enhance accident 
detection by assessing acceleration forces and vehicle 
movements. Giriraj Gurjar's research introduced a discreet 
accident monitoring system that concealed equipment within 
vehicles. This system utilized GSM communication to transmit 
comprehensive accident reports, including temperature, smoke 
conditions, vehicle speed, and accident time [3]. It featured a 
MEMS accelerometer for continuous vehicle motion detection. 
During an accident, the MEMS accelerometer sensed the 
vehicle's movement and relayed this information to a 
microcontroller. GPS technology was employed to pinpoint the 
accident location, with graphical representation displayed on 
an LCD screen. Gurjar's work enhanced accident detection and 
reporting capabilities [4]. 

Purushotham and Kumar's research introduced a novel 
approach by utilizing GPS technology to track vehicles. Their 
system compared GPS data with pre-defined checkpoints and 
mapped the location on platforms like Google Earth [5]. This 
innovative approach streamlined the task of locating accident 
sites for rescue teams. Additionally, their system incorporated 
an ultrasonic wave sensor, which measured echo return time, 
providing valuable insights for accident detection. By 
combining GPS tracking, innovative sensing mechanisms, and 
location mapping, their project offered a comprehensive 
solution that enhanced both accident detection and efficient 
rescue operations [6]. 

Kassem and Jabr's research in [7] explored the diverse 
benefits of automotive black box systems. These systems, they 
noted, hold the potential to enhance vehicle design, aid 

accident victims' treatment, assist insurance providers in 
collision investigations, and influence traffic conditions to 
reduce fatalities. Their study emphasized the importance of 
effectively collecting vehicle data, achieved through a 
combination of basic components and sensors. Data was 
presented in real-time graphics and saved in an Excel file for 
further analysis. The hardware comprised sensors and a black 
box within the vehicle, recording data, including speed. 
Additionally, their research underscored the significance of 
analyzing vehicle lights, such as brake lights and flashers, to 
gain insights into accident investigations. Their adaptable 
Black Box system, applicable to various vehicles, initiated data 
recording upon engine startup, providing comprehensive 
insights [8]. Buyers received detailed reports containing all 
relevant data. Kassem and Jabr's work illustrated the potential 
of automotive black box systems in enhancing vehicle safety, 
accident investigations, and traffic management [9]. 

Watthanawisuth, et al.‘s study aimed to develop a wireless 
black box system tailored for monitoring motorcycle accidents. 
It featured a MEMS accelerometer and GPS tracking, enabling 
accident type detection, post-crash posture assessment, and 
GPS ground speed determination using accelerometer signals 
and a threshold technique. In case of an accident, the system 
promptly triggered an alarm, sending concise alert data via the 
GSM network and a text message to a designated contact with 
GPS location information. Real-time monitoring distinguished 
between falls and accidents based on motorcycle speed and a 
limit algorithm. The device also logged track and acceleration 
data one minute before and after an accident, facilitating 
comprehensive accident analysis [10] [11] [12]. 

Ritwik Chinmaya Pandia's study focuses on a project 
designed to capture vital information such as vehicle speed and 
position during accidents. The system employs a GSM modem 
to trigger an accident alarm and send the vehicle's current 
location to a pre-programmed cell phone upon detecting a 
crash. It utilizes efficient voltage transformation with 
transformers, rectifiers, and a microcontroller (ATmega16) for 
communication and control. A piezo sensor is employed as a 
key sensory element, and the programming is accomplished 
using AVR Studio and AVR Dude [13]. This study 
significantly enhances accident data capture and reporting, 
blending hardware components and microcontroller technology 
for improved accident information retrieval [14] [15]. 

Prabha et al. [16] have made a big contribution to 
enhancing travel safety, utilizing GSM and GPS technology for 
real-time accident detection and notification. This project 
places a strong emphasis on travel security by developing an 
automatic vehicle accident detection and notification system. It 
enables immediate SMS alerts in the event of an accident and 
maintains accurate vehicle positioning through GPS 
technology [17]. 

The research by Krishna Kanth et al. [18] Singh focuses on 
the prompt detection of accidents in any location, enabling 
swift ambulance response through GPS and GSM networks. 
Their innovative automotive accident detection module 
integrates GPS, GSM, and MEMS technology. A standout 
feature of this project is the capability to send notifications to 
accident locations when authorized individuals place a missed 
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call to the GSM module at that site. This approach streamlines 
vehicle identification in accident scenarios, utilizing robust 
tracking technology. Overall, this study emphasizes the vital 
role of GPS, GSM, and MEMS in enhancing accident detection 
and vehicle tracking for improved road safety and emergency 
services [19]. 

Anita Kumari et al. [20] focused on a car tracking system 
that utilizes a GSM module to capture GPS data and send it to 
a designated mobile or laptop. It highlights the significance of 
Vehicle Tracking Systems, which use GPS to locate and 
monitor vehicles, relaying position data to a central monitoring 
center. The research emphasizes the increasing popularity of 
vehicle monitoring systems and describes the process of 
converting GPS data to RS232 format for transmission to the 
GSM module via a microcontroller and MAX232. It also 
mentions the system's potential in mitigating accidents, 
including collisions and in-vehicle fires [21] [22]. 

The study conducted by Anil Kumar et al. [23] aims to 
enhance vehicle security and raise driver awareness through 
IoT technology. It continuously analyzes vehicle performance 
and driver behavior using various sensors, including a breath 
analyzer, accelerometers, and distance sensors between other 
vehicles. In addition, it features a push and panic button for 
data input into the vehicle's black box. The system monitors 
alcohol intake levels and alerts emergency contacts when the 
limit is exceeded. In the event of an accident, the system uses 
GSM and GPS to monitor the vehicle's location and 
communicates this information to hospitals and the police. The 
IoT-based controller is designed to be power-efficient, 
enabling real-time applications. The project employs a range of 
sensors, including breath analyzers, accelerometers, and 
ultrasonic sensors, to ensure driver and merchant safety. It also 
detects alcohol gas concentrations between 0.05 mg/L to 10 
mg/L. When an accident occurs, the GPS module activates and 
transmits the location via GSM to local authorities [24]. 

The project conducted by Ranjitha et al. [25] focuses on 
using a GPS module to precisely locate road accidents and 
promptly send this position to a pre-programmed phone 
number via GSM SMS. The project utilizes an Arduino board, 
offering easy access to input/output and analog ports, as well as 
the capability for programmed burning and uploading. The 
GPS module continuously updates the Arduino with the 
vehicle's longitude and latitude coordinates. This data is then 
transmitted through the GSM module, which can send the 
precise latitude and longitude as an SMS to a pre-programmed 
phone number. Additionally, the system incorporates a limit 
switch, which, when subjected to a particular amount of 
pressure, prompts the Arduino to retrieve the GPS module's 
latitude and longitude and transmit this information to the 
GSM module. The system also includes an alcohol detector 
that alerts the Arduino when alcohol is detected, prompting it 
to send a message to the GSM module, which in turn transmits 
the message to the designated recipient [26]. 

In conclusion, the reviewed literature and studies present 
commendable advancements in accident detection and 
response systems. However, a critical analysis reveals potential 
gaps in scalability, accuracy, privacy, data security, system 
robustness, response time, AI integration, and pedestrian 

safety. Further exploration and innovation in these areas could 
significantly contribute to the development of more 
comprehensive and effective solutions for road safety and 
emergency services. Addressing these identified gaps will be 
crucial for advancing the field and ensuring the broader 
applicability and reliability of accident prevention and response 
technologies. 

Table I shows a comprehensive comparison between 
existing works in the field, focusing on the evaluation of fall 
detection systems across different tasks. In the presented years, 
the tasks include linear and non-linear falls, normal rides, 
traversing bumpy surfaces, and sudden braking situations. The 
test times for each task are specified, and the outcomes are 
categorized into instances where an alarm was triggered and 
where it was not. The current work in 2023 demonstrates a fall 
detection system with a test time of 50 units for each task, 
consistently triggering alarms for falls and maintaining 
accuracy for other activities. A comparative analysis with 
previous works from 2012 to 2018 reveals varying 
performances, with differences in alarm accuracy for non-
linear falls and sudden braking scenarios. This comprehensive 
overview aids in understanding the evolution and effectiveness 
of fall detection systems over time, providing valuable insights 
for further advancements in this critical domain. 

TABLE I.  COMPARISON BETWEEN EXISTING WORK 

Year Task 
Test 

Time 
Alarm 

Not 

Alarm 
Reference 

2023 

Linear fall 50 50 0 

This work 

Non-Linear fall 50 50 0 

Normal Ride 50 0 50 

Bumpy surface 50 0 50 

Brake Suddenly 50 0 50 

2012 

Linear fall 100 100 0 

[3] 

Non-Linear fall 100 99 1 

Normal Ride 50 0 50 

Bumpy surface 50 0 50 

Brake Suddenly 50 2 48 

2012 

Linear fall 100 100 0 

[5] 

Non-Linear fall 100 99 1 

Normal Ride 50 0 50 

Bumpy surface 50 0 50 

Brake Suddenly 50 2 48 

2014 

Linear fall 100 100 0 

[7] 

Non-Linear fall 100 99 1 

Normal Ride 50 0 50 

Bumpy surface 50 0 50 

Brake Suddenly 50 1 49 

2016 

Linear fall 100 100 0 

[9] 

Non-Linear fall 100 100 0 

Normal Ride 50 0 50 

Bumpy surface 50 0 50 

Brake Suddenly 50 0 50 

2018 

Linear fall 100 100 0 

[11] 

Non-Linear fall 100 100 0 

Normal Ride 50 0 50 

Bumpy surface 50 0 50 

Brake Suddenly 50 0 50 

III. THE SYSTEM IMPLEMENTATION AND TESTING 

The Vehicle Accident Detection and Alert System 
(VADAS) represent a critical innovation in road safety. With 
the increasing number of vehicles on the roads, ensuring the 
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safety of drivers and passengers has become a paramount 
concern. Traditional safety measures have been effective to 
some extent, but there exists a pressing need for more proactive 
and responsive systems that can promptly detect accidents and 
summon assistance. This section provides an overview of the 
VADAS, which utilizes a combination of cutting-edge 
technology components to enhance accident detection and 
emergency response. 

These integral elements include the Arduino Uno 
Microcontroller, which serves as the central control unit, 
orchestrating module, and sensor interactions. The 
accelerometer sensor detects abrupt impacts or changes in 
acceleration, providing critical data to ascertain accident 
occurrences. An LCD display conveys crucial accident details 
such as location and time, promptly informing passengers and 
drivers. An audible alert system in the form of a buzzer plays a 
pivotal role in notifying vehicle occupants in the event of an 
accident. The integration of a GSM module enables seamless 
communication with emergency services and predefined 
contacts, facilitating message transmission and call requests for 
assistance. Precise location information is provided by the GPS 
module, expediting emergency responders' arrival at the 
accident scene. To minimize false alarms, the system 
incorporates a cancel button, allowing users to deactivate 
emergency calls and messages when necessary. 

The operational framework of the VADAS is illustrated in 
Fig. 1. The system is centered around the Arduino Uno 
microcontroller, which coordinates the activities of the various 
components. The accelerometer sensor continuously monitors 
vehicle acceleration and based on this data, alerts the 
microcontroller to potential accidents. Upon accident detection, 
the microcontroller activates the alarm, sends emergency 
messages, and calls, and displays alerts on the LCD screen. 
Importantly, users have the option to cancel these alerts via the 
cancel button. 

Fig. 2 presents the operational flow of the VADAS. It 
begins with the microcontroller's vigilant monitoring of the 
accelerometer sensor for sudden acceleration changes that may 
signify an accident. If such an event is detected, the 
microcontroller activates the alarm, alerting vehicle occupants. 
Simultaneously, it triggers the LCD display to convey the 
accident notification. 

Subsequently, the microcontroller communicates with the 
GSM module, which sends emergency messages, including the 
accident's location, to predefined contacts. Notably, users could 
cancel these messages by utilizing the cancel button. If not 
cancelled, the system proceeds to notify emergency services, 
ensuring swift assistance. Following an accident, the 
microcontroller continues to monitor for any subsequent 
incidents. The VADAS represents a significant advancement in 
road safety technology, providing a proactive approach to 
accident detection and emergency response. In the subsequent 
sections, we will delve into the technical intricacies of this 
system and present the outcomes of its testing and validation. 

 
Fig. 1. Block diagram for vehicle accidental tracking system using micro-

controller. 

 
Fig. 2. Flowchart for vehicle accidental tracking system using micro-

controller. 

A. Hardware Implementation 

The hardware implementation of the vehicle accident 
detection system comprises several key components: 
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1) Arduino Uno: At the heart of the system, the Arduino 

Uno takes center stage, featuring the ATmega328P 

microcontroller. With its array of digital and analog pins, this 

powerhouse proves its versatility across a spectrum of 

applications [27]. From LEDs to motors, sensors, and beyond, 

the Arduino Uno establishes seamless connections, all 

orchestrated through the user-friendly Arduino IDE. Its innate 

compatibility with shields amplifies its prowess, transforming 

it into the ideal candidate for ventures in robotics, home 

automation, and data logging projects. The Arduino Uno isn't 

just a board; it's a canvas for creativity — an open-source 

hardware masterpiece that beckons customization and 

replication with open arms [28]. 

2) ADXL 335 Accelerometer Sensor: Enter the realm of 

motion sensing with Analog Devices' 3-axis accelerometer, a 

silent guardian detecting shifts in acceleration, a pivotal role in 

the realm of accident detection. Thriving on low power (3V to 

5V), it unveils a measurement prowess with a range of +/- 3g. 

The ADXL335 doesn't just measure; it brings stability to the 

temperature dance and hushes into a realm of low noise, 

making it the unsung hero for delicate applications like airbag 

deployment systems and the vigilant guardian for vibration 

monitoring adventures [29] [30]. 

3) GSM Module (SIM900A): Step into the world of 

connectivity with the SIM900A GSM/GPRS module from 

SIMCOM, a communication maestro that bridges the gap with 

emergency services and predetermined contacts. Boasting a 

built-in TCP/IP stack for seamless internet connectivity, it not 

only supports the quintessential SMS and call functionalities 

but also harmoniously integrates audio capabilities into its 

repertoire [31]. This wizardry, navigated through the realm of 

AT commands, finds its place not only in remote-control 

systems but also dances into the domains of data loggers and 

the enchanting world of home automation [32]. 

4) GPS Module (NEO-6M): The NEO-6M GPS module 

from Ublox provides accurate location, velocity, and time 

information. It can track up to 22 satellites simultaneously and 

supports multiple navigation modes, including GPS, 

GLONASS, and Galileo. With its small form factor and low 

power consumption, it's used in navigation systems, drones, 

and robotics. 

5) LCD I2C: The LCD I2C is a cost-effective liquid 

crystal display that uses the I2C communication protocol. It 

simplifies displaying text and graphics, handling most display 

functionalities. It comes in various sizes (e.g., 16x2 or 20x4) 

and is widely used in data logging and temperature monitoring 

applications. 

In the implementation of the vehicle accident 

detection system, the Arduino Uno serves as the central hub, 

orchestrating the interactions between the various 

components. The ADXL335 accelerometer is strategically 

positioned within the vehicle to continuously monitor 

acceleration changes. When a significant deviation is detected, 

suggesting a potential accident, the Arduino Uno triggers the 

SIM900A GSM module to initiate communication with 

emergency services and preconfigured contacts, alerting them 

to the situation. Simultaneously, the NEO-6M GPS module is 

activated to provide accurate location data, aiding in the quick 

dispatch of assistance [33]. The LCD I2C display acts as the 

user interface, conveying relevant information about the 

accident and the system's status. The modularity of the 

Arduino Uno allows for seamless integration and 

communication between these components, creating a 

cohesive and efficient accident detection and alert system for 

vehicles [34]. 

B. Software Implementation 

The software implementation of the vehicle accident 
detection system encompasses various essential components 
and tools: 

1) Arduino IDE: Step into the dynamic realm of creativity 

with the Arduino IDE (Integrated Development Environment), 

a software maestro empowering user to craft, upload, and 

debug code for the Arduino platform. Tailored to streamline 

the art of programming and device control, from 

microcontrollers to sensors and actuators, it spreads its wings 

across Windows, macOS, and Linux, offering a universal 

embrace. Rooted in Java and nurtured in the fertile grounds of 

the Processing development environment, the Arduino IDE 

unfolds its magic through a user-friendly interface adorned 

with a code editor, serial monitor, and library manager. 

Speaking the languages of C/C++ and Python, it extends its 

charm with an extensive library collection, turning every 

project into a masterpiece [35]. Embraced by hobbyists, 

educators, and professionals alike, it dances through the 

realms of robotics, home automation, and the vast expanse of 

IoT devices. A tool that evolves with the times, adorned with 

regular updates and a continual infusion of features, it remains 

a beacon for the creative spirits of our world [36]. 

2) Proteus: Developed by Labcenter Electronics, Proteus 

is a comprehensive software package tailored for computer-

aided design of electronic circuits. This UK-based software 

combines schematic capture, simulation, and PCB layout 

tools, facilitating the design, testing, and layout of electronic 

circuits before physical construction. Proteus boasts an 

extensive library of simulation models, covering 

microcontrollers, microprocessors, sensors, actuators, and 

communication modules, enabling users to assess circuit 

behaviour and identify errors through simulation. The 

software also incorporates a PCB layout editor with features 

like auto-routing, 3D visualization, and support for surface 

mount and through-hole components, streamlining circuit 

board design, error checking, and manufacturing file 

generation. Proteus is widely embraced in both industry and 

education, catering to various microcontroller families like 

AVR, PIC, 8051, ARM, and supporting multiple 

communication protocols like I2C, SPI, UART, USB, and 

Ethernet. It is available in student and professional versions 

and operates within the Windows operating system. 
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3) SolidWorks: Crafted by the ingenious minds at Dassault 

Systems, SolidWorks emerges as a luminary in the realm of 

3D mechanical CAD (Computer-Aided Design) software, 

weaving its expertise in solid modeling to breathe life into 

precise 3D models of parts and assemblies. A virtuoso in 

simulating their intricate dance of behavior and properties, 

SolidWorks steps into the limelight across an eclectic array of 

industries—from mechanical engineering and aerospace to the 

pulsating realms of automotive and consumer goods. Here, 

within the digital tapestry it weaves, users find the tools to 

sculpt 3D masterpieces of parts, intricate assemblies, and 

complex structures. This digital maestro, adorned with a rich 

palette of features, not only births vibrant 3D wonders but also 

unleashes tools for crafting intricate 2D drawings, 

orchestrating simulations of motion and stress, and 

orchestrating the symphony of data management. At its core 

lies the magic of parametric modeling, offering the fluidity of 

dynamic design changes and the allure of real-time updates. 

Detailed drawings, pulsating with dimensioning and 

tolerancing, are born effortlessly, accompanied by simulations 

donned in the garb of finite element analysis and motion 

simulations. SolidWorks, the polymath, extends its embrace to 

robust data management tools—from the meticulous bill of 

materials to the guardianship of revision control and the spirit 

of data sharing. In the hands of engineers, designers, and 

manufacturers, SolidWorks becomes not just a tool but a 

companion, navigating the intricate landscapes of creation and 

simulation. An educator at heart, it imparts wisdom to 

students, arming them with the prowess to sculpt precise 

designs and orchestrate simulations of grandeur [37]. In its 

digital wardrobe, SolidWorks adorns itself in multiple 

versions—Standard, Professional, and Premium—each 

tailored with its own tapestry of features and functionalities, a 

harmonious symphony compatible with the Windows 

operating system [38]. 

In the implementation phase, the vehicle accident detection 
system benefits from the synergy of these software tools. The 
Arduino IDE is utilized to write and upload the code that 
governs the behaviour of the Arduino Uno, the central control 
unit of the system. This includes the integration of code for 
processing data from the ADXL335 accelerometer, 
communication with the SIM900A GSM module, and handling 
data from the NEO-6M GPS module. Proteus comes into play 
by allowing simulation of the electronic circuitry, ensuring that 
the components interact seamlessly and function as intended. 
This pre-implementation testing minimizes errors and 
optimizes the performance of the system. SolidWorks is 
employed to create accurate 3D models of the physical 
components, aiding in the design and assembly of the 
hardware. The software's simulation features assist in 
predicting potential stress points or motion-related issues. The 
collective use of these software tools ensures a well-
coordinated implementation of the vehicle accident detection 
system, minimizing errors, optimizing performance, and 
streamlining the development process [39]. 

IV. RESULT AND DISCUSSION 

A. Hardware Development 

Fig. 3 illustrates the system's circuit, offering a visual 
representation of its hardware components and connections. 
The hardware development stage is a pivotal component of the 
vehicle accident detection and alert system's creation. 

 
Fig. 3. The hardware connection. 

The first crucial step in hardware development involves the 
careful selection of a microcontroller. The Arduino Uno stands 
out as the ideal choice due to its renowned ease of use, 
extensive community support, and rich library ecosystem. This 
microcontroller serves as the central processing unit for the 
accident detection and alert system. 

To accurately detect accidents, a three-axis accelerometer 
sensor is integrated into the system. This sensor, capable of 
measuring acceleration in any direction, seamlessly connects to 
the Arduino Uno via analog input pins. Its precise 
measurements form the foundation for identifying potential 
accidents. 

For displaying alerts and critical information, a standard 
16x2 character LCD display is chosen. This display interfaces 
with the microcontroller through digital pins, providing a user-
friendly interface to convey important messages related to 
detected accidents. 

An appropriately loud buzzer is incorporated into the 
system to deliver audible alerts in the event of an accident. The 
buzzer connects to one of the Arduino Uno's digital pins, 
ensuring an immediate and attention-grabbing notification. 

Facilitating emergency messages and calls is made possible 
through the integration of a GSM module. Chosen for 
compatibility with the Arduino Uno and its support for 
emergency communication, the GSM module interfaces with 
the microcontroller via serial communication pins. 

Accurate location information is achieved through the 
inclusion of a GPS module. This module, selected based on its 
compatibility with the Arduino Uno, communicates with the 
microcontroller through serial communication pins, providing 
precise location data during emergencies. 
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A simple push button serves as the emergency cancel 
mechanism, allowing users to deactivate emergency alerts 
when necessary. This button connects to one of the 
microcontroller's input pins, providing a straightforward means 
to stop alerts and enhance user control. 

Ensuring correct wiring of all components is vital to 
prevent damage. The system is powered by the vehicle's 
battery, with a voltage regulator employed to maintain a stable 
power supply. This meticulous approach to wiring and power 
management ensures the reliability and longevity of the 
hardware components. 

By systematically following these hardware development 
steps, the vehicle accident detection and alert system's 
components are assembled cohesively. The resulting system is 
not only capable of accurately detecting accidents but also 
excels in promptly initiating emergency messages and calls, 
providing precise location information, and offering users a 
convenient means to deactivate emergency alerts when needed. 
This comprehensive approach enhances the overall usability 
and reliability of the system in real-world scenarios. 

Fig. 4 illustrates the schematic diagram created using 
Proteus, providing a visual representation of the project's 
electronic components and their interconnections. This diagram 
serves as a valuable reference for understanding the system's 
design and layout. 

 
Fig. 4. Schematic diagram using proteus. 

B. Prototype Design 

The prototype design for the vehicle accident detection and 
alert system is a critical aspect. It involves careful placement 
and integration of various components, ensuring they are 
accessible, functional, and user-friendly. The following 
describes the design from different views: 

Front View: The front view of the prototype prominently 
features the LCD screen, which serves as the primary interface 
for displaying alarms and information. The LCD display is 
strategically positioned within the vehicle to ensure easy 
visibility by the driver. Adjacent to the display, the cancel 
button is thoughtfully placed, making it easily reachable for the 
driver to deactivate emergency alerts if needed. 

Side View: The side view showcases the placement of the 
microcontroller, an Arduino Uno, which serves as the central 
control unit. The microcontroller is positioned in a convenient 
location within the vehicle, ensuring accessibility for 
programming and debugging purposes. Additionally, the side 
view reveals the placement of the accelerometer sensor, which 
can be mounted on either the dashboard or the vehicle's floor, 
enabling accurate accident detection. 

Top View: The top view of the prototype highlights the 
location of the buzzer, responsible for sounding alarms in case 
of accidents. The buzzer is positioned strategically to ensure 
that its sound is easily audible to the driver, enhancing the 
system's effectiveness. Furthermore, the top view reveals the 
placement of both the GSM module and the GPS module. 
These modules are situated for easy access within the vehicle, 
facilitating the rapid sending of emergency messages and calls, 
along with accurate location data. 

Isometric View: The isometric view offers a 
comprehensive outlook on the overall layout of the system, 
encompassing all key components such as the microcontroller, 
accelerometer sensor, LCD display, buzzer, GSM module, 
GPS module, and the cancel button. The design prioritizes 
compactness and simplicity to ensure straightforward 
installation within a vehicle. Consideration is given to the 
power supply and the establishment of connections between 
components to maintain system functionality. 

By adhering to this prototype design, the vehicle accident 
detection and alert system can effectively detect accidents, 
promptly initiate emergency messages and calls, and provide 
precise location information. The incorporation of the cancel 
button offers users a convenient means to deactivate 
emergency alerts in the event of a false alarm, optimizing 
usability and accessibility. The design ensures that all 
components are thoughtfully positioned, easy to access, and 
user-friendly. 

Table II shows the prototype design using SolidWorks 
encompasses a comprehensive visualization presented through 
various views, including front, side, top, and isometric 
perspectives. SolidWorks, a powerful computer-aided design 
(CAD) software, allows for the creation of detailed and 
accurate three-dimensional models. The front view provides a 
frontal representation, the side view offers a profile 
perspective, the top view illustrates the design from above, and 
the isometric view presents a three-dimensional, angled 
depiction. These views collectively provide a holistic 
understanding of the prototype's geometry, dimensions, and 
features, aiding in the evaluation and refinement of the design 
before actual production. 

C. The Proposed Work's Integration 

Vehicle accident detection systems are vital for rapid 
response to accidents, minimizing injuries and property 
damage. This project integrates various components into a 
cohesive system designed to detect accidents and alert 
emergency services, with provisions for user control. The 
integration process involves several key steps: 
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TABLE II.  PROTOTYPE DESIGN USING SOLIDWORKS 

View Image 

Front View 

 

Side View 

 

Top View 

 

Isometric View 

 

1) Hardware connections: The initial step is to establish 

hardware connections, linking essential components to the 

Arduino Microcontroller using jumper wires. These 

components include the accelerometer sensor, LCD display, 

buzzer, GSM module, and GPS module, each serving a 

specific function in the system. A button is also integrated, 

connected to a digital input pin on the microcontroller, 

enabling user interaction. 

2) Accelerometer sensor: The accelerometer sensor 

continuously provides data to the Arduino Uno, monitoring 

changes in acceleration. The Arduino program continuously 

reads and stores accelerometer data, allowing the 

microcontroller to detect abrupt acceleration changes that 

could indicate an accident. 

3) Accident detection algorithm: An accident detection 

algorithm is implemented, involving the setting of a threshold 

value for accelerometer data. If the data surpasses this 

threshold, it triggers an "accident" event, signifying a sudden 

acceleration change. The threshold value's adaptability allows 

customization for different vehicle types and accident 

detection requirements, minimizing false alarms. 

In Fig. 5(a), the display indicates the phrase "Crash 
Detected." This message is a critical notification to the driver 
and passengers that the system has detected an accident or a 
significant impact event. Displaying "Crash Detected" serves 
as an immediate alert, prompting occupants to take necessary 
actions and ensuring they are aware of the situation. 

In Fig. 5(b), the display provides information related to the 
magnitude of the impact. This information helps convey the 
severity of the accident or impact event. Displaying the 
magnitude of impact can aid emergency responders in 
assessing the situation and providing appropriate assistance. It 
can also provide valuable data for post-accident analysis and 
insurance claims. 

   
(a)                                                    (b) 

Fig. 5. Display information (a) Crash detected and (b) Magnitude of impact. 

These display messages play a crucial role in keeping the 
vehicle occupants informed about the detected accident and its 
severity. This real-time feedback contributes to improved 
situational awareness and facilitates appropriate responses to 
ensure safety and well-being. 

4) Emergency response: Upon detecting an accident event, 

the Arduino responds by activating the buzzer and initiating 

SMS messaging via the GSM module. A pre-determined 

emergency contact receives an SMS containing the vehicle's 

GPS location and an accident notification. The GPS module 

determines the vehicle's precise location, facilitating 

emergency service response to aid potential accident victims. 

In Fig. 6(a), the system is initiating an emergency call using 
the GSM module. This step is crucial for alerting emergency 
services about the accident or impact event promptly. The 
emergency call ensures that help is on the way to the location 
of the incident. 
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Fig. 6(b) displays an alert message along with location 
information. The alert message informs the recipient (likely an 
emergency contact or service) that an accident has occurred. 
Location information, likely obtained from the GPS module, is 
included. This information is vital for accurately pinpointing 
the vehicle's whereabouts. Providing location information helps 
emergency services quickly locate the vehicle, reducing 
response times and potentially saving lives. 

Fig. 6(c) shows the location information obtained by the 
GPS module. GPS technology provides precise geographic 
coordinates, allowing emergency services to pinpoint the exact 
location of the vehicle involved in the accident. Accurate 
location data is essential for efficient and effective emergency 
response. These figures illustrate the critical steps of alerting 
emergency services, conveying accident information, and 
providing precise location details. Together, these actions are 
instrumental in ensuring a rapid and effective response to 
accidents, ultimately enhancing the safety of vehicle occupants. 

5) LCD Display: The LCD display serves to relay system 

status messages and information. It communicates events such 

as "Accident detected" and "Emergency message sent," 

providing transparency regarding system actions to vehicle 

occupants. 

Fig. 7 shows the LCD display and it is like a small screen 
in your vehicle that tells you what's happening. It shows 
messages such as "Accident detected" or "Emergency message 
sent," so you know what the system is doing. This way, you 
can stay informed about important events while you're in the 
car. The display makes it easy for you to understand what's 
going on and helps you feel more confident and safe. 

6) Cancel call and message: A dedicated button allows 

users to cancel initiated calls and messages in instances of 

false alarms or resolved emergencies. This feature minimizes 

unnecessary notifications and reduces false alarms. 

Fig. 8 demonstrates the importance of user-friendly features 
like a dedicated push button for canceling alerts. It provides 
users with a straightforward way to manage the system and 
prevent unnecessary emergency calls and messages, 
contributing to the system's reliability and user satisfaction. 

7) System loop: The Arduino program operates in a 

continuous loop, perpetually monitoring for accident events. 

The system continually assesses accelerometer data for 

changes in acceleration. In the event of an accident detection 

or button press, the system responds accordingly. 

   
(a)     (b)    (c) 

Fig. 6. Emergency call and location information (a) Emergency call using gsm module, (b) Alert message and location information and (c) Location obtained by 

GPS module. 
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Fig. 7. LCD display. 

   
                (a)                                               (b) 

Fig. 8. (a) Alert cancellation and (b) Push button. 

D. Analysis of Limitations of the GPS Module and Magnitude 

of Impact 

1) Limitations of the GPS module: The GPS module plays 

a crucial role in providing accurate location information for 

the vehicle accident detection and alert system. However, it is 

essential to understand and analyze its limitations, which can 

impact the system's performance. The following limitations of 

the GPS module have been identified: 

Table III shows the performance of GPS modules is 
influenced by the surrounding environment, leading to distinct 
limitations in various settings. In open areas such as fields, the 
GPS module excels with clear sightlines, facilitating strong 
signal reception from satellites. When mounted on moving 
vehicles, the constant motion aids the antenna in searching for 
optimal signals, enhancing location accuracy. However, 
challenges arise in indoor environments where thick walls and 
building materials can weaken or block GPS signals, making it 
difficult to obtain reliable location data inside structures. 
Similarly, natural obstacles like trees and hills in outdoor 
settings, as well as the presence of tall buildings in urban 
canyons, can lead to weakened or blocked signals, rendering 
the GPS module less effective or even nonfunctional in these 
specific environmental conditions. These limitations highlight 
the need for alternative positioning technologies in scenarios 
where GPS signals are compromised. 

TABLE III.  LIMITATIONS OF THE GPS MODULE 

Location Limitation Signal Reason 

Open Area Signals Reached 

An open area with minimal 

obstructions, such as trees or 
buildings, allows the GPS 

module to receive strong 

signals from GPS satellites. 
The clear line of sight enhances 

signal reception. 

Moving Vehicle Signals Reached 

Mounting a GPS module on a 
moving vehicle can improve 

reception. The constant 

movement of the vehicle helps 
the antenna continuously search 

for better signals. 

Indoor 

Environment 

Signals 

Weaken/Blocked 

GPS signals can be blocked or 

weakened by thick walls, roofs, 
and building materials, making 

it challenging to obtain a 

reliable signal inside buildings. 

Natural 
Environment 

Signals 
Weaken/Blocked 

Natural features like trees, hills, 

and other obstacles can block 

or weaken GPS signals, 
rendering them unreliable or 

unavailable in specific outdoor 

environments. 

Urban Canyons 
Signals 
Weaken/Blocked 

Tall buildings and skyscrapers 
in urban areas can block or 

weaken GPS signals, leading to 
unreliable or unavailable 

signals in densely populated 

urban environments. 

2) Analysis of magnitude of impact: Table IV show the 

magnitude of impact is a critical measurement provided by the 

accelerometer sensor. It quantifies the force experienced by 

the system in the event of an accident. In a 3-axis 

accelerometer, which measures acceleration along the x, y, 

and z axis, calculating the magnitude of acceleration is 

essential to assess the severity of the impact. 

TABLE IV.  ANALYSIS MAGNITUDE OF IMPACT 

Times of Impact X-Axis Y-Axis Z-Axis Magnitude 

Impact 1 43 86 69 118.35 

Impact 2 64 30 42 82.22 

Impact 3 38 68 50 92.56 

Impact 4 100 64 99 154.59 

Impact 5 22 57 59 84.94 

The formula to calculate the magnitude of a 3-axis vector 
(ax, ay, az) is: 

  (        )    √ (             ) (1) 

This formula calculates the Euclidean norm or magnitude 
of the acceleration vector by taking the square root of the sum 
of the squares of the individual components (ax, ay, az). 
Analyzing the magnitude of impact is of paramount importance 
for several critical reasons. Firstly, it aids in assessing the 
severity of accidents, with higher magnitudes indicating more 
forceful impacts, potentially signaling more severe accidents. 
Secondly, it plays a pivotal role in determining the need for 
emergency responses, such as alerting authorities or sending 
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emergency messages, based on the impact's magnitude. 
Additionally, understanding the magnitude of impact ensures 
that appropriate actions are promptly taken to safeguard the 
well-being of vehicle occupants and minimize injuries. 
Furthermore, it significantly contributes to enhancing the 
overall reliability of the accident detection system by ensuring 
that alerts are triggered when significant impacts occur. In 
essence, the analysis of impact magnitude empowers the 
system to make informed decisions about the activation of 
emergency response measures, thereby bolstering the system's 
effectiveness in mitigating the consequences of accidents. 

E. Arduino Codes 

1) Accelerometer integration: Fig. 9 shows the ADXL335 

accelerometer, connected to the Arduino Uno, serving as the 

system's motion sensor. Utilizing the Adafruit_ADXL335 

library, the Arduino continuously monitors changes in 

acceleration. The loop function computes the total acceleration 

magnitude and, upon surpassing a predefined threshold, 

triggers the emergency response function. This function, 

sendEmergencySMS (), initiates communication with the 

GSM module for alerting emergency services and predefined 

contacts about a potential accident. 

#include <Wire.h> 

#include <Adafruit_Sensor.h> 
#include <Adafruit_ADXL335.h> 

Adafruit_ADXL335 accel = Adafruit_ADXL335(12345); 

void setup() { 
  Serial.begin(9600); 

  if(!accel.begin()) { 

    Serial.println("Could not find a valid ADXL335 sensor, check 
wiring!"); 

    while(1); 

  } 
} 

void loop() { 

  sensors_event_t event;  
  accel.getEvent(&event); 

   

  float acceleration = sqrt(event.acceleration.x*event.acceleration.x + 
event.acceleration.y*event.acceleration.y + 

event.acceleration.z*event.acceleration.z); 

 
  if (acceleration > THRESHOLD_VALUE) { 

    // Accident detected, trigger emergency response 

    sendEmergencySMS(); 
  } 

  delay(1000);  // Adjust delay based on your application's requirements 

} 

Fig. 9. Accelerometer integration codes. 

2) GPS integration: Fig. 10 shows the NEO-6M GPS 

module interfaces with the Arduino Uno through 

SoftwareSerial to provide accurate location data. Using the 

TinyGPS++ library, the Arduino decodes NMEA sentences 

from the GPS module in the loop function. Upon validating a 

location fix, the system calls the sendGPSData function to 

store or transmit the GPS coordinates. This location data is 

crucial for emergency responders to locate the vehicle 

involved in the accident. The integration enhances the overall 

effectiveness of the accident detection system by providing 

precise location information. 

#include <TinyGPS++.h> 

#include <SoftwareSerial.h> 
 

TinyGPSPlus gps; 

SoftwareSerial ss(10, 11); // RX, TX 
 

void setup() { 

  Serial.begin(9600); 
  ss.begin(9600); 

} 

 
void loop() { 

  while (ss.available() > 0) { 
    if (gps.encode(ss.read())) { 

      if (gps.location.isValid()) { 

        // GPS location available, store or send for emergency response 
        sendGPSData(gps.location.lat(), gps.location.lng()); 

      } 

    } 
  } 

} 

Fig. 10. GPS integration codes. 

3) GSM module integration: Fig. 11 shows the SIM900A 

GSM module facilitates communication with emergency 

services and predefined contacts. Utilizing SoftwareSerial, the 

Arduino continuously checks for incoming data in the loop 

function, employing AT commands to process SMS and call 

functionalities. In the event of an accident, the Arduino 

triggers the sendEmergencySMS function. This function uses 

AT commands to format and transmit an emergency SMS to 

specified contacts, containing information about the detected 

accident, including the location obtained from the GPS 

module. 

#include <SoftwareSerial.h> 

 

SoftwareSerial gsmSerial(7, 8);  // RX, TX 
 

void setup() { 

Serial.begin(9600); 
gsmSerial.begin(9600); 

} 

 
void loop() { 

if (gsmSerial.available()) { 

// Process incoming SMS or calls 
processIncomingData(); 

} 

} 
 

void sendEmergencySMS() { 

// Use AT commands to send an emergency SMS 
gsmSerial.println("AT+CMGF=1");  // Set SMS mode to text 

delay(1000); 

gsmSerial.print("AT+CMGS=\"");  // Set the recipient's phone number 

gsmSerial.print(EMERGENCY_CONTACT_NUMBER); 

gsmSerial.println("\""); 

delay(1000); 
gsmSerial.print("Accident detected at location: ");  // Send location 

information 

gsmSerial.println("LAT, LNG"); 
delay(1000); 

gsmSerial.write(26);  // Send Ctrl+Z to indicate the end of the message 

delay(1000); 
} 

Fig. 11. GSM module integration codes. 
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4) LCD display integration: Fig. 12 shows the I2C LCD 

display, connected to the Arduino Uno, offers a visual 

interface for real-time information. Using the 

LiquidCrystal_I2C library, the LCD is initialized in the setup 

function with a welcome message. In the loop function, the 

LCD is continuously updated with relevant information, such 

as current acceleration data and GPS coordinates. This 

integration provides an on-the-spot visual indication of the 

system's status, aiding users, and emergency responders in 

understanding the situation at a glance. The display serves as 

an essential component for user interface and system 

monitoring. 

#include <Wire.h> 

#include <LiquidCrystal_I2C.h> 
 

LiquidCrystal_I2C lcd(0x27, 16, 2);  // I2C address 0x27, 16 column and 2 

rows 
 

void setup() { 

  lcd.begin(16, 2);  // initialize the lcd 
  lcd.print("Vehicle Monitor"); 

} 

 
void loop() { 

  // Display relevant information on the LCD 
  lcd.setCursor(0, 1); 

  lcd.print("Accel: "); 

  lcd.print(acceleration); 
  lcd.print(" GPS: "); 

  lcd.print("LAT, LNG"); 

  delay(1000); 
} 

Fig. 12. LCD display integration codes. 

V. CONCLUSION 

In conclusion, the proposed vehicle accident detection and 
alert system, employing a microcontroller, accelerometer 
sensor, LCD display, buzzer, GSM module, GPS module, and 
cancel button, has proven to be effective in accurately detecting         
accidents, promptly alerting both passengers and emergency 
services, and providing vital location information in case of an 
accident. This system represents a robust and efficient solution, 
capable of enhancing response times during accidents and 
augmenting the overall safety and security of vehicle 
occupants. 

To further enhance its capabilities, future development 
should focus on integration with complementary systems, such 
as cameras, voice recognition modules, or navigation systems, 
to provide more comprehensive accident information and 
assistance. Additionally, incorporating a cancel button for false 
alarm mitigation demonstrates attention to usability. The 
system effectively addresses the critical issue of accident 
detection and rapid alerting of emergency services, which 
holds great potential for reducing accident-related fatalities and 
injuries. It stands as a reliable and efficient system with scope 
for improvement and expansion in various directions. One 
noteworthy area for improvement lies in enhancing object 
detection accuracy, potentially through the implementation of 
Non-Maximum Suppression, leading to more precise region 
identification. The addition of a larger number of pre-trained 
models would also enhance performance. Furthermore, 

transitioning the system to a cloud-based platform would 
facilitate data storage and accessibility, allowing user guardians 
to access generated data and potentially integrating localization 
features for tracking user movement. In summary, the vehicle 
accident detection and alert system presented here offers a 
promising solution for enhancing road safety and emergency 
response, with ample room for future enhancements and 
broader applications. 

VI. LIMITATION AND FUTURE WORKS 

The vehicle accident detection and alert system, utilizing an 
Arduino microcontroller, accelerometer sensor, LCD display, 
buzzer, GSM module, GPS module, and cancel button, stands 
as a reliable and efficient system poised to enhance response 
times in accident scenarios while bolstering the safety and 
security of vehicle occupants. However, there exist several 
promising avenues for future improvements in the system's 
functionality and performance. One prospective area of 
development involves the integration of the system with other 
complementary technologies, such as cameras or navigation 
systems. This integration would significantly enhance the 
system's capabilities by providing additional information in the 
aftermath of an accident. For instance, a camera could capture 
vital images of the accident scene, while a navigation system 
could offer directions to the nearest hospital or emergency 
services. Another promising frontier for advancement is the 
implementation of machine learning algorithms to elevate the 
accuracy of accident detection. Machine learning algorithms, 
proficient in discerning patterns within sensor data, hold the 
potential to identify anomalous behavior effectively, thereby 
reducing the occurrence of false alarms and enhancing system 
precision. Furthermore, there is a possibility to imbue the 
system with remote monitoring functionality. This would 
enable real-time tracking of the vehicle's location and status, 
facilitating the dispatch of emergency alerts to a remote 
monitoring center. Such a feature would empower vehicle 
owners and emergency services alike to promptly locate and 
respond to accidents, potentially saving lives. Finally, the 
system's power efficiency can be optimized through the 
adoption of low-power components and the implementation of 
power-saving techniques like sleep mode and power 
management. These optimizations would extend the system's 
battery life, rendering it more practical for sustained use in 
vehicles. In summation, the vehicle accident detection and alert 
system already represents a potent and efficient solution for 
enhancing accident response times and improving the safety of 
vehicle users. Yet, with continued development and 
innovation, the system holds the potential to become even 
more robust and indispensable. 
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Abstract—Aiming at the problems of low accuracy, recall, 

coverage and push efficiency of university archives business data, 

a university archives business data push system based on big data 

mining technology is designed. Firstly, the overall architecture 

and topological structure of the university archives business data 

push system are designed, and then the functional modules of the 

system are designed. Using big data mining technology to mine 

user behavior, modeling according to user behavior sequence, 

and designing a model to predict user behavior sequence based 

on hidden Markov model theory. Finally, the user behavior 

sequence is analyzed, and the factors such as user collaboration, 

similarity of user behavior sequence and data timeliness are 

comprehensively considered to push university archives business 

data for users. The experimental results show that the proposed 

method has high data push accuracy, recall, coverage and push 

efficiency, and can effectively push the required business data for 

users. 

Keywords—Big data mining technology; system design; 

business data pus; hidden markov model; similarity 

I. INTRODUCTION 

With the rapid development and popularization of 
information technology, the student file management 
information system in colleges and universities mainly 
manages the information related to student files. Relying on the 
basic platform of campus network, it plays an increasingly 
important role in teaching and management applications. As a 
powerful tool, big data mining technology can help university 
archives departments to better manage and analyze massive 
data, and discover hidden laws and knowledge from it. The 
traditional student file management information system 
generally adopts the client/server architecture mode or 
browser/server architecture mode, and adopts the centralized 
management mode. All the information is stored in a database, 
and the scale is getting larger and larger in colleges and 
universities. Many colleges and universities have multiple 
campuses. This mode obviously cannot meet the requirements 
of improving the efficiency of college student file 
management. With the rapid development of Internet 
technology, the data produced and faced by Internet users are 
increasing, which makes people face the dilemma of 
"information ocean". Therefore, the recommendation system 
came into being and became the first choice to help users filter 
effective information from massive information [1], [2]. When 
the recommendation system is applied to the data push process 
of archives business in colleges and universities, users' 
experience is not good because of the sparse data of archives 
business, one-sided similarity calculation of users or items and 

poor real-time recommendation results [3]. Therefore, it is of 
great significance to study and design an effective data push 
system for university archives business. The design goal of the 
push system is to provide an efficient, flexible and intelligent 
data push platform to help university archives departments 
manage and utilize data better. The system analyzes and mines 
the archives business data of colleges and universities through 
big data mining technology, thus providing valuable 
information and insight. We will also customize the push 
content for each user according to individual needs to ensure 
that users can get the most relevant information in time. 

Pan, H et al. [4] proposed a five-layer push system 
framework, which is divided from bottom to top: the 
perception layer, the filter layer, the sorting layer, the rule layer 
and the application layer. At the same time, context awareness 
technology is applied to the data push process to achieve the 
push of business data. This method has the problem of low 
accuracy of data push. Zheng, Y et al. [5] reduced the initial 
data set by using the characteristics of static Sky-line points. 
Then, according to the characteristics of the searcher moving in 
the obstacle space, a distance intersection model is constructed, 
and a pruning strategy is proposed by using the model and the 
attributes of the data object. According to the pruning strategy, 
the data objects that have no influence on the query results 
when the inquirer moves are filtered, so as to reduce redundant 
data and get the filtered candidate data set. Finally, according 
to the non-spatial attributes of data objects and the 
characteristics of mutual dominance, the events that affect the 
candidate data set are determined, and these events are used to 
refine the candidate data set, further reducing redundant 
calculations and obtaining the result set at the current moment. 
Jelodar, H et al. [6] established an automatic data 
recommendation system based on user interest classification. 
The system includes offline module and online module. The 
offline module processes and cleans the historical storage data, 
extracts the user's interest characteristics, and forms the user's 
interest database submodule; The online module uses the 
recommendation engine to cluster and correlate the information 
in the user interest database sub-module, and finds the book 
information similar to the user interest data, forming a 
preliminary recommendation set sub-module. This method 
takes a long time to push data. Moreover, the pushed data is 
too single, which leads to the problems of low push efficiency 
and low coverage. Panda et al. [7] proposed to realize effective 
access control of medical data with forward and backward 
confidentiality, and medical service providers stored patients' 
electronic medical records in the cloud to provide high-quality 
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medical services. Attribute-based encryption is a promising 
encryption technology, which can realize fine-grained access 
control of outsourced encrypted data. In this paper, an 
attribute-based encryption scheme is proposed to support the 
update of access policy, and it also provides forward security, 
backward security and user revocation. Performance analysis 
shows that the scheme has high communication and computing 
ability, and is suitable for devices with limited resources, but 
the push accuracy of this method is low. Nour et al. [8] 
proposed the access control mechanism in the named data 
network, and the information center network was recently 
proposed as an important candidate for the future Internet 
architecture to solve the problems existing in the current 
Internet host-centric communication model based on TCP/IP. 
This paper provides a detailed and comprehensive investigation 
of access control mechanism in named data network. The 
access control in named data network is studied by 
comprehensive method. Firstly, the paradigm of information 
center network is summarized, the change from channel-based 
security to content-based security is described, and different 
encryption algorithms and security protocols in named data 
network are introduced. Then, we divide the existing access 
control mechanisms into two categories: access control based 
on encryption and access control independent of encryption. 
Each category is classified according to the working principle 
of access control. Finally, the experience and lessons of the 
existing access control mechanism are summarized, and the 
challenges of access control based on named data network are 
pointed out, and the future research direction is emphasized, 
but the push recall rate of this method is low. Zhang et al. [9] 
put forward the monitoring of industrial sewage outlet water 
pollution based on web crawler and remote sensing 
interpretation technology, and took Luanhe River basin as the 
experimental point, combined with web crawler and remote 
sensing interpretation technology, put forward a feasible and 
efficient method to obtain sewage outlet data. Grab industrial 
information and spatial location data on the Internet, and get 
the location of industrial sewage outlet through remote sensing 
image interpretation. The distribution of main industrial 
sewage flowing into the tributaries of Luanhe River basin is 
simulated. By comparing the results with the actual data 
collected during the field investigation, the accuracy and 
reliability of the developed method are verified, but the push 
coverage rate of this method is low. 

In order to solve the problems in the above methods, a 
design method of university archives business data push 
system based on big data mining technology is proposed. This 
method designs the overall architecture and topological 
structure of the university archives business data push system, 
and analyzes the functional modules of the system. Using big 
data mining technology to mine user behavior, modeling 
according to user behavior sequence, and designing a model to 
predict user behavior sequence based on hidden Markov model 
theory. On this basis, the user behavior sequence is analyzed, 
and the factors such as user collaboration, similarity of user 
behavior sequence and data timeliness are comprehensively 
considered to push university archives business data for users. 
The research shows that the proposed method has high data 
push accuracy, recall, coverage and push efficiency, and can 

effectively push the required business data for users with good 
push effect. 

II. SYSTEM DESIGN 

A. Overall System Architecture 

The client side of the university archives business data push 
system adopts the client server mode, namely C/S, and the 
system adopts the B/S (Browser/Server) mode on the browser 
side. In general, it follows the classic three-tier architecture, 
which includes the presentation layer, application layer, and 
data layer. The system architecture of the university archives 
business data push system is shown in Fig. 1. 

As it can be seen from Fig. 1, that the presentation layer is 
mainly the university archives business data push mobile 
terminal and PC browser. The application layer, situated in the 
middle of the three-tier architecture, consists of the control 
layer, the business logic layer, and the basic service layer. At 
the bottom is the data layer, including the data access layer and 
the data storage layer. 

The display layer is mainly Android mobile terminal and 
PC terminal browser, which respectively displays user login 
interface and administrator login interface. The user end views 
the file business by logging into the Android mobile APP. The 
implementation method mainly uses the Android Activity and 
Fragment drawing interface, and the implementation 
architecture mainly relies on the Android operating system. 
The PC terminal mainly manages the system by logging in to 
the WEB page, which is realized by JavaScript+HTML. The 
execution architecture consists of a browser and an operating 
system. 

The application layer is the main part of the data push 
system, which includes three parts to complete different 
operations. The control layer includes the control of terminal 
access, which is mainly composed of parameter analysis and 
session management. The control layer analyzes the file 
business type, and hands over specific operations to the 
business logic layer for processing; The business logic layer 
includes the specific services of user management, data 
publisher management, data management, intelligent push 
management and other functional modules. The basic service 
layer includes resource caching, resource access control, web 
crawler and vectorization processing, as well as data pro-
cessing services and data analysis services. The functional 
modules of the business logic layer are implemented based on 
the construction in the basic service layer. The basic services 
offered provide functional support for the aforementioned 
business operations. The mobile terminal is realized through 
MVP mode, and the PC terminal is realized through 
Spring+Spring MVC+MyBatis. The execution architecture is 
composed of browser and operating system. 

The data layer is composed of two components: the data 
access layer and the data storage layer. It mainly stores user 
data, archive business publisher data, business data, comment 
data, etc. of the system. The operation of structured data in the 
system is completed by MySQL database. Unstructured data is 
stored in files by data preprocessing. 
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Fig. 1. Overall architecture of university archives business data push system. 

In order to maintain the complete extensibility of the 
system, the system is divided into Controller layer, Business 
layer, Service layer and DAO layer when implementing the PC 
side in combination with the specific SSM framework. The 
business publisher logs in to the system through the browser, 
accesses the JSP page, and calls the service of the Service layer 
through the Controller layer. 

The request sent by the business publisher to the server first 
enters the Controller layer. Through the controller layer's 
control of different businesses, dif-ferent businesses can be 
distributed to the Business layer to call specific business logic 
code. The Busi-ness layer encapsulates the database operation 
ser-vice and the interface provided by the Service layer to the 
outside. The database operation service can directly call the 
DAO encapsulated by Mapper. The specific SQL execution 
statement is implemented in XML. The results are returned to 
the browser for dis-play through the database operation service. 

B. System Topology 

Since the university archives business data push system is 
aimed at users in different geographical locations, the business 
publisher on the PC side also publishes business in different 
work areas [10], [11]. The work nodes are distributed in 
different locations, so the university archives business data 
push system designed by the proposed method adopts a star to-
pology structure, as shown in Fig.  2. 

The topological structure of this system is mainly divided 
into three parts: the network segment where the university 
archives business data push system is located, the network 
segment where the third-party organization is located, and the 
part that communi-cates directly with the Internet. The system 

is set up inside a communication, with separate WEB server 
and database server. The WEB server completes the request 
and response of PC end business publishers and mobile 
terminal users to the system functions. The database server 
stores the data information used in the system, including 
relational data and non-relational file data. At the same time, to 
ensure concurrent access to the system, the proposed method 
uses Alibaba Cloud's nginx load balancing to connect to 
multiple WEB servers. In this network segment, the three roles 
of system administrator, business administrator and 
communicator are divided to manage the business information 
and user information of the system. The roles in the system are 
connected to the system through the firewall. External users do 
not need to go through the firewall to access the system, which 
ensures the speed of external users' access and the security of 
the internal network. 

Through this topology design, different access modes are 
set for various roles in the system.Whether tourists or 
registered users, authenticate users [12], [13], use mobile 
terminals to register and log in to the sys-tem through wireless 
settings, and complete corresponding queries and other 
operations. There are three types of file business publishers: 
correspondent, organization publisher, and individual 
publisher. The communicator is in the system network 
segment, the organization publisher is in the third-party 
organization Ethernet, and the individual publisher is free and 
can be directly connected to the Internet. The system 
administrator and news administrator are in the LAN of the 
system layout to manage user information and file business 
information. 
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Fig. 2. System network topology. 

C. System Function Module 

According to the requirements of archives business in 
colleges and universities, the functional modules of archives 
business data push system in colleges and universities are 
divided, and the specific steps are as follows: 

Step 1: Demand analysis: It deeply understand the specific 
needs of university archives business, including interviews 
with university archives managers, questionnaires or research 
on existing business processes, with the goal of clarifying the 
specific requirements and objectives that the system needs to 
meet. 

Step 2: Function identification: Based on the demand 
analysis, identify the core functions required by the data push 
system of university archives business to meet the daily 
operation and management needs of university archives 
business. 

Step 3: Module division: It group and modularize the 
identified functions. The division of modules should follow the 
principle of high cohesion and low coupling, so as to ensure 
that the functions of each module are relatively independent 
but can work together. The function of the data push system of 
university archives business is shown in Fig. 3. 

1) Push management: You can query the push task 

records of push users and the records of accessing push pages; 

Users can also manually add push accounts to the policy 

server; At the same time, the user can also query the push task 

record of the active push customer and the record of accessing 

the push page [14]. 

2) White list management: This module is mainly 

responsible for adding users to the white list if they do not 

want to receive page push reminders, and then adding and 

deleting the white list if they do not want to be pushed in the 

future. 

3) Customized push management: This module is 

responsible for adding and modifying the customized push 

task of the recommendation file business, and is responsible 

for performing association rule function analysis
 
[15], [16] in 

the background, and applying the results to the foreground to 

batch add or delete users of customized recommendation 

products, and formulating push rules. 

4) Push statistics: This module is mainly used to make 

statistics and analysis on the business data records of each 

push file in the push system, and present the results to the 

administrator in the form of a summary table. 

5) System management: The system management function 

module primarily encompasses various functions such as 

system department management, user management, authority 

management, password modification, role management, and 

log query. 
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Fig. 3. Function division of college archives business data push system. 
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III. THE METHOD AND IMPLEMENTATION OF COLLEGE 

ARCHIVES BUSINESS DATA PUSH 

A. User Behavior Analysis 

Considering that each user behavior sequence may 
represent a certain "interest" of the user, and the "entity" of the 
"interest" is the university file business page pointed to by the 
behavior sequence. Therefore, user behavior templates are used 
to record various "interests" of users and their corresponding 
behavior sequences. The generation rule is to take the user 
identifier as the name of the file. Each line in the file records a 
behavior sequence and the identifier of the file business that the 
behavior sequence points to. This file can be generated 
synchronously in the process of user behavior sequence 
extraction. 

B. Similarity Calculation 

The university archives business data push system designed 
by the proposed method mainly adopts the idea of user 
collaborative filtering

 
[17], [18]. The recommendation system 

based on collaborative filtering needs to find the collection of 
items or users' nearest neighbor points through similarity 
calculation, and then carry out the next recommendation work 
according to the relevant information of these nearest neighbor 
points. The search of recommended file business data is 
divided into the following two steps: 

 Find the nearest neighbor user of the current user 
through user feature similarity calculation; 

 From the behavior sequences of these neighboring 
users, we can calculate the similarity of user behavior 
sequences to find the file business data that the current 
user may be "interested" in. 

1) User feature representation and user feature file: The 

main data input that the system relies on is the various 

"filtering and provocation" selected by the user when 

searching, so that users and data, users and users, and data and 

data in the system can be associated through user behavior 

sequences, which can reflect the characteristics of users or 

data. Therefore, the proposed method takes the user behavior 

sequence as the original data, uses the vector space model to 

represent the user, and converts the feature vector  expressed 

as: 

                               (1) 

Among them,    is the   feature items weight of   , 
indicating that the current user's behavior sequence or behavior 
template the appears times of   ; Characteristic item 
  indicates a behavior included in the user behavior sequence; 
  indicates the type of user behavior in the system. 

In order to improve the efficiency of user collaborative 
search, the proposed method records the feature vectors of all 
historical users in the form of feature files. This file is a text 
file, each line of which is composed of the historical user 
feature vector exported from the user behavior template and the 
number of this behavior template. 

2) User similarity calculation: The common vector-based 

similarity calculation methods in recommendation systems are 

as follows: 

a) Cosine similarity: Cosine similarity is a commonly 

used method in information retrieval for measuring the 

similarity between two documents [19], [20]. It involves 

treating the feature vectors of the documents as vectors. The 

cosine similarity is determined by the angle between these two 

vectors, with a smaller angle indicating a higher degree of 

similarity, the more parallel they tend to be, and parallelism 

means they are completely similar. The calculation formula is 

as follows: 

           
  ∑    

 
       

√∑    
  

    ∑    
  

   

 (2) 

Among them,   ,    represent users eigenvector of  , ; 
   ,    respectively represent eigenvectors   ,   of elements 
 . 

The advantage of cosine similarity is that it is not affected 
by the size of vector module and the calculation is simple. 
However, when encountering high-dimensional sparse vectors, 
the accuracy of similarity calculation will decline. 

b) Pearson correlation coefficient similarity: In cosine 

similarity calculation, two user feature vectors are regarded as 

two independent variables, but in reality, there may be some 

connection between them. Especially in the scoring vector 

based on "user item", there is a certain relationship between 

different users' ratings of items. Therefore, Pearson correlation 

coefficient is proposed to measure the approximation of two 

users
 
[21]. The calculation formula is as follows: 

          
  

  ∑                       

√∑               
 ∑               

 (3) 

Among them,     indicates the user  ,   subscript set of 
common features;   express an element in    ;    ,     
respectively represent eigenvectors   ,    of elements  ;   , 
   respectively represent the average weight of   ,   . 

Considering that in the process of college archives business 
data push, the feature vector of online users is extracted from a 
behavior sequence, and a behavior sequence contains fewer 
repeated behaviors, the obtained feature vector of online users 
is basically a binary vector. Therefore, the similarity calculated 
by Pearson correlation coefficient is basically equivalent to 
cosine similarity in effect, but its calculation process is 
obviously more complex than cosine similarity, so the 
proposed method uses the cosine value of the vector as the 
similarity of user characteristics. 

3) Similarity calculation of behavior sequence: In general, 

the number of items found through the current user's nearest 

neighbor set is still quite considerable, and through previous 

analysis, it can be seen that each user's behavior sequence is 

associated with at least one university file, and different 

behavior sequences of the same user may reflect the user's 

more subtle interests and preferences. Therefore, the current 
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user's interest preferences can be more accurately predicted 

under the direction of the adjacent user's behavior sequence. 

An action sequence mainly contains two aspects of 
information: the relative order in which the user actions in the 
sequence occur and the value of the actions. Therefore, the 
similarity of two behavior sequences can be measured from 
two perspectives, namely, behavior similarity and behavior 
value similarity. 

Define   a behavior sequence the behavior state string of  , 
which only contains the name of the behavior in  , without the 
value of the corresponding behavior. Meanwhile in  , the 
string representing a behavior name is regarded as a state, 
which is an atomic weight and is indivisible. The calculation 
formula of the behavioral sequence   ,   of the behavior 
similarity of                is as follows: 

               
                     

                
           

    (4) 

Among them,   ,   represents a common subsequence; 
       indicates the number of states contained in the behavior 
state string;                  express the number of states 
  ,    contained in the maximum common subsequence of. 

Values of the same behavior are comparable, and the 
relative order factors between states should also be included in 
the scope of value similarity. So, the behavior sequence   , 
  value similarity of                  is based on the 
maximum common subsequence of   ,   , the calculation 
formula is as follows: 

                 
                    

                        
  (5) 

Among them,                     express the number of 

the same public status values of    ,   . 

Finally, the behavior sequence   ,   the similarity of 
             given by the linear combination of behavior 
similarity and value similarity, set parameters   

          

                      
, the calculation formula of              is 

as follows: 

                                                  

(6) 

Among them,  is a constant between 0 and 1, used to 
adjust  . Because according to practical experience, the 
importance of value similarity and behavior similarity is related 
to the ratio of the number of two behavior states. Generally, the 
closer the number of behavior states is, the greater the 
component of value similarity. 

C. User Behavior Prediction 

The user behavior prediction of the proposed method is 
mainly based on a set of hidden Markov models

 
[22], [23]. 

First, relevant machine learning methods are used offline to 
train the prediction model parameters of various behaviors 
from historical data; Then, according to the partial behaviors of 
current online users, a finite step Markov process prediction is 
performed to obtain a relatively complete sequence of user 

behaviors; Finally, this behavior sequence is used to guide the 
push of university archives business data. 

1) Prediction model of user behavior sequence: The user 

behavior sequence prediction model of the proposed method is 

a model systemcomposed of multiple "single two-layer" 

mixed state hidden Markov models designed on the basis of 

hidden Markov model theory [24], in which each sub model is 

independent of each other and deals with the prediction task of 

different types of user behavior sequences. 

The difference between the "single two-layer" mixed state 
hidden Markov model and the traditional hidden Markov 
model is that its state set the contained state elements can be 
divided into two categories: ordinary state elements and 
double-layer state elements. The double-layer state is mainly 
introduced to simulate the double-layer condition in the "filter 
condition". The detailed description of the model is as follows: 

a) Status and observations: In the model, the name of a 

behavior in the user behavior sequence is regarded as a state, 

and the behavior value is regarded as the output value of the 

state. Corresponding to the front search function page of the 

college file business data push system, the type of the "filter 

condition" tag is considered as the status, and the "filter 

condition" represented by the "filter condition" tag is the 

output value of the corresponding status. 

b) Transition probability and initial state vector: In 

order to reduce the complexity of model calculation, when 

designing the transition probability matrix, the two-layer state 

is reduced to a common state, and the root state is used as its 

representative
 
[25], [26]. From any state transfer to a two-

layer state transition probability of   . It can be calculated by 

the following formula: 

    ∑        
              (7) 

Among them,   is   substatus collection for an element in 
   ;     is status  transfer to status sub state of probability of  . 

Similar to the transition probability matrix, in the initial state 
vector, the two-level state is reduced to a common state for 
processing. 

c) Probability vector of observation value: For the 

double-layer state, the observed values are also divided into 

two layers. For the root state, all its sub states are regarded as 

its observed values [27], [28]. Therefore, the double-layer 

state   of   output probability of observation values        is: 

      ∑       
 
            (8) 

Among them,        indicates a sub state   of   the 
probability of output values. 

2) Prediction of user behavior sequence: The prediction of 

user behavior sequence is to start from a given state, predict 

the subsequent states and the output values of the states in a 

limited step, and generate a more complete sequence of user 

behavior [29]. According to the finite stage optimal decision 

theory of Markov process, the prediction process is to find the 

starting point from the specified state in the transfer matrix 

  step state transfer to obtain the maximum utility of the 
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transfer path. Define the utility that can be obtained in each 

step of decision-making, and the predicted result of user 

behavior sequence is: 

                      (9) 

D. Historical Project Recommendation 

Historical project recommendation is to push the university 
file business data related to historical users to current users. 
The recommended method is top-N. First, the recommended 
item set is found by combining user collaborative filtering and 
user behavior sequence search[30]; Then use the relevant 
sorting strategy to sort the data in the file business data set 

according to its sorting weight; Finally select  ذbusiness data 
is pushed to users. 

1) Historical item search: The search of historical items is 

to use the similarity between the characteristics of the current 

user and the historical user, and the similarity between the 

behavior sequence of the historical user and the behavior 

sequence of the current user as a clue to filter out the item set 

that may meet the interests of the current user from the 

historical items. The specific process is divided into the 

following steps: 

a) User behavior prediction: Use the prediction model 

to predict backwards   step according to the behavior 

sequence entered by the current user, to get a more complete 

sequence of user behaviors  . The size of   is related to the 

number of behavior states entered by the current user, the 

more states there are, the small the   is. The maximum 

number of states contained in a user behavior sequence in the 

system is  , then the calculation formula of   is as follows: 

  {
                

         
 (10) 

b) Finding user behavior template based on user feature 

similarity: According to the current user behavior sequence  , 

generate the user's feature vector, calculate the cosine 

similarity between the historical user and the current user's 

feature vector, and take out the similarity greater than the 

threshold   user behavior template file.  can be adjusted by 

the experimental feedback data. 

2) Ranking of recommended items: The ranking of 

recommended items comprehensively considers factors such 

as feature similarity between users, behavior sequence 

similarity, popularity of business data and timeliness of 

business data, calculates the ranking weight of business data, 

sorts it, and finally generates   list of recommended items of 

file business data. The specific process is divided into the 

following steps: 

a) Calculate the total feature similarity of users 

associated with data: One file may be related to multiple 

users, so the overall feature similarity of file business data 

              is the user behavior sequence   similarity 

between the generated characteristics of the current user and 

those of all neighboring users containing the data            

which is calculated as follows: 

                                           (11) 

b) Calculate the total similarity of the behavior 

sequence associated with the data: One file business may be 

related to multiple user behavior sequences, so the similarity 

of one file business behavior sequence                  is the 

behavior sequence and prediction sequence associated with 

  the similarity             which is calculated as follows: 

                 ∑                 (12) 

c) Calculate the popularity of data: Count the number 

of different users associated with each file business, and 

calculate the popularity of each data. The calculation method 

is as follows: 

           ∑        
       (13) 

where,      indicates file business data   popularity,   is 
the total number of related users. 

The values of function        is as follows: 

       {
      
      

 (14) 

where,    represents a collection of items contained in a user 

behavior template. 

d) Calculation data timeliness: The timeliness of data is 

determined by the online time and current time of archive 

business data. The greater the timeliness, the more innovative 

the data. The calculation method is as follows: 

                                (15) 

Among them,      represent data   timeliness;    represents 
the current time;    represent data   online time;   represents a 
constant greater than 0. 

e) Calculate the sorting weight of data: Based on the 

above factors, the ranking weight of a university's archive 

business data is: 

                                            

     (16) 

Among them,    is the influence factor of each factor, 
which is set through experimental effect feedback or artificial 
experience. 

f) Generate recommendation list: According to the 

sorting weight of file business data, the data is sorted from the 

largest to the smallest, and is selected the first   to generate 

recommendation lists to return to the user. 

IV. EXPERIMENT AND DISCUSSION 

In order to verify the overall effectiveness of the design 
method of university archives business data push system based 
on big data mining technology, it is necessary to test it. Before 
the test, prepare three virtual machines and modify the 
corresponding host names to mini0l, min02, and mini03. Next, 
set their network mode to NAT and modify their IP addresses 
[31]. Then modify the hosts file of each machine to configure 
the mapping relationship between the host name and IP 
address. Close the firewall of each machine and restart the 
machine. Finally, configure ssh password free login between 
virtual machines. Now the Linux environment is ready. 
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Set five datasets, labeled as Dataset 1, Dataset 2, Dataset 3, 
Dataset 4, and Dataset 5, specifically, it includes the following 
contents: 

Data set 1: Student file data: This data set contains students' 
personal information, such as name, gender, date of birth, 
home address, contact information, etc. It also contains 
academic information, such as enrollment date, major, course 
results, rewards and punishments, etc. 

Data set 2: Staff file data: This data set contains personal 
information of staff, such as name, gender, date of birth, 
contact information, etc. It also contains professional 
information, such as position, employment date, education, 
work experience, etc. 

Data set 3: School business data: This data set contains 
various business data of the school, such as school curriculum 
arrangement, examination arrangement, activity arrangement, 
etc. 

Data set 4: User behavior data: This data set contains the 
behavior data of users (students and faculty) in the system, 
such as login times, pages visited, time spent on pages, links 
clicked, etc. 

Data set 5: System log data: This data set contains the 
running logs of the system, such as error logs and operation 
logs. 

Use the proposed method, reference [4] method, reference 
[5] method, and reference [6] method to conduct business data 
push test in the Linux environment, and use the accuracy rate 
          , recall rate         , coverage rate     as an 
evaluation indicator of the method. Accuracy can measure the 
accuracy of pushed data, recall can measure the integrity of 
pushed data, and coverage can measure the satisfaction of 
pushed data to users' needs. 

Accuracy     indicates the ratio of the number of test sets 
contained in the recommended data list to the number of all 
recommended items. The calculation formula is as follows: 

    
 

 
        (17) 

where,   indicates the number of correctly predicted 
samples,   indicates the number of recommended samples for 
all users obtained from the test set. 

It can be seen from the analysis of Fig. 4 that when the data 
push test is carried out under the same test environment, the 
data push accuracy of the proposed method is the highest and 
relatively stable. The data push accuracy of the reference [4] 
method and reference [5] method fluctuates greatly, and the 
data push accuracy of reference [6] method is stable but 
relatively low overall. 

Recall rate         indicates the ratio between the number 
of user recommendations and the number of items that users 
have acted in the test set: 

        
 

 
       (18) 

where,   indicates the number of samples that all users in 
the test set have had historical behaviors. 

According to the test in Fig. 5, compared with the test 
results of the method in reference [4], the method in reference 
[5] and the method in reference [6], the recall rate of the 
proposed method is higher, indicating that the proposed 
method has good recommendation ability in the field of large-
scale business data push. 

Coverage rate     represents the ratio of the number of 
recommended items to the total number of items, and its 
expression is as follows: 

   =B/D×100%   (19) 

Where, Drepresents the number of samples in the entire 
dataset. 

It can be seen from Fig. 6 that under different data sets, the 
data push coverage of the proposed method is more than 90%, 
which indicates that the proposed method includes many types 
of data pushed by users with full coverage, and the coverage of 
the reference [4] method, reference [5] method and reference 
[6] method is low, which indicates that when the above 
methods are used to launch data push, the pushed data is 
relatively simple and cannot meet the needs of users. 

The time required for the proposed method, reference [4] 
method, reference [5] method and reference [6] method in the 
process of data push test is shown in Table I. 

 

Fig. 4. Accuracy test results. 
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Fig. 5. Recall rate test results. 

 
Fig. 6. Coverage test results. 

TABLE I.  DATA PUSH TIME OF DIFFERENT METHODS 

Data samples/piece 
Data push time/s 

Proposed method Reference [4] Method Reference [5] Method Reference [6] Method 

100 5.2 9.8 7.6 8.8 

200 5.8 10.5 8.3 9.6 

300 6.3 11.3 8.9 10.5 

400 6.9 12.2 9.7 11.2 

500 7.4 13.0 10.4 12.7 

600 7.7 14.9 11.7 13.5 

700 8.2 15.4 12.6 14.4 

800 8.6 16.6 13.7 15.6 

900 9.1 17.3 14.9 16.8 

1000 9.5 18.1 15.6 17.3 
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Analysis of the data in Table I shows that the da-ta push 
time of the proposed method, the reference [4] method, the 
reference [5] method and the refer-ence [6] method increases 
with the increase of the number of data samples, but under the 
same data samples, the push time of the proposed method is far 
lower than the other three methods, indicating that the 
proposed method has high data push efficiency. 

To sum up, when the data push test is carried out in the 
same test environment, compared with the methods in [4], [5] 
and [6], the data push accuracy of the proposed method is the 
highest and relatively stable; The recall rate is high, the data 
push coverage rate is above 90%, and the push time required is 
much lower than the other three methods, which shows that the 
proposed method has high data push efficiency, and the data 
pushed for users contains more types and covers all the fields, 
and it has good push ability in the field of large-scale business 
data push. 

V. CONCLUSION 

On the one hand, it takes a lot of time to screen the data, 
and it is difficult to find the data you need from a large number 
of data; On the other hand, it will make a lot of redundant 
information become "hidden information" in the network, 
which cannot be obtained by ordinary users. In this context, a 
data push system is proposed. At present, there are some 
problems in the design method of data push system, such as 
low push accuracy, low recall, low coverage and low push 
efficiency. Therefore, a design method of university archives 
business data push system based on big data mining technology 
[31] is proposed, which is of great significance and provides 
decision-making and management support for university 
management departments. Through the data push function, 
timely and accurate data transmission and information sharing 
can be realized, and the efficiency and quality of university 
archives business can be improved. In this paper, the overall 
architecture and functional modules of the system are designed, 
and according to the characteristics of users' behavior, the push 
of university archives business is realized. It is verified that the 
data push accuracy of the proposed method is the highest and 
relatively stable. The recall rate is high, the data push coverage 
rate is above 90%, and the push time required is much shorter 
than the other three methods, which can effectively push the 
required business data for users in a short time. Provide more 
intelligent and scientific decision-making and management 
support for university management departments, and improve 
the efficiency and quality of university archives business. 

The prospect of future research work can be carried out 
from the following aspects: 

1) Dig deep into the archives business data of colleges 

and universities: In the future, we can further expand the data 

sources, including students, faculty, courses, scientific 

research projects and other dimensions, in order to obtain 

more comprehensive data information. Mining hidden rules 

and trends in data can help university management 

departments make better decisions and management. 

2) Data security and privacy protection: In future 

research, we need to pay more attention to data security and 

privacy protection. Explore how to use emerging technologies 

such as blockchain to ensure the security and credibility of 

data, and study the methods and technologies of privacy 

protection to protect sensitive information of individuals and 

institutions. 
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Abstract—Augmented Reality Software Development Kits, or 

as they are commonly called AR SDKs, are useful for developers 

to build digital objects in AR. This paper presents a comparative 

study of AR SDKs. This comparison is based on several 

significant criteria, to select the most suitable SDK. The 

evaluation used the Preferred Reporting Items for Systematic 

Reviews and Meta-Analysis (PRISMA) method. Based on a 

comparative analysis of the features and virtual elements 

available for application development with the AR SDK, 

researcher suggests that the main functions of the AR SDK were 

to be able to offer AR application Editing Platform and facilitate 

software creation without requiring knowledge of algorithms. 

Besides that, it is possible to establish some general observations 

regarding the benefits and limitations of the AR SDK. The result 

of this research is expected to provide with the clear framework 

for processing the data that has been collected, summarized, and 

tested from case study so the researcher will be able to reach 

useful conclusions. From the literature study has been conducted, 

it was concluded that among many SDK tools, there are 15 of 

them which were the most employed by AR developers.  These 15 

tools were selected based on certain main attributes and support 

platforms. At the end of this research, it also presents the 

advantages and limitations of these 15 tools. 

Keywords—Augmented reality; software development kits; AR 

SDK; platform; framework; AR technology 

I. INTRODUCTION 

Augmented Reality Software Development Kits, or AR 
SDKs, are useful for developers to build digital objects [1]. By 
utilizing devices like gadgets or tablets, digital objects can be 
incorporated into the real world through augmented reality 
(AR). The advantages of the features provided by the AR 
SDK are the functions for image recognition, 3D object 
tracking and other multi-tracking, providing simultaneous 
visual localization and mapping, and many other additional 
features. This allows developers to create a wide range of 
digital experiences. AR engineers can leverage this SDK to 
develop mobile applications, integrate with various CAD 
platforms, create marketing experiences, develop educational 
applications, and explore many other possibilities [2]. The AR 
SDK can generally be used for hardware with certain 
frameworks [3]. From the results of the literature review, it is 
also known that several AR SDKs are very flexible to use, so 
they can be applied to many systems. This makes it easy for 
AR developers to build AR applications across platforms. 

This study presents a comparative study of several AR 
SDKs. The aim of the comparison that will be carried out is so 
that AR developers can choose the SDK that best suits their 
needs so that it can be adapted easily. There are several 
important criteria that will be explained in the SDK 
comparison carried out. This research is expected to add value 
because it has been collected, summarized, and tested from the 
case study samples that have been carried out so that it can 
reach useful conclusions for this research. 

As we know, AR and virtual reality (VR) have different 
ways of working. Therefore, AR SDK and VR SDK are also 
different. The main benefit in the AR SDK category is the 
functionality of creating AR experiences that can be integrated 
with various operating systems and various other hardware 
[1]. Basically, there are three steps in the AR system: 
recognition, tracking, and blending. At the recognition stage, 
visual identification occurs in the form of images, whether 
images of objects, faces, bodies, other body parts, or space 
will be recognized as virtual objects [4]. The tracking stage is 
carried out to get real-time visual results in the form of 
images, objects, faces, bodies, or places such as space so that 
videos, 3D images, 2D images, text, and others can be added 
to the AR application [5]. In marker-based AR systems, 
symbols are used as reference points for overlaying computer 
graphics. The camera used in this system will continue to 
search for and identify the target object and then process the 
image data, starting from the position, orientation, and 
movement of the visual display that appears. The marking 
system has a problem, namely that if the lighting is not good, 
the focus will decrease, and resulting in the image 
disappearing from the screen, so AR services will not be 
optimal when using this system [6]. 

 It is different from the AR system without markers [7]. 
This system uses a combination of electronic devices, such as 
accelerometers, location data (GPS), compasses, and others, 
that can determine position in the physical world. With this 
marker-less AR system, objects can be identified from the 
direction where the camera is pointing or on which axis the 
device used operates to obtain the location [6]. This location 
data determines what the device sees by comparing it to a 
database, allowing data or computer graphics to appear on the 
screen. This technological approach sparked the idea of the 
emergence of 'mobile 'augmented reality' on smartphones, 
tablets, gadgets, and other mobile technology devices [8]. 
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II. LITERATURE REVIEWS 

AR technology is applied in many fields, and AR Software 
Development Kits ("SDK") have been entered into various 
applications such as gaming, media and entertainment, 
automotive, retail, health, education, manufacturing, and 
others. In the gaming industry, the success of AR technology 
is that it can offer immersive and interactive experiences that 
will increase the adoption of AR in the gaming industry. With 
the success of Pokémon Go, the game company has 
extensively expanded the technology for games and other 
applications. For example, the game Ingress Prime adapts the 
idea of Pokémon Go, where players can go out of the house, 
travel around, and meet face-to-face with other players. 
Ingress Prime maximizes the rapid development of AR 
technology, as seen from the presence of a feature that can 
make players place a 3D map of a location on the dining table 
or living room table to set a strategy. Previously, the available 
portal locations were only numbered in the hundreds of 
thousands, but now Ingress Prime offers millions of locations 
spread across the globe [9]. 

For the media and entertainment industries, the advantage 
of AR technology is that it can provide real-time experiences. 
For example, in November 2019, Samsung Electronics 
launched the Samsung TV True Fit. Using smartphones, both 
Android and iOS, consumers can see exactly what Samsung's 
widescreen TV will look like on the wall before buying it. 
This AR application produced by Samsung can combine 
futuristic technology with the future of retail shopping and 
virtual product display. Its main goal is to give consumers the 
opportunity to choose the right TV at the right size and have a 
pleasant shopping experience [10]. 

In the retail industry, AR also offers a promising role. Its 
ability to provide product and service details tailored to 
customer needs via smartphones with 3D effects has an impact 
on market growth. For example, Walmart has used AR so that 
its customers get shopping experience by scouring 
supermarket aisles for Waffles + Mochi characters to unlock 
AR content. After scanning a QR code with a smartphone, 
image recognition technology allows consumers to search for 
nine different characters hiding in grocery aisles. As shoppers 
discover each character in the store, they will earn badges and 
gain access to unlock more games, recipes, stories, and clips 
from the Walmart app [11]. 

In the healthcare sector, there is also an increasing demand 
for AR because it helps with simulations for surgery, training, 
and patient care. For example, the Mayo Clinic is the best 
hospital in the world to develop treatments using AR 
technology. The past decade has seen tremendous growth and 
expansion in innovative efforts to address the unmet needs of 
patients, providers, and care systems. To facilitate this effort, 
the Mayo Clinic Cardiovascular Medicine established a virtual 
reality innovation group at the Mayo Clinic in Rochester, 
Minnesota [12]. 

In the field of education, the results of a study entitled 
"Investigating Student Attitudes toward Augmented Reality" 
found that students have positive attitudes towards AR 
applications, as seen from the increased interest and 
motivation in an active and interactive learning environment 

through AR [13]. This proves that AR technology is able to 
make applications more interesting to use and increase user 
interest in learning something [14]. In manufacturing, AR is 
applied to product design and development, quality control 
(QC) processes, logistics, employee training, equipment 
maintenance, and more. With the adoption of AR applications, 
manufacturers can increase productivity, lower costs, and 
work faster. For example, AR technology and the Internet of 
Things (IoT) will allow manufacturing systems to self-assess 
deficiencies or errors that occur in the system [24]. 

According to a market analysis perspective by 
International Data Corporation (IDC), the latest projections 
estimate the AR market will reach $60.55 billion by 2023 
[15]. AR is not just an IT technology; it is a link between the 
digital and physical worlds and becomes a new interface 
between humans and machines. The world's leading IT 
companies, such as Amazon, Facebook, Mayo Clinic, US 
Navy, and others, have implemented AR, and they are seeing 
the huge impact AR has on quality and productivity for their 
companies. The main advantage that AR offers to various 
fields that use it is the power of AR in processing information 
so that humans can experience unforgettable immersive 
experiences. With this immersive power, humans can use their 
five senses to access information at different speeds. From the 
research results, it is known that vision provides 90% of the 
information humans obtain through sight. However, accessing 
information is not easy because it requires mental capacity 
that is able to absorb and process information [17]. Therefore, 
cognitive load, as a demand on human capacity, requires 
mental effort. Like reading instructions from a computer 
screen, carrying out calculations, and thinking about the 
information obtained, all of this provides a greater cognitive 
load compared to listening to the same instructions because 
the letters must be translated into words. Words must then be 
represented so that there is a distance or gap between the 
presentation of information and its understanding in the 
context of applying the information [18]. For example, when a 
driver refers to a smartphone and looks for directions while 
driving, this requires its own focus. The steps that must be 
taken are that the driver must read the information from the 
screen, then memorize the information in his memory, look at 
the screen, and translate the directions from the screen to the 
physical environment in front of him. Then follow the 
instructions when operating the vehicle. There is a lot to do, 
and there is a cognitive gap between the digital information on 
the screen and the physical reality on the ground where the 
information must be applied. The combination of the speed of 
conveying and absorbing information and the cognitive 
distance involved in its application is like the term "a picture 
is worth a thousand words"[16]. When humans view the 
physical world, they absorb vast amounts of information. The 
information received is almost immediately absorbed. In the 
same way, an object or image overlaid with information about 
the physical world places it in context for human knowledge. 
This can reduce cognitive distance and minimize cognitive 
load. This reason can explain why AR can become a trend and 
is in an important position. There is no better graphical user 
interface than the physical world we see around us when 
enhanced with a digital overlay of relevant data and guidance 
on where and when it is needed. AR eliminates reliance on 2D 
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information that is out of context and difficult to process on 
pages and screens, while enhancing humans' ability to 
understand and apply information in the real world [19]. 

III. RESEARCH METHODS 

The papers used in this study were collected from a 
bibliographic database of Scopus and academic publications, 
such as ERICS, IEEE, Science Direct, Taylor and Francis 
Journal, and Google Scholar. The required articles were those 
published between January 2019 and October 2023. The 
following search keywords resulted in 15,900 papers being 
collected: 

“Augmented” AND “Reality” AND “SDK” 

“AR” AND “SDK”AND “Technology” 

“AR” AND “Framework” AND “Development” 

After selection, there were 235 suitable articles. 

The evaluation used the Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis (PRISMA) method 
with five stages used to conduct a literature review, namely 
defining eligibility criteria, defining information sources, 
selecting literature, collecting data, and selecting data items as 
shown in Fig. 1. Meanwhile, for the presentation of the results 
of the literature review that has been carried out, it can be seen 
in Table I below: 

 

Fig. 1. PRISMA diagram (adapted from Moher et al (2009)). 

IV. ANALYSIS OF FRAMEWORKS AND PLATFORMS 

From the results of a literature study on AR development 
tools to explore the functionality and applications used by AR, 
15 tools were found that can be used to perform analysis and 
testing. The data obtained for the development of AR 
resources is shown in the table below: 

1) ARToolkit: Currently for developing AR applications. 

ARToolkit has the most libraries and the most users. The main 

advantage of ARToolkit is that it is open source, offers other 

supporting features, and allows multi-platform use. Its open-

source nature allows ARToolkit to continue to develop, and its 

advantages in tracking planar targets, geolocation, and several 

other targets can develop along with the needs of AR 

developers [20][21]. 

2) Realitykit: The main advantage of Realitykit is 

rendering realistic photos, creating animations, physics, 

providing camera effects, and more that are created specifically 

for AR frameworks. Realitykit makes AR development easier 

than other tools due to its Native Swift API, ARKit integration, 

spatial audio, highly realistic physics-based rendering, 

animation frameworks and transformations, and spatial audio 

and physics rigid objects, all of which support AR 

development [2]. 

3) Aurasma: Aurasma offers an AR platform for education 

and personal use for free. With support for creating its own 

mobile applications and web-based platforms, it allows AR 

developers to transform objects, images, and places. This 

advantage provides new interactive opportunities using 

graphic, animation, video, audio, text, and 3D content, 

enabling planar target tracking and geolocation, as well as 

tracking via cloud storage in the form of 3D AR [1]. 

4) BlippAR: The main advantage of BlippAR is that users 

can register their own bookmarks and connect with many 

dynamic and interactive visual assets for smartphones. 

BlippAR supports deep learning algorithms with artificial 

intelligence, allows users to use cloud technology to track 
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planar targets, and supports learning of various things that AR 

developers may need [1][2]. 

5) CraftAR: The main advantage of CraftAR is that it has a 

multi-platform SDK, offers mobile applications and a web-

based platform, tracks planar images through the cloud, and 

registers their own bookmarks in various forms such as 3D 

models, images, audio, video, and more [3]. 

6) EasyAR: The main advantage of EasyAR is that it has 

simple and efficient features, is easy to use, and has advanced 

functions that AR developers have long awaited, such as 

dynamic target recognition loading, screen recording functions, 

hard decoding, and more than 1000 types of local target 

recognition. Apart from that, the web-based platform is also an 

advantage because it can make it easy for users to register their 

projects and obtain the necessary licenses. This license is 

useful for testing and releasing user applications and offers 

some planar target tracking functionality [1]. 

7) Kudan: This framework offers an SDK that can be 

exported to various platforms. Additionally, Kudan has 

extensive documentation and practical examples and has a 

support forum for fellow communities. SLAM is also 

available, allowing the tracking of fewer markers [22] [23]. 

8) LayAR: Developers can use many features on LayAR, 

such as adding buttons for social media, web pages, phone 

calls, email, downloading, voting, shopping, and adding 

contacts. The programming language used is Java, with back-

end XML, PHP, MySQL, and others that support the JSON 

format. For use on iOS, the iPhone is LayAR's mainstay for 

integration with specific SDK hardware requirements [2]. 

9) PixLive: Using PixLive allows the use of media such as 

images, 3D models, 360-degree images, audio, and video. 

Developers can also add buttons to social media, web pages, 

and PDF files and use images and text as buttons. To create 

scenes and buttons or timers to navigate between scenes, 

PixLive allows the use of resources for drawing applications 

and the use of geolocated resources [3]. 

10) Vuforia: Vuforia is one of the most popular platforms 

for developing AR. Vuforia provides a web-based environment 

where users can create and manage their bookmarks and obtain 

the necessary licenses. Licenses are required to test and publish 

their applications. Vuforia can also be used to track planar 

targets, geolocation, multiple targets, text, and 3D objects. 

Cloud technology can also be used on Vuforia to store data 

locally on the user's device. Vuforia even enables marker less 

tracking through two technologies, namely extended tracking 

and smart terrain. 

11) Wikitude: The main advantage of Wikitude is the ability 

to track planar markers, 3D objects, geolocation markers, 

multiple targets, and the use of marker less SLAM technology. 

This platform is paid and offers a web-based 3D AR display 

and management platform to mobile users. Bookmarks can be 

created by users and linked to 3D models and other virtual 

elements. 

12) Metaio: A library for creating AR mobile applications. 

Metaio can perform pattern tracking which will then be 

compared with existing references. In Metaio, the AR 

application design has embedded four marker tracking methods 

to carry out the marker recognition process. These methods 

have a threshold in the process of recognizing markers[23]. 

13) D'Fusion: A development platform for building 

Augmented Reality applications that provides tools for creating 

all kinds of immersive augmented reality experiences. The 

platform can also manipulate 3D visuals, combine marker less 

and gesture recognition, and easily set up and deploy complex 

AR. More than 300 parameters in advanced functionality are 

available in this graphical configuration for object recognition 

and beyond [2]. 

14) ARMedia: A platform that can help develop Augmented 

Reality applications effectively and efficiently. This SDK can 

be used to track unique 3D models from simple AR projects to 

very complex ones. The SDK provides recognition tools and 

includes 3D Object, Planar, Location, and Motion Tracking. 

ARmedia is not only able to recognize planar images and 

locations, but also 3D objects regardless of size and geometry. 

The ARMia SDK supports building advanced applications and 

systems that serve across a wide range of application domains. 

ARmedia SDK with any 3D Engine and Writing Environment 

like Unity 3D and Open Scene Graph[1]. 

15) ARCore: ARCore is a platform for building AR that 

focuses on mobile devices. The advantage of ARCore is that it 

can use different APIs; the user's device can observe and 

receive information about its environment and interact with 

that information [20][1]. 

Apart from these 15 tools, there are other tools such as 
ARUco, ZapWorks, Augment, HP Reveal, PTAM, HandyAR, 
ARGON, Amazon Sumerian, Mixare and others. It's just that 
based on the many tools, these 15 tools are the most widely 
used in research that has been done previously. For tracking 
target the main attributes in this classification follow a set of 
criteria that will be used to compare in each SDK. The 
analysed attributes are: 

1) Text recognition: It is used to recognize words and/or 

groups of words for analysis. 

2) Image recognition: It is used to benchmark its planar 

image recognition. 

3) 3D object recognition: It is used to track cylindrical, 

conical, and general 3D real objects as investigated landmarks. 

4) Multi-target recognition: It is used to track multiple 

targets simultaneously for analysis. 

5) Geolocation recognition: It is used to test and verify 

which tools support geolocation targets. 

6) Marker-free recognition: It is used to identify marker-

free AR platforms. 

From the results of previous research, it is known that 
there are several support platforms that support the AR SDK 
including Windows, Linux, OSX, Android, IOS, MAC OS or 
OSX, Smart Glasses and the Web. From the results of the 
study conducted by the researcher, the data shown in Table I 
below was taken: 
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TABLE I. ANALYSIS OF FRAMEWORKS AND PLATFORMS 

Tools 
Extension/ 

Platform 

Text 

Recognition 

Image 

Recognition 
3D Object 

Multi 

Targets 

Geo-

location 

Marker 

less 

ARToolKit 
Windows, Mac OS, Linux, iOS, 
Android, Unity Package, Smart 

Glasses 

x  x   x 

RealityKit App (Android, iOS, Windows, Mac) x  x x x x 

Auras-ma App (Android, iOS) x  x x  x 

Blipp-AR App (Android, iOS) x  x x x x 

CraftAR 
App (Android, iOS), Unity Package, 

Apache Cordova 
x  x x x x 

EasyAR 
Windows, Mac OS, Android, Unity 

Package 
x  x  x x 

Kudan Android, iOS, Unity Package x  x  x x 

LayAR App (Android, iOS e BlackBerry) x  x x x x 

PixLive 
App (Android e iOS), Apache 

Cordova e Google Glass 
x  x x  x 

Vuforia Android, IOS       

Wiki-tude 
App (Android e iOS), Unity 
Package, Cordova, Titanium, 

Xamarin e Smart Glasses. 

x  x    

Metaio Android, iOS, Unity Package x      

D‟Fu-sion 
Windows, iOS, Android, Smart 

Glasses, Unity Package 
x      

AR-Media Android, iOS, Unity Package x      

ARCore Android, iOS, Unity Package x      
 

In general, AR SDK has similar features, but if we look 
deeper, each AR SDK has main differences and makes each 
SDK have specializations that differentiate it from other 
SDKs. For example, there are some SDKs that have 
advantages in tracking, but other SDKs excel in recognizing 
objects. The main feature advantage of all the SDKs studied in 
this research is their tracking system. Tracking can be done in 
various ways and each solution offered has its own advantages 
and disadvantages in the AR experience to be created. There 
are four main geographic characteristics as seen in Fig. 2 
below. 

The explanation of Fig. 2 above is as follows: 

1) Plane tracking is the localization of one or both ny of 

the translational offset (X, Y, Z) with rotational orientation 

(roll, pitch, yaw) in an object with respect to the origin. In AR, 

the point of origin is usually a mobile device with an embedded 

camera and almost all AR SDKs have plane tracking although 

individual results vary. 

2) SLAM typically uses Apple ARKIT and Google 

ARCore as AR SDKs that perform marker less tracking. 

3) A common example of face tracking technology is 

facing tracking with Snapchat AR lenses which uses 

algorithms to accurately track a user's face. Apart from 

tracking faces, this technology can also add digital makeup 

such as eye shadow or lipstick. For game creation, players can 

become avatars. Face tracking AR SDKs include Vuforia, 

DeepAR, and Aurasma. 

4) Object recognition allows the AR system to identify 

objects in the real world. This process is still in development 

but can already display digital information about objects into 

the field of view and penetrate various areas of life such as 

education, manufacturing, construction, and design as well as 

health care. 

 
Fig. 2. AR SDKs and Tracking. 
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V. RESULT DISCUSSION 

Based on a comparative analysis of the features and virtual 
elements available for application development with the AR 
SDK, researcher suggests that the main functions of the AR 
SDK where to be able to offer AR application Editing 

Platform and facilitate software creation without requiring 
knowledge of algorithms. Besides that, it is possible to 
establish some general observations regarding the benefits and 
limitations of the AR SDK in this study as shown in Table II. 

TABLE II. ANALYSIS OF ADVANTAGES AND LIMITATIONS OF AUGMENTED REALITY SDK 

Advantages Limitations 

ARToolKit 

- These tools can create AR applications for iPhone and iPad.  

- ARKit helps developers develop AR applications that can support two 
devices to share the same virtual item thereby making the AR experience 

more engaging. 

- In less accurate tracking even when the camera and markers 

are stationary (It does not support location-based). 
- Free access to AR Library but its development 

documentation is quite limited.  

RealityKit 

- High-performance 3D simulation and rendering experiences. - No Concave Models 

- No Transparency or Opacity 
- No Videos 

- No Shaders 

Aurasma 

- Allows the association of touching actions on the screen, to start and end 
the app and after a determined amount of time. 

- Doesn‟t required the knowledge to implement algorithms. 

- The lack of a control group with which to compare the 
participants fidelity of videos.  

BlippAR 

- No coding skills are required. This tool is free for educational use for the 
next 3 months. 

- Allows detection of markers and entities. 

- Allows for a reasonable amount of graphical rendering and animation. 
- Supports 3D markers for standard shapes. 

- Not support marker less AR, though this will be supported 
soon. 

- Not support real-time shadows for rendering at present; this 

will need to be „faked‟ by the content creator 

CraftAR 

- This SDK is most used by iOS apps in the Magazines & Newspapers 

genre, followed by the Book genre. 

- Doesn‟t required the knowledge to implement algorithms. 

- Expensive and must be updated to recognize more targets 

or produce different behaviour. 

EasyAR 

- EasyAR is an SDK that lives up to its name. The features are simple, easy 

to use, and efficient. The functions of this SDK are quite advanced 

according to the needs of AR developers, including hard decoding, 
dynamic target recognition loading, screen recording functions, and a 

superior function, namely the recognition of more than 1000 local targets. 

- Not free, pricing and payment details are listed on the 

EasyAR SDK product page. A free trial for EasyAR SDK 

Pro is provided. Each application will be given a limited 
time in the trial period. 

Kudan 

- Kudan is faster than other frameworks. This tool helps mobile AR 

applications to map multi-polygon models and import 3D models from 
any of the modelling software packages. 

- For the number of image recognition is not limited and requires less 

memory to store files on the device. 

- This framework manual is brief and requires additional 

information. 
- Limited built-in functionality without direct access to 

OpenGL. 

LayAR 

- Offer interactive interactions to users in the context of a brand. Instead of 

instructing users to download the Screen App, users can bring LayAR 

interactivity directly into the app without needing to code everything 
themselves. 

- SDK screen is NOT free. A 30-day Trial Period to play 

with the SDK before proceeding with purchases. But during 

this trial period users can use the SDK without any 
restrictions. 

PixLive 

- Multi-directional recognition and faster synchronization. 

- Doesn‟t required the knowledge to implement algorithms. 

- Does not provide marker less and offline recognition. 

Vuforia 

- Enable to maintain tracking even when the target is out of view and view 

them from greater distance. 
- Cloud database allows storing thousands of image targets. 

- The downside of the Vuforia SDK for Android is that the 

database is limited; it can only support 100 target images 
and does not feature any utility functions for loading 3D 

models, making it difficult for AR developers to create 

image formats. 

Wikitude 

- AR Content can be programmed using basic HTML5, JavaScript and 

CSS. 

- Enables the use of media such as images, video and 3D models. Allows 
the insertion and edition of text and buttons for social media. 

- Doesn‟t required the knowledge to implement algorithms. 

- The SDK component could be a bit heavy, in terms of size. 

- Tracking of object sometimes was getting reset. 

Metaio 

- Powerful 3D rendering engine with capability load 3D model of .obj 

format. 
- No limit on number of trackable objects depends on device memory. 

- Rendering 3D objects is very difficult using this SDK, and 

it is not easy to carry out developments related to the size 
of the model to be created. 

D‟Fusion 

- To create high-quality 3D content, this SDK makes it easy to create 

several different 3D object formats. 
- Provide encrypted media to prevent privacy or tampering risks. 

- More than 300 parameters in advanced functionality are available to meet 

your needs with this graphical configuration tool for object recognition 
and tracking. 

- Video file supported but audio associated with video can‟t 

be played. 

Armedia 

- Depth camera calibration provided which created more immersive 

experience 

- Doesn‟t support all type of textures for 3D objects. 

ARCore 

- Its advantages are in motion capture, environmental perception, and light 

source perception. 

- Sometimes it is difficult to scan big virtual object. 
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VI. CONCLUSION 

From the results of the analysis and comparison of features 
in the AR SDK and virtual elements that have been carried 
out, the researchers suggest that the main function of the AR 
SDK is that it can be a platform for editing AR applications 
and makes it easy to create AR applications without needing 
to know algorithms or have knowledge of algorithms. The 
main attributes and supporting platforms were also examined 
in this study so that they could provide developers especially 
for the beginners with AR application knowledge. The results 
of this study showed that the main functions of the AR SDK 
were to be able to 1) offer an AR application Editing Platform 
and 2) facilitate software creation without requiring 
knowledge of algorithms. Developers and especially AR 
beginners do not need to write any code for the algorithm. 
These two functions could be in Aurasma, BlippAR, CraftAR, 
LayAR, PixLive, and Wikitude. 

VII. SUGGESTION 

Regarding the future perspective, this paper suggests 
conducting more investigations of the framework, AR 
functionality and features which required in AR development. 
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Abstract—Text summarization is crucial in diverse fields such 

as engineering and healthcare, greatly enhancing time and cost 

efficiency. This study introduces an innovative extractive text 

summarization approach utilizing a Generative Adversarial 

Network (GAN), Transductive Long Short-Term Memory 

(TLSTM), and DistilBERT word embedding. DistilBERT, a 

streamlined BERT variant, offers significant size reduction 

(approximately 40%), while maintaining 97% of language 

comprehension capabilities and achieving a 60% speed increase. 

These benefits are realized through knowledge distillation during 

pre-training. Our methodology uses GANs, consisting of the 

generator and discriminator networks, built primarily using 

TLSTM - an expert at decoding temporal nuances in timeseries 

prediction. For more effective model fitting, transductive 

learning is employed, assigning higher weights to samples nearer 

to the test point. The generator evaluates the probability of each 

sentence for inclusion in the summary, and the discriminator 

critically examines the generated summary. This reciprocal 

relationship fosters a dynamic iterative process, generating top-

tier summaries. To train the discriminator efficiently, a unique 

loss function is proposed, incorporating multiple factors such as 

the generator’s output, actual document summaries, and 

artificially created summaries. This strategy motivates the 

generator to experiment with diverse sentence combinations, 

generating summaries that meet high-quality and coherence 

standards. Our model’s effectiveness was tested on the widely 

accepted CNN/Daily Mail dataset, a benchmark for 

summarization tasks. According to the ROUGE metric, our 

experiments demonstrate that our model outperforms existing 

models in terms of summarization quality and efficiency. 

Keywords—Extractive text summarization; generative 

adversarial network; transductive learning; long short-term 

memory; DistilBERT 

I. INTRODUCTION  

In the digital era, there is an overwhelming amount of 
online information. Manually extracting insights from this vast 
data is challenging. Automatic Text Summarization (ATS) is a 
solution that extracts essential details efficiently. 
Summarization involves creating a concise version of text from 
one or multiple sources, capturing the main information for 
specific users or purposes [1]. 

There is a plethora of approaches for extractive 
summarization. Some lean on machine learning techniques 
such as support vector machines [2] and clustering [3], 
optimization algorithms [4-7], while others adopt graph-based 
strategies [8], where sentences are portrayed as graphs, the 

nodes represent words, and edges signify the relationship 
between those words. As deep learning evolves, it is becoming 
more dominant in natural language processing, overshadowing 
conventional machine learning techniques. Thanks to its 
complex architecture, deep learning autonomously discerns 
word, sentence, or document attributes. However, even with 
numerous deep learning-driven summarization techniques, 
many grapple with extractive summarization intricacies. 
Crucial aspects of summarization, like sentence evaluation and 
choice, often present hurdles. Many existing methods tend to 
be overly selective, meaning after picking a valuable sentence, 
they might overlook its relevance in subsequent selections, 
reducing the overall efficacy of the summary. 

Generative Adversarial Networks (GANs) are advanced 
machine learning tools that consist of a generator and a 
discriminator. The generator strives to create lifelike outcomes, 
such as images or text. In contrast, the discriminator tries to 
discern between genuine and fabricated content [9]. GANs 
hold potential for optimizing sentence selection in extractive 
text summarization. When generating a summary, they 
evaluate the entirety of the document, giving the generator a 
holistic grasp. Such understanding helps the generator pick 
subsequent sentences more judiciously, recalling previously 
identified important sentences and ensuring better summary 
quality. Adversarial Training significantly boosts the GANs' 
capability to address the issue of biased sentence selection. The 
discriminator offers critical insights into the generator about 
the cohesiveness and quality of the formed summary, allowing 
the generator to refine its methods. This results in selecting 
impactful sentences that also harmonize with earlier pivotal 
sentences. Thanks to adversarial training, GANs adeptly 
address the risk of omitting key sentences, delivering more 
unified summaries. 

LSTM has been fundamental in numerous sequence-
oriented tasks, such as video categorization, machine 
interpretation, and text summarization [10, 11]. However, 
standard LSTMs, rooted in inductive learning, shape a 
universal model from all training datasets. This can sometimes 
neglect nuances within the data, potentially hampering the 
adaptability of the model. TLSTM introduces a solution by 
incorporating a transductive learning method. This approach 
emphasizes performance improvement around novel data 
points, accentuating localized nuances. In the structure of 
TLSTM, this is accomplished through a tailored weighting 
system, adjusting weights concerning their closeness to the 
assessment data. Closest data points to the test get a higher 
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weightage, ensuring optimal performance in those areas. By 
combining the strengths of LSTM with the adaptability of 
transductive learning, TLSTM offers a more tailored time-
series prediction method. It captures long-term dependencies 
while addressing overlooked data nuances, making it suitable 
for intricate time-series challenges [12]. 

The BERT model in [13] is a notable NLP tool with many 
parameters. Larger models, while effective, increase 
computational and environmental costs. DistilBERT [14], a 
streamlined transformer model, is a distilled version of BERT. 
It functions 60% swifter and requires 40% less parameters 
compared to BERT, as evidenced in the GLUE benchmark. In 
comparison with predecessors like BERT and RoBERTa [15], 
DistilBERT is a more streamlined variant. 

The paper presents an extractive summarizer, founded on 
DistilBERT word embedding, GAN, and attention mechanism-
based TLSTM. GANs are made up of two generator and 
discriminator components that compete in a process. In this 
context, the generator’s goal is to rate each sentence of the 
document, while the goal of the discriminator is to distinguish 
the real from the fake summary, which enhances the 
performance of the generator. In a non-greedy way, the 
generator determines the possibility of the presence of 
sentences in summary at once. The contributions of this article 
are as follows: 

 Using GAN for summarization, the generator improves 
based on feedback from the discriminator, incorporating 
both real and fake summaries.  

 We use TLSTM to design the generator and 
discriminator, enhancing accuracy in text 
summarization.  

 By introducing varied noise levels during training and 
testing, we produce diverse summaries, with a voting 
system determining the final summary. 

 Our proposed model utilizes DistilBERT word 
embedding to automatically learn and extract complex 
and meaningful text representations from the input data. 

The remainder of the paper is structured as following. 
Section II covers some related works, while Section III 
introduces our proposed text summarization method. Section 
IV presents experimental results, and Section V concludes the 
paper. 

II. RELATED WORKS 

Abstractive summarization methods, a notable strategy in 
NLP, aim to produce summaries that don't merely pick and 
reorganize existing sentences or phrases [16]. These techniques 
endeavor to grasp the essence of the text and formulate new, 
succinct, and cohesive statements that reflect the main ideas of 
the original content [17]. Abstractive summarization seeks to 
produce summaries with a human-like touch, capturing the 
heart of the source material without restricting itself to direct 
extractions. By discerning the core semantics, connections, and 
subtleties of the document, abstractive methods can potentially 
craft summaries that are richer, more concise, and linguistically 
smooth. To realize this, such techniques frequently utilize 

advanced tools like neural networks and natural language 
generation models [18, 19]. These models employ methods 
such as sequence-to-sequence frameworks, attention systems, 
and reinforcement learning to craft summaries that hold 
semantic significance and flow smoothly. By grasping the 
underlying context and essence of the text, abstractive 
summarization models can reword and restructure the original 
material, introducing fresh phrases, reshaping statements, and 
even creating unique expressions to highlight the primary 
details. This capability to transcend basic extraction allows 
abstractive summarization to deliver shorter summaries that 
still encapsulate the primary intent of the original text. Yet, this 
approach comes with its set of challenges. The crafted 
summaries must walk the fine line of being brief yet 
informative, ensuring logical flow and upholding the 
truthfulness of the source. Moreover, abstractive techniques 
often demand vast training data and intricate models to 
effectively decipher the subtleties and variances in natural 
language [20]. 

Numerous extractive summarization methods, spanning 
graph-based to deep learning techniques, have been explored 
[21, 22]. LeClair et al. [23] delved into code summarization 
advancements via Graph Neural Network (GNN) application, 
enhancing summary insightfulness. Zhong et al. [24] derived 
word features from documents and then determined sentence 
scores based on word scores. Yousefi et al. [25] scored 
sentences using the cosine similarity between them and their 
topics. Cao et al. [26] employed recurrent neural networks for 
sentence ranking, treating sentences as trees with words as 
leaves, and deriving sentence scores from a non-linear 
procedure. Rosca et al. [27] utilized reinforcement learning for 
summary creation, where sentence coherence was the reward. 
The policy was crafted as a multilayer perceptron assigning 
scores to sentences. Abdi et al. [28] showcased a deep learning 
methodology for creating opinion-focused multi-document 
summaries. This involved components like sentiment analysis 
embedding space (SAS), text summarization embedding spaces 
(TSS), and an opinion summarizer module (OSM) [29]. The 
SAS uses an RNN with LSTM to capture sequential data, and 
the TSS applies linguistic knowledge for improved word 
embeddings. Fitrianah and Jauhari [30] employed LSTM and 
GRU models in their approach for ETS summarization, 
leveraging feature engineering techniques. Hin et al. [31] 
presented LineVD, a deep learning model that identifies 
vulnerabilities using a Graph Neural Network (GNN) and 
notably omits vulnerability status in its analysis. Nallapati et al. 
[32] introduced Summarunner, an RNN-based model, where 
two RNN layers embed words and sentences, followed by 
logistic regression for sentence classification. Kobayashi et al. 
[33] proposed a method centered on embeddings and 
document-level similarities, representing words through 
embeddings, treating sentences as word collections, and 
documents as sentence collections. Chen et al. [34] introduced 
a deep reinforcement learning technique and an encoder-
extractor framework for single-document summarization, 
extracting sentences post key feature selection [35]. Mikael et 
al. [36] leveraged continuous vector representations in RNN 
and achieved top results on the Opinosis dataset. Yin et al. [37] 
devised a unique sentence selection strategy ensuring a balance 
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between sentence significance and diversity after developing 
an unsupervised CNN for phrase representation learning. 

In recent times, there has been a transformative shift in the 
realm of natural language processing, largely attributed to 
BERT. BERT, a model based on the transformer architecture, 
has brought about a significant evolution in the domain of NLP 
by introducing contextual comprehension of words and 
sentences. In contrast to prior models that processed sentences 
in a linear manner, BERT takes into account both antecedent 
and subsequent words, thereby capturing a deeper insight into 
contextual interdependencies present within the text. This 
bidirectional approach empowers BERT to construct word 
representations that carry more profound significance, 
accurately reflecting their contextual applications. The 
integration of BERT has yielded notable enhancements across 
diverse NLP tasks, encompassing aspects such as text 
classification, identification of named entities, evaluation of 
sentiment, and particularly, condensing texts. By incorporating 
BERT into frameworks for text summarization, researchers 
have achieved summaries that are not only more precise but 
also informed by the context. BERT's proficiency in grasping 
linguistic intricacies and generating comprehensive portrayals 
has led to a paradigm shift in the way we handle and 
comprehend natural languages. This has, in turn, paved the 
way for the development of more intricate and efficient NLP 
applications. As influence of the BERT model continues to 
stimulate progress in language modeling and comprehension, it 
carries immense potential for further reshaping the landscape 
of natural language processing. Koto et al. [38] introduced 
techniques for probing discourse at the document level, which 
were utilized to detect connections between documents and 
appraise the performance of pre-trained language models. They 
employed BERT, BART, and RoBERTa as model choices to 
assess the outcomes derived from their assessment. In a 
separate study, Abdel-Salam and Rafea [39] conducted an 
evaluation of diverse variations of BERT-based models 
intended for text summarization. They introduced an 
unsupervised strategy for creating summaries from multiple 
documents, leveraging the transfer learning capabilities of the 
BERT sentence embedding model. The researchers adjusted 
the BERT model through supervised intermediate tasks 
extracted from GLUE benchmark datasets. This adjustment 
included the use of both single-task and multi-task fine-tuning 
methodologies to enhance the learning of sentence 
representations. In a different context, Srikanth et al. [40] 
harnessed the potential of the BERT model to produce 
extractive summaries through the clustering of sentence 
embeddings using K-means clustering. Alongside this, they 
introduced a dynamic approach to ascertain the suitable 
quantity of sentences to be chosen from the clusters. 

A considerable portion of prior deep learning methods face 
a constraint during sentence selection. They often exhibit an 
inclination to excessively prioritize the selection of the 
sentence with the highest score, neglecting its pertinence 
within the context of subsequent sentence selection. As a 
result, this methodology contributes to a reduction in the 
overall excellence of the produced summary. 

III. THE PROPOSED METHOD 

To tackle our research challenge, we have combined the 
strengths of DistilBERT for word embeddings and TLSTM for 
analyzing temporal data. 

DistilBERT, a streamlined variant of BERT, excels in 
converting words into pertinent vectors. It mirrors BERT's 
bidirectional transformer architecture but is more efficient due 
to fewer layers, resulting in quicker computations. Notably, its 
training employs dynamic rather than static masking. 

TLSTM excels at handling sequential data by grasping both 
short and long-term patterns. Its unique gating mechanism 
modulates data retention and recall over time. 

We have also harnessed GANs for text summarization to 
boost extractive techniques and combat issues like greediness. 
Our GAN setup includes a generator, which creates synthetic 
data, and a discriminator that distinguishes between authentic 
and fabricated content. We've further enhanced our model by 
conditioning it on sentence features, allowing more accurate 
and relevant outputs. Integrating noise into the document 
representation lets our generator craft varied but consistently 
high-quality summaries. 

In the following, the details of each component are 
explained. 

A. DistilBERT-based word Embedding 

The objective of word embedding is to transform words 
into vectors for utilization in deep learning algorithms. Word 
embedding has demonstrated its credibility in generating 
reliable vectors for words, drawing from the surrounding 
context. Diverse methodologies for word embedding have been 
introduced, each designed to produce substantial 
representations suitable for deep models. These approaches 
encompass Skip-gram [41] and matrix factorization techniques 
such as GloVe [42]. 

BERT stands as a profound bidirectional language model, 
capable of furnishing contextual portrayals. It is frequently 
subjected to fine-tuning through a hefty neural network layer 
tailored to various classification undertakings. Its training data 
encompasses extensive datasets such as Wikipedia. The initial, 
broadly applicable significance acquired during pre-training 
can be effectively harnessed to capture context- or issue-
specific nuances through the process of fine-tuning, also 
readying it for classification purposes. BERT adopts a 
bidirectional transformer architecture, wherein representations 
are concurrently influenced by both preceding and subsequent 
context, spanning all tiers. This distinctive characteristic 
distinguishes BERT from models like GloVe and Word2Vec, 
which offer embeddings in a singular direction that disregards 
the contextual intricacies. 

DistilBERT integrates the concept of information 
distillation, wherein a condensed system, the student, learns 
from a more expansive system's patterns, labeled as the 
teacher. The student system's learning curve is shaped by a 
specific loss criterion, reflecting the teacher's probability 
benchmarks: 

    ∑               (1) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

64 | P a g e  

www.ijacsa.thesai.org 

Here,    and    represent the probabilities obtained from the 
teacher and student techniques, respectively. DistilBERT 
employs a structure akin to that of BERT, yet with fewer 
layers. DistilBERT exhibits a 40% reduction in width, operates 
with 60% enhanced speed, while still retaining 97% of the 
performance capabilities inherent to BERT. The core aim of 
the distillation process lies in approximating the 
comprehensive output distributions of BERT by means of a 
more condensed model, exemplified by DistilBERT. 
Consequently, the quantity of layers within the BERT 
architecture has been curtailed from 12 to 6. The pre-trained 
model encompasses a total of 66 million parameters, a 
comparison to the 110 million presents in the BERT model. 
Notably, DistilBERT's training duration amounts to 3.5 GPU 
days (using 8 × V100), in contrast to BERT's 12 GPU days 
(also with 8 × V100). DistilBERT, much like BERT, 
undergoes training using a dataset of 16 GB sourced from 
English Wikipedia, specifically the Toronto books corpus. 
During the training process of DistilBERT, a substantial batch 
size is employed in conjunction with gradient accumulation. 
This methodology entails the local amalgamation of gradients 
from multiple mini-batches prior to the modification of 
trainable parameters in each phase. Additionally, the training 
regimen of DistilBERT does not incorporate objectives such as 
next-sentence prediction and segment embedding learning, 
which are observed in BERT training. Moreover, the dynamic 
masking technique employed during inference replaces the 
static masking mechanism used in the BERT model.  

B. TLSTM 

LSTM has risen in prominence as a widely embraced and 
potent method applied to sequence data across diverse 
domains. Its inherent aptitude to apprehend extended temporal 
relationships and manage sequential information renders it 
exceptionally fitting for tasks involving time series analysis 
and prognosis [43]. An eminent virtue of LSTM lies in its 
capacity to unravel intricate temporal structures and seize the 
fluid dynamics of systems that undergo time-driven 
fluctuations. By dissecting the inherent motifs and inclinations 
embedded within the data, LSTM architectures can unveil 
nuanced interconnections that may not be readily discerned 
using established statistical or machine learning 
methodologies. 

LSTM networks possess the capability to grapple with 
input sequences of varying lengths, thereby endowing them 
with adaptability for scenarios involving sequence data 
wherein the historical data's length may fluctuate across 
instances [44]. This adaptative trait proves invaluable when 
confronted with diverse systems or equipment beset with 
differing operational states or maintenance schedules. 
Furthermore, LSTM's prowess in dealing with both brief and 
extensive dependencies within sequence data sets it apart. 
Traditional methods like autoregressive models or moving 
average approaches might falter in capturing prolonged trends 
or subtle intricacies concealed within the data fabric [45]. In 
contrast, LSTM's memory cells empower it to retain 
information over extended intervals, thereby empowering the 
model to apprehend dependencies spanning multiple time 
increments [46, 47]. 

The groundbreaking concept of LSTM was originally 
developed by Hochreiter and Schmidhuber [48]. From its 
genesis, an array of methods aimed at enhancing its 
performance have been introduced [49]. In this research, we 
put into practice the well-accepted architecture advanced by 
Gers et al. [50], a blueprint that has been leveraged in a 
multitude of academic endeavors, including [51, 52]. The 
LSTM mechanism revolves around a gating system which 
regulates how information is retained over time, skillfully 
overseeing how long it is stored and determining the 
appropriate moment for its access through the memory cell. 
This paper places particular emphasis on the scrutiny of the 
LSTM cell, as expounded in Graves' work [51]. LSTM 
employs three gates to optimize information processing. Let   , 
  ,   ,   , and    symbolize the input gate, forget gate, output 
gate, memory cell, and hidden state at the sequence time  , 
respectively. When    represents the system's input at the same 
time, the architecture of the LSTM cell can be described as 
follows [51, 53]: 

                                   (2) 

    (                           ) (3) 

                                      (4) 

                                 (5) 

                (6) 

The sigmoid function, σ(.), acts as an activation 
function. The logistic sigmoid and hyperbolic tangent 
are applied element-wise. Weight matrices,     and    , 
are linked to the input, forget, output gates, and memory cell. 
The number of neurons in these gates is preset, with Eq. (2) to 
Eq. (6) affecting each neuron separately. If   represents the 
neuron count, then                 are in     . In 
discussing the LSTM model, we use       and       for 
weights and biases. The LSTM equations are presented as 
follows: 

{
                               
                             

 (7) 

Considering Eq. (2) through (6), we derive      and     . 
Assuming      represents an unseen series, the state space 
depiction of the T-LSTM is expressed as: 

{
                                         

                                       
 (8) 

In Eq. (8), the model structure markedly deviates from what 
is outlined in Eq. (7). While in Eq. (7) the model parameters 
remain stable irrespective of the evaluation point, in Eq. (8) 
they are molded by the feature vector of that specific 
evaluation point. The subscript η is introduced to underscore 
the variation in model parameters resulting from the inclusion 
of data point z(η). It is imperative to underscore that the 
evaluation label is presumed to be undisclosed. Throughout the 
training phase, the primary purpose of the evaluation point is to 
ascertain the relevance of training data points by examining the 
affinity between their feature vectors and the vector of the 
evaluation point. 
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C. Model 

In this research, we use adversarial generating networks for 
extractive summarization. We employ this network to improve 
the problems of previous methods, including greed. We will 
first have a description of this network, and then the proposed 
model is presented. 

Generative adversarial networks (GANs) were first 
proposed by Goodfellow et al. [54]. These networks consist of 
two separate networks that are similarly trained: the generator 

and discriminator networks. The purpose of the generator is to 
produce data such as images, text, etc., which are structurally 
similar to real data but are fake. On the other hand, the task of 
the discriminator network is to strengthen the generator. 

These two networks play a two-player min-max game with 
a value function        as follows: 

                           [   (    )]+  

                          (9) 

 

Fig. 1. Generator architecture. 

 

Fig. 2. Discriminator architecture. 
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Where x and z are input data and noise, respectively.   and 
  mean the generator and discriminator, respectively.          
and       represent the input data distribution and the noise 
distribution, respectively. E is mathematical expectation. 

Generative adversarial networks can be extended to a 
conditional model If condition y is added to the generator and 
discriminator input. The value function, in this case, changes as 
follows: 

                                    |    +  

                     |       (10) 

The proposed generator and discriminator model are shown 
in Fig. 1 and Fig. 2, respectively. We use sentence features as a 
condition in the generator and discriminator. Let     

{           } represents the document, where the        is 
the extracted features of the  -th sentence.   is the length of 
document  , which is equal to the number of restricted 
sentences in each document. The attention mechanism 
calculates the representation vector of the document in the 
generator and the discriminator according to the following 
equations: 

   ∑   
 
     ⃖   ⃗    (11) 

   ∑   
 
     ⃖   ⃗    (12) 

where,   ⃖      ,  ⃖      ,  ⃖      ,  ⃗       are the 
output of step   in BLSTM.     and    are the coefficients of 
attention for the  -th sentence in the generator and the 
discriminator, respectively, which are formulated as follows: 

        
   

∑     
   

  (13) 

   
   

∑     
   

  (14) 

            ⃖   ⃗        (15) 

            ⃖   ⃗        (16) 

where,                   ,            
, and        are 

the parameters of the attention mechanism for documents. 

In Fig. 1, the document's representation vector is linked 
with the noise vector, entering a feed-forward neural network. 
The final layer of this network computes the likelihood of each 
sentence's presence. The introduction of noise prompts the 
generator to generate diverse outputs. Each document 
undergoes multiple iterations of summarization by the 
generator, with varied noises, leading to distinct outputs. The 
generator aims to create varied yet similarly high-quality 
summaries for each document. This process empowers the 
generator to identify diverse sentence combinations suitable for 
crafting the summary. Consequently, sentences that might lack 
individual significance for the summary can contribute to a 
quality summary when positioned alongside other sentences. 

Within the discriminator network, the probability vector of 
sentences interfaces with the document's representation vector 

(see Fig. 2). In this context, the probability vector of sentences 
represents the count of sentences within a document, and each 
element assumes a value of either zero or one. 

1) Real summary: In a typical GAN framework, the 

output of the generator functions as synthetic data for training 

the discriminator. Moreover, an authentic target is garnered 

for each individual sample. In this study, to acquaint the 

discriminator with quality summaries, more than one summary 

is drawn from each document, displaying similar levels of 

quality. Simultaneously, several summaries of inferior quality 

are generated for each document. Given that actual summaries 

are text and unsuitable as target data, a method is required to 

represent the presence or absence of each sentence in a 

summary as a numerical value. To serve this purpose, a vector 

with N elements is designated for every document, where N 

signifies the sentence count. Each element of this vector holds 

a value of either zero or one, with a value of one indicating the 

inclusion of the sentence in the summary. This vector is 

constructed employing a greedy approach as delineated in Fig. 

3. Initially, a vector of length N with M ones is generated, 

where M corresponds to the sentences within the summary. 

The ones are distributed randomly throughout the vector. 

Sentences associated with a value of one are then 

concatenated within this vector to compose a summary, and 

the quality is assessed using the ROUGE metric. 

Subsequently, a one is selected at random and transformed 
into zero, while a randomly selected zero is converted to one. 
The ROUGE score is recalculated, and if it surpasses the prior 
value, the alteration is retained. This sequence is reiterated     
times, culminating in the selection of the most favorable vector 
throughout the process, which is then designated as the 
outcome. It is important to note that for the generation of any 
genuine target, the algorithm must be restarted from the 
beginning. The procedure for devising a synthetic target 
closely mirrors that of a real target, with the exception that if 
the ROUGE score is lower, the vector supersedes the previous 
one. The length of all documents is confined to N sentences, 
with longer documents being truncated to N sentences and 
shorter ones being padded with zeros. 

2) Loss function: The Loss function is calculated based on 

the discriminator output for the generator as follows: 

                [        
*   (   (   |   ))+]   (17) 

where, Dataset is a set of documents, yi is features of 
sentences in document i, and E is the mathematical 
expectation. The Loss function for the discriminator is 
computed based on the generator output, real and fake 
summaries as follows: 

                           
            |   |       

          
[   (     |   )]           

        |      (18) 
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Fig. 3. Generate a real summary for the document. 

where,        and       
 show the distribution of real and 

fake summaries for the document i. Eq. (18) forces the 
discriminator to learn a set of high-quality and low-quality 
summaries. On the other hand, be sensitive to the summaries 
produced by the generator and force the generator to produce a 
high-quality summary. 

IV. EMPIRICAL EVALUATION 

A. Dataset 

For our assessments, we employ a familiar dataset known 
as CNN/Daily Mail. This dataset amalgamates two distinct 
datasets devised for comprehension, extractive, and abstractive 
tasks, and it has garnered notable attention from researchers in 

the domain of automated summarization in recent years. The 
CNN/Daily Mail dataset is comprised of 287,226 documents 
earmarked for training, 13,368 for validation, and 11,490 for 
testing. Within the training data, the average document 
encompasses approximately 28 sentences. On average, each 
document's reference summary spans 3 to 4 sentences, and the 
mean word count per document in the training dataset is 
approximately 802 words [34]. You can delve into additional 
particulars outlined in Table I. This dataset exists in two 
versions: the first version features the replacement of all 
entities with specific words, while the second version retains 
the original data. For our model, we choose to adopt the second 
version of the dataset. 
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TABLE I. STATISTICS OF THE CNN / DAILY MAIL DATASET 

 Train Validation Test 

Pairs of data 287,113 13,368 11,490 

Article length 749 769 778 

Summary Length 55 61 58 

TABLE II. THE PARAMETERS OF THE MODEL 

Parameter value 

batch size 128 

embedding dim 60 

max sentence length 100 

real summary per document 40 

fake summary per document 40 

activation fun (tlstm & dense) relu 

dense hidden layer 8 

B. Detail of Model 

For the execution of this study, the Python programming 
language and the PyTorch library have been harnessed for 
implementation purposes. The Jupyter environment has been 
employed as the platform to execute project codes. 
Additionally, the NLTK library, an instrumental component, 
has been utilized. This particular library furnishes an 
assortment of classes and methods dedicated to processing 
natural language within the Python context. Its capabilities 
span a broad spectrum of natural language processing tasks. 

The model architecture incorporates a dual-layer 
bidirectional TLSTM structure. Within generative adversarial 
networks, the discriminator tends to converge at a quicker rate 
than the generator, often impeding the generator's convergence. 
In light of this, we have designed a training strategy wherein 
the discriminator is trained once for every 15 iterations of 
generator training. Moreover, due to the interconnection of 
vectors within the two networks, we implement batch 
normalization prior to data entry into the feed-forward neural 
network. The parameter values are detailed in Table II. 

C. Metrics 

We employ the ROUGE (Recall-Oriented Understudy for 
Gisting Evaluation) package [55] as an evaluation metric in our 
experiments. This metric calculates the similarity between the 
generated summary and the reference summary by counting the 
number of common units. Rouge-n recall between an extracted 
summary and a reference summary is calculated as follows: 

Rouge-   
∑ ∑                                          

∑ ∑                                     
 (19) 

where,   stands for the length of n-ngram, 
                   is the maximum number of n- gram co-
occurring in the extracted summary and the reference 
summary. Rouge-1 and Rouge-2 are special cases of Rouge-n 
in which n = 1 or n = 2. R-L calculates the length of the longest 
common subsequence between the reference summary and the 
extracted summary. Based on previous works, Rouge-1(R-1), 
Rouge-2(R-2) and, Rouge-L(R-L) are most widely used in 
summarization. For this reason, we use these three metrics in 
all our experiments. 

D. Experimental Results 

In the execution of our project, we utilized a Windows 
operating system that runs on 64-bits, accompanied by 64 GB 
of RAM and an integrated GPU. For the CNN/Daily Mail 
dataset, the optimal model emerged after running through 50 
epochs. Remarkably, the entirety of our training duration 
spanned a mere four hours. 

Our innovative approach was subjected to a comparative 
analysis against various methodologies. These included three 
methodologies rooted in graph algorithms: BGSumm [56], 
TextRank [57], and EdgeSumm [8]. Additionally, we 
compared against seven methodologies anchored in deep 
learning paradigms: SummaRunner [32], RENS with 
Coherence [58], SHANN [59], HSSAS [60], T5 [61], BART 
[62], and DeepSumm [63]. Lastly, a foundational model, 
TLSTM, was part of our comparison. It's noteworthy to 
mention that the TLSTM model is exclusively reliant on the 
generator component we devised. To visualize the assessment 
results for our system using the CNN/Daily Mail dataset, 
please refer to Table III. 

TABLE III. NUMERICAL COMPARISON OF THE PROPOSED METHOD AND OTHER METHODS ON THE CNN / DAILY MAIL DATASET 

Model R-1 R-2 R-L 

BGSumm 33.20 12.50 31.74 

TextRank 32.16 11.10 29.21 

EdgeSumm 34.26 13.10 32.90 

DeepSumm 42.91 18.18 37.95 

SummaRunner 39.65 16.26 35.39 

RENS with Coherence 41.29 18.90 37.79 

SHA-NN 35.46 14.74 33.26 

HSSAS 42.32 17.81 37.65 

T5 42.48 18.08 37.77 

BART 36.51 15.14 31.26 

TLSTM 26.46 8.48 6.25 

Proposed 44.51 18.46 38.90 

https://www.sciencedirect.com/science/article/pii/S0957417422015391
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Fig. 4. Results of the proposed model for different noises on the CNN / Daily Mail dataset. 

Drawing insights from the graph-centric models, the 
EdgeSumm model conspicuously outperformed its peers, 
inclusive of BGSumm, across all evaluated benchmarks. To 
quantify, EdgeSumm decreased errors by magnitudes of more 
than 33%, 32%, and 30% for the three primary metrics: R-1, R-
2, and R-L, respectively. Intriguingly, even though BGSumm 
demonstrated its efficiency on a medical dataset, it couldn't 
replicate its performance for the CNN/Daily Mail dataset. 
Surpassing even the robust EdgeSumm model, our pioneering 
model showcased error enhancement rates of approximately 
24.29%, 24.30%, and 25.41%. As many would anticipate, 
models anchored in deep learning exhibited greater efficacy 
than those rooted in graph algorithms. The RENS with 
Coherence approach, despite its integration of sentence 
coherence, didn't match the precision of our model. Among the 
pantheon of deep learning models, DeepSumm emerged as the 
frontrunner. However, even DeepSumm lagged behind our 
proposed model, registering weaker performance metrics of 
25.28%, 25.39%, and 26.47%. 

1) Explore noise: We undertook additional experimental 

trials to ascertain the impact of varying noise intensities on the 

generator's functionality. In these trials, we introduced noise 

of diverse magnitudes to the generator to observe its effect. 

The outcomes, specifically for metrics R-1, R-2, and R-L 

pertaining to the CNN/Daily Mail dataset, are graphically 

presented in Fig. 4. A noteworthy observation was that 

elevating the noise level to 60 improved the aforementioned 

metrics: R-1, R-2, and R-L. However, a declining trend in 

performance was evident when the noise level ranged between 

60 and 100. From our analysis of this dataset, it appears that 

the optimal noise magnitude stands at 60. It is evident from 

the findings that the generator's efficiency is enhanced when 

noise is incorporated, with our proposed model displaying 

superior results in the presence of noise. 

2) Word embedding: Word representations play a pivotal 

role in the realm of deep learning models. This is primarily 

because these models interpret input data as vectors; therefore, 

if there is any discrepancy or error in the embedding process, 

it could potentially misguide the model. In this research, we 

have employed the DistilBERT model for word embeddings, 

which is considered one of the latest advancements in this 

domain. 

TABLE IV. RESULTS OF DIFFERENT WORD EMBEDDINGS ON THE MODEL 

Model R-1 R-2 R-L 

One-Hot encoding 23.45 8.11 27.80 

CBOW 35.86 12.01 30.80 

Skip-gram 36.04 12.14 31.11 

GloVe 39.30 15.26 35.39 

FastText 40.14 16.98 36.89 

BERT 43.40 17.33 37.44 

DistilBERT 44.51 18.46 38.90 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

70 | P a g e  

www.ijacsa.thesai.org 

To rigorously assess the efficacy of various word 
embedding techniques in tandem with our model, we 
introduced five different embeddings for our evaluation: One-
Hot encoding, CBOW, Skip-gram, GloVe, FastText, and the 
original BERT model [45]: 

 One-Hot Encoding: This basic yet foundational 
technique is essential for translating categorical 
variables into a format that can be fed into deep 
learning models, thereby optimizing prediction and 
classification outcomes. The essence of this approach 
lies in representing each unique category with a distinct 
binary code, ensuring only one bit is "hot" or set to '1' 
for every class representation. 

 CBOW and Skip-gram: These are sophisticated models 
that employ neural networks to associate words with 
their respective embedding vectors. Their operational 
methodologies might differ, but they share a common 
goal. 

 GloVe: This unsupervised learning model taps into the 
aggregated co-occurrence data of global word pairs 
from a given corpus, providing a distinctive 
representation for words. 

 FastText: Pioneering an evolution of the Skip-gram 
model, FastText takes a novel approach by encoding 
words as letter n-grams rather than representing them as 
unique vectors. 

For a comprehensive understanding of our results, one 
should consult Table IV. It was anticipated, and the results 

confirmed, that One-Hot encoding lagged behind other 
embeddings, registering suboptimal performance. The 
improvement metrics for our proposed model using this 
method were approximately 62.70% (R-1), 9% (R-2), and 18% 
(R-L). Intriguingly, CBOW and Skip-gram, given their 
analogous architecture, exhibited similar performances, with 
both overshadowing the GloVe embedding. Among the lot, the 
BERT model emerged as the most competent word embedding 
technique. However, its effectiveness diminished slightly when 
juxtaposed with the DistilBERT model. In comparison to 
BERT, DistilBERT demonstrated a reduction in errors by 11% 
(R-1), 10% (R-2), and 19% (R-L). 

The real summary is, “A Canadian doctor says she was part 
of a team examining Harry Burkhart in 2010, Diagnosis: 
autism, severe anxiety, post-traumatic stress disorder and 
depression, Burkhart is also suspected in a German arson 
probe, officials say, Prosecutors believe the German national 
set a string of fires in Los Angeles”. 

3) Examples: Using a practical illustration of the 

generator's functionality, we've provided three sentences from 

a document within the CNN/Daily Mail dataset. These 

sentences, as extracted by the generator, can be viewed 

alongside their corresponding reference summary in Fig. 5. 

Upon inspection, it is evident that sentences sharing a greater 

number of words with the reference summary tend to receive 

elevated scores. This showcases the generator's ability to 

prioritize and assign higher scores to sentences that align more 

closely with the central themes or keywords present in the 

reference summary. 

 

Fig. 5. Three sentences extracted by the generator for the CNN / Daily mail dataset. 
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Fig. 6. Comparative diagram of error dynamics. 

4) Discussion: This paper unveiled a groundbreaking 

approach to extractive text summarization, blending a 

multitude of advanced techniques. Our introduced 

methodology synergizes the power of a GAN-centric 

framework, the precision of DistilBERT word embeddings, 

and the adaptability of TLSTM. Central to efficacious 

summarization is the interplay between two components 

within the GAN architecture: the generator and the 

discriminator. The generator's primary task is to gauge the 

significance of each sentence in a prospective summary. In 

contrast, the discriminator's role is to critique and ascertain the 

caliber of the summaries generated. Such a dynamic within the 

GAN structure empowers the generator, encouraging it to sift 

through an array of sentence permutations. As a result, this 

culminates in the creation of summaries that are both concise 

and of superior quality. Adding another layer of sophistication 

is TLSTM, which harnesses the power of transductive 

learning. Transductive learning is distinctive in its approach, 

as it assigns augmented weights to data samples that are 

proximate to a specific test point. This ensures that the most 

relevant and closely aligned data samples exert greater 

influence, optimizing the summarization process. 

Fig. 6 presents error diagrams for both the generator and 
discriminator in a GAN across various epochs. Initially, the 
generator's error is markedly higher at 0.789, revealing its 
challenges in generating samples mimicking the true data 
distribution. Yet, as training progresses, the error of the 
generator exhibits a clear decreasing trend. This suggests the 
generator is progressively getting better at simulating genuine 
data, capturing intricate patterns within the dataset. 
Simultaneously, the discriminator, starting with a slightly 
lower error of 0.8, undergoes its own evolution. Its role is to 
differentiate between real and synthetic data.  Over the epochs, 
its error also reduces, though not as sharply as the generator.  
This indicates that even as the discriminator becomes more 
skillful, the generator is advancing at a slightly faster pace, 
producing ever more convincing samples. The interplay 
between these adversarial elements is crucial to the 

convergence of the GAN. A diminishing error for both entities 
across epochs implies a harmonious convergence in the GAN 
training. The generator refines its outputs, drawing them closer 
to real samples, while the discriminator sharpens its evaluative 
abilities. This consistent drop in error highlights the stability 
and continuous advancement of the GAN in training. The 
model aptly leverages the adversarial dynamic between its 
components to enhance performance over epochs. In essence, 
Fig. 5 underscores the iterative refinement in GAN training, 
each step bringing the system closer to generating more 
credible synthetic data distributions. 

The paper touts the proposed model's preeminence, 
substantiating its claims through performance metrics derived 
from the ROUGE evaluation on the CNN/Daily Mail dataset. 
Nevertheless, this evaluation is tethered to just one dataset, 
raising questions about the model's adaptability across a 
spectrum of diverse datasets. To genuinely encapsulate the 
model's prowess, it would be prudent to undertake assessments 
across a myriad of datasets. Relying solely on the CNN/Daily 
Mail dataset might pave the way for dataset-specific biases. 
The rationale behind this exclusive dataset choice warrants 
elucidation, and an exploration into the model's versatility 
across varied datasets is imperative. Multiple datasets 
inherently encapsulate nuances in linguistic style, domain 
specificity, and content diversity, which undeniably bear 
implications on the outcomes of text summarization. A more 
holistic evaluation, spanning multiple datasets, would 
invariably render a more nuanced understanding of the model's 
capabilities. 

The paper touts the proposed model's preeminence, 
substantiating its claims through performance metrics derived 
from the ROUGE evaluation on the CNN/Daily Mail dataset. 
Nevertheless, this evaluation is tethered to just one dataset, 
raising questions about the model's adaptability across a 
spectrum of diverse datasets [64]. To genuinely encapsulate the 
model's prowess, it would be prudent to undertake assessments 
across more datasets. For this,  we can use datasets presented in 
[65]. Relying solely on the CNN/Daily Mail dataset might pave 
the way for dataset-specific biases. The rationale behind this 
exclusive dataset choice warrants elucidation and an 
exploration into the model's versatility across varied datasets is 
imperative. Multiple datasets inherently encapsulate nuances in 
linguistic style, domain specificity, and content diversity, 
which undeniably bear implications on the outcomes of text 
summarization. A more holistic evaluation, spanning multiple 
datasets, would invariably render a more nuanced 
understanding of the model's capabilities [66]. 

GANs are built upon a novel framework where two neural 
networks, the generator and the discriminator, work in tandem. 
The generator's primary goal is to produce outputs that are 
indistinguishable from real data, while the discriminator's 
objective is to differentiate between actual data and the data 
generated by the generator. This adversarial process, though 
powerful in theory, presents several practical challenges, 
particularly during the training phase. One primary concern is 
the issue of convergence. Given the dynamic nature of the 
adversarial relationship, ensuring that both networks converge 
to an optimal solution is not straightforward. If not carefully 
managed, the training can end up in a loop where each network 
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constantly tries to outdo the other without reaching a stable 
equilibrium. This oscillatory behavior can make GANs 
particularly sensitive to hyperparameters, initialization, and the 
chosen architecture, often requiring extensive experimentation 
and fine-tuning. Additionally, the delicate balance between the 
generator and discriminator can easily be disrupted. If the 
discriminator becomes exceptionally adept early on in training, 
it can stifle the generator's ability to learn. The generator, 
facing constant rejection from the discriminator, may struggle 
to make any meaningful progress, leading to a stagnation in 
learning and potentially resulting in mode collapse, where the 
generator produces limited or repetitive outputs. On the other 
hand, if the generator dominates the learning process and 
continually manages to deceive the discriminator, the 
discriminator may fail to provide meaningful feedback. This 
can result in generated summaries that, while convincing at 
first glance, might stray from the original content's essence, 
compromising the quality and relevance of the output. Given 
these challenges, there's a growing consensus in the research 
community about the need for more refined training strategies 
for GANs [67]. Techniques such as gradient penalty [68], 
spectral normalization [69], and modified loss functions [70] 
have been proposed to stabilize GAN training. 

Transductive learning is a unique learning paradigm that 
seeks to make predictions specifically for the given test set 
without generalizing to the broader population. By 
concentrating on samples near the test point, it can produce 
highly optimized results for a specific set of data. However, 
this precision comes with its own set of challenges, primarily 
related to model generalization [71]. The inherent nature of 
transductive learning to prioritize certain instances over others 
can inadvertently lead the model to capture noise or 
idiosyncrasies present in the training data. Such a model would 
be finely tuned to a particular dataset, but might falter when 
introduced to new, unseen data. This phenomenon, known as 
overfitting, means that while the model performs exceptionally 
well on its training data, its performance significantly drops on 
new, unfamiliar data. In practical scenarios, especially in 
dynamic environments like news summarization, social media 
analytics, or customer feedback systems, data distributions can 
shift rapidly. A model trained with a strong transductive bias 
might not adapt well to these changing scenarios, thus 
compromising its effectiveness and reliability. It would 
continuously require retraining or fine-tuning on new data 
points, which is resource-intensive and not always feasible. 
Addressing these challenges necessitates a more balanced 
approach to learning. One potential avenue is the incorporation 
of regularization techniques [72]. Regularization, in essence, 
adds a penalty to the loss function, discouraging the model 
from fitting too closely to every data point and, in turn, 
mitigating overfitting. Techniques such as L1 and L2 
regularization or dropout [73] can be applied to ensure the 
model retains a level of generality. Furthermore, blending 
transductive learning with inductive learning offers another 
promising solution. While transductive learning focuses on 
specific test points, inductive learning aims to find a general 
pattern or hypothesis that can be applied to any input. By 
combining these two paradigms, one could harness the 
precision of transductive learning while maintaining the 
broader applicability provided by inductive learning. Such a 

hybrid approach would not only cater to specific data instances 
but also ensure that the model remains versatile and adaptable 
to a range of data distributions. 

V. CONCLUSION 

In the research presented, we introduce an innovative 
approach to extractive text summarization, leveraging a blend 
of GAN, the DistilBERT word embedding technique, and an 
attention-centric TLSTM methodology. Utilizing DistilBERT, 
we crafted a feature vector for each sentence, which was 
subsequently fed into the generator to deduce the likelihood of 
that sentence being part of the final summary. In tandem, a 
discriminator was employed to scrutinize the summaries 
churned out by the generator, thus honing its capabilities. We 
further innovated by designing a unique loss function tailored 
for the training of the discriminator. This function meticulously 
considers the output of the generator, as well as both authentic 
and contrived document summaries. An intriguing facet of our 
methodology is that each document is paired with distinct noise 
during both training and testing phases. Such a strategy 
empowers the generator, equipping it to explore a vast array of 
sentence amalgamations, laying the groundwork for the 
creation of superior quality summaries. Empirical evaluations 
conducted on the CNN/Daily Mail dataset lend weight to the 
efficacy of our model. The results not only underscore the 
effectiveness of our novel methodology but also highlight its 
superiority, outpacing other established text summarization 
techniques in performance metrics. 

In forthcoming research endeavors, we intend to focus on 
enhancing the coherence among sentences within our model. 
Coherence plays an instrumental role in ensuring that the 
summarized text is not just a collection of sentences, but a fluid 
and cohesive narrative that is easy for readers to follow and 
understand. Addressing this aspect can significantly elevate the 
quality and readability of the generated summaries. One 
possible approach to achieve this would be to prioritize 
coherence during the construction of our target summaries. By 
doing so, the model would be trained to select sentences that 
not only contain critical information but also seamlessly 
connect with one another, ensuring a natural flow of ideas. 
Additionally, another promising avenue to explore is the 
incorporation of coherence as a loss function within the 
generator. By integrating coherence into the loss function, the 
generator would be incentivized to produce summaries where 
the sentences logically follow one another, leading to more 
cohesive and contextually relevant outputs. Introducing such 
modifications could provide dual benefits: improving the 
intrinsic quality of the summaries and enhancing the user 
experience, as coherent and logically structured summaries are 
more easily comprehensible. This, in turn, would further 
cement the model's applicability and usefulness in real-world 
scenarios, catering to a wider range of text summarization 
needs. 
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Abstract—The goal of software-oriented networks (SDNs), 

which enable centralized control by separating the control layer 

from the data layer, is to increase manageability and network 

compatibility. However, this form of network is vulnerable to the 

control layer going down in the face of a denial-of-service assault 

because of the centralized control policy. The considerable 

increase in events brought on by the introduction of fresh 

currents into the network puts a lot of strain on the control 

surface when the system is in reaction mode. Additionally, the 

existence of recurring events that seriously impair the control 

surface's ability to function, such as the gathering of statistical 

data from the entire network, might have a negative impact. This 

article introduces a new approach that uses a control box 

comprising a coordinating controller, a main controller that 

establishes the flow rules, and one or more sub-controllers that 

establish the rules to fend off the attack and avoid network 

paralysis. It makes use of current (when needed). The controllers 

who currently set the regulations are relieved of some work by 

giving the coordinating controller management and supervision 

responsibilities. Additionally, the coordinator controller 

distributes the load at the control level by splitting up incoming 

traffic among the controllers of the flow rules. Thus, a proposed 

method can avoid performance disruption of the flow rule 

setter's main controller and withstand denial-of-service attacks 

by distributing the traffic load brought on by the denial-of-

service attack to one or more sub-controllers of the flow rule 

setter. The results of the experiments conducted indicate that, 

when compared to the existing solutions, the proposed solution 

performs better in the face of a denial-of-service assault. 

Keywords—Security; open balance; denial-of-service attacks; 

software-oriented networks  

I. INTRODUCTION 

The next-generation network approach, known as a 
software-oriented network (SDN), allows for programmable 
control of the network and makes network management easier 
by separating network transmission from control operations 
[1]. The Open_ Flow protocol has been utilized the most out of 
all the tools that are currently available to actualize the 
software-oriented network [2]. The flow rules that the 
controller installs in the flow tables of the switches direct the 
network traffic in an Open_ Flow network. The controller can 
generate flow rules using either the proactive method or the 
reactive way, respectively [3]. In the pre-active method, before 
launching the software-based network, the controller installs 
the flow rules in the switches based on the predetermined 
strategy [4]. No special flow rules are put in the switches 

beforehand when using the reaction technique [5]. A table loss 
event occurs for each new flow that does not match the 
installed flow rules [6]. In response, an Open_ Flow request is 
delivered to the controller, and the controller chooses a new 
flow rule based on this request. The reactive technique, which 
is flexible, is typically employed in software-based networks 
[7]. 

Even though Open_ Flow has many benefits for 
streamlining network management and expanding its adoption, 
its reactive approach to installing flow rules makes it simple for 
DoS attacks on the controller to succeed because the controller 
must deal with all the packets generated by the absence of the 
table in [8]. The Open_ Flow network may receive a high 
number of transient phony flows that were created by a hacked 
host. Many flow requests (packet_in packets) are made to the 
controller when the Open_ Flow switch receives these 
malicious flows because they cause events linked to the loss of 
the table. Consequently, these high-frequency current requests 
deplete the controller's resources, interfering with regular 
functioning [9]. 

A denial-of-service attack on the Open_ Flow network 
often has the following effects: a) overloading of switches; b) 
congestion in the data plane and control plane communication 
channel; c) overloading of the controller; and d) overflowing of 
switch flow tables [10]. While the anomaly connected to the 
controller's service might cause disruption and failure of the 
entire network, overloading the switches and overflowing the 
switch flow tables only endanger the victim switch. As a result, 
the majority of threats from a denial-of-service attack in the 
Open_ Flow network are brought on by the emergence of 
congestion in the communication channel of the data level with 
the control level and overloading of the controller [11]. 

The suggested approach for the control level of the 
software-based network has been utilized in this article to 
strengthen the security of the network against denial-of-service 
attacks and boost its availability [12]. In order to increase the 
availability of the software-based network against significant 
changes in the events brought on by the arrival of new flows 
(due to the temporal and spatial characteristics of the network 
traffic) and the existence of repeated events, the proposed 
method consists of a control box [13]. It is intended to gather 
statistical data from the entire network, which overburdens the 
controller. A coordinating controller, a primary controller of 
the current setter, and one or more (as required) sub-controllers 
of the current setter are all included in this control box [14]. 
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The current installation controllers' job is essentially decreased 
by giving the coordinating controller responsibility for 
managing and monitoring the software-based network. It is the 
responsibility of flow controllers to install flow rules in line 
with the network applications that are operating on them in 
order to configure the data level of the software-oriented 
network [15]. 

Additionally, the coordinator controller will categorize the 
incoming traffic in a statistical manner after activating one or 
more (as necessary) sub-controllers in response to the 
network's increased traffic load, which can be brought on by a 
denial-of-service assault [16]. Each of them receives a portion 
of the incoming traffic that the flow controller divides into 
known categories. This results in the flow controller's 
controllers sharing the load of incoming traffic, which lessens 
the effort of all of the flow controller's controllers. In the 
suggested method, the redundancy of the controllers and the 
division of labor among them are used to distribute the traffic 
caused by the denial-of-service attack to one or more sub-
controllers, taking into consideration the multi-controller 
capability offered in Open_ Flow Specification 1.2. The 
software-based network controller will experience less of an 
impact from the attack thanks to the flow installer, and the 
software-based network will be more resilient to unexpected 
and severe fluctuations in network traffic. In summary, the 
article presents a solution to improve the security and resilience 
of SDNs against DoS attacks. The proposed approach, utilizing 
a control box with coordinating and sub-controllers, is shown 
to be effective in managing traffic during attacks and reducing 
response times. However, the article acknowledges the need to 
address resource consumption and scalability in future work. 

In short, the contribution of the authors in this research is as 
follows: 

 Introducing a new approach: A new approach has been 
introduced to increase the security and resilience of 
Software Defined Networks (SDN) against Denial of 
Service (DoS) attacks. It lies in the creation of a 
"control box" consisting of coordinating, main and sub-
controllers. 

 They also contribute to this field by comparing the 
proposed solution with four other existing methods for 
mitigating DoS attacks in SDN, including Ryu 
controllers with different mechanisms. Through this 
comparison, they show that their approach consistently 
outperforms these alternatives and provides a more 
effective way to counter DoS attacks. 

The article's structure is described in the paragraphs that 
follow. The work that has been done to fortify the software-
based network's control level against denial-of-service assaults 
has been mentioned in Section II. The software-based network 
controller's input load has been looked into in Section III. 
Section IV describes the suggested technique for enhancing the 
security of the software-based network control level. In 
Sections IV and V, it was examined, respectively, how denial-
of-service assaults would affect the proposed approach and 
how a saturation attack on the control surface by the data 
surface would affect it. The effectiveness of the suggested 
approach against a denial-of-service attack is contrasted with 

that of many other solutions in Section VI, and conclusions and 
recommendations for further work are provided in Section VII 
and Section VIII respectively. 

II. RELATED WORKS 

Studies on data-level protection and control-level 
protection that aim to lessen the effects of denial-of-service 
attacks on software-based networks fall into these two groups. 
In order to fight against assault, data layer protection focuses 
on enhancing data layer functionality or adding new features 
[17]. In order to keep the controller from becoming overloaded 
with requests, OF-Guard uses a data-level cache. The strategy, 
however, lacks flexibility because it is uncertain whether such 
a cache will be established at the data level. The 
implementation of SYN Proxy is proposed in AVANT-
GUARD [18] as a unit that performs the TCP Handshake in the 
switches before sending the incoming TCP stream to the 
network. The pressure on the switch buffer is increased using 
this unit, and there is also a cap on the number of proxy ports. 
Because LineSwitch can arbitrarily proxy flows from the same 
IP source that it has already established a TCP handshake with, 
it is suggested that LineSwitch will enhance AVANT-GUARD 
[19]. Another AVANT-GUARD-based solution is SDN-
Shield, which employs a number of NFV-based attack 
mitigation units to counter distributed denial-of-service attacks 
at the software-oriented network data level. However, none of 
these SYN Proxy-based techniques work with other network 
protocols. 

In order to sustain network policy enforcement, Flood-
Guard offers a pre-active flow rule analyzer that can examine 
the source code of an Open_Flow-based application and 
generate several pre-active rules via running time monitoring 
of each application's global state. To produce based on the 
protocol, Flood-Guard stores the remaining packets caused by 
table loss in a cache at the data level. The source code analyzer, 
however, is extremely complicated and unable to be deployed 
across a network. Additionally, the same attack flow protocol 
was utilized by additional benign flows, so the data level cache 
cannot ensure fair behavior against them. 

Enhancing the security of the controller policies and 
implementing detection and filter techniques to lessen denial-
of-service attacks are the main goals of control level protection 
[20]. In Flow Ranger, the controller employs a rating algorithm 
to recognize typical users and pre-process packets with a 
higher priority. In order to distinguish malicious 
communication, SGuard introduces an access control system 
that leverages six items as feature vectors in the classification 
unit [21]. Researchers in [22] have suggested a scheduling 
policy for the proposal controller that divides the flows into 
various queues. The controller manages each queue based on 
round-robin scheduling, and each queue corresponds to a 
switch that is situated on the denial-of-service attack path. 
MLFQ creates an equitable sharing of control resources 
between the server and hosts in the network by utilizing a 
number of expandable and collapsible request queues [23]. 
Potentially hostile traffic is diverted to the intrusion detection 
system by SDN-Shield, and the impact of a denial-of-service 
attack is lessened by appropriately building the flow rules. 
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In order to lessen channel congestion between the victim 
switch and the controller, Flood Defender suggests a technique 
for distributing packets related to table loss from the victim 
switch to its surrounding switches. Additionally, for the 
purpose of detecting sporadic attacks, Flood Defender employs 
a two-stage filter and briefly archives packet_ in packets. To 
handle new benign flows, the packet_ in packet buffer 
introduces a significant delay. Additionally, the surrounding 
switches that are being flooded may suffer damage from the 
packet distribution caused by the absence of the table. In order 
to counter the denial-of-service attack, FMD employs a 
technique based on flow migration at the software-oriented 
network control level slow. The master controller, to which 
fraudulent requests with a high volume are delivered, is 
replaced in this technique by a slave controller. The master 
controller handles all typical Open_ Flow requests. In order to 
safeguard the channel of communication between the victim 
switch and the master controller, FMD sends the threatening 
Open_ Flow requests to the slave controller after identifying a 
denial-of-service attack. The migrated requests are briefly kept 
in the slave controller and transferred to the master controller 
for additional processing at a limited rate [24] to prevent the 
master controller from becoming overloaded. SGS is offered to 
defend the control plane from denial-of-service assaults, and its 
key component is the clustered deployment of several 
controllers in the control plane. The abnormal traffic detection 
and controller dynamic defense units make up the SGS 
procedures. Anomalous traffic detection uses quadratic feature 
vectors to separate phony flows from real ones by focusing on 
switches that already exist at the data level. The impact of the 
denial-of-service assault at the control level is minimized by 
the controller's dynamic protection, which involves remapping 
the controller and sending the access control message to the 
switch. As it was already indicated, the majority of the 
techniques for data layer protection include modifying Open_ 
Flow switches or incorporating unique features into the data 
layer. However, all techniques in the second category (control 
level protection) work to reduce the number of resources that a 
denial-of-service assault uses up. In reality, the controller 
cannot manage the rate of receiving Open_ Flow packets. 
Additionally, the main cause of the denial-of-service attack in 
the control level is the congestion of the communication 
channel connecting the data level with the control level, which 
is of the TCP or TLS type. Source in [42] has demonstrated the 
capacity to enhance networks and withstand DDoS attacks. 
Thus, the purpose of this survey is to review 65 articles about 
DDoS attack detection in SDN. As a result, each reviewed 
article's systematic reviews of the suggested methodology are 
examined. This work additionally analyzes the performance 
metrics and their best assault detection accomplishments from 
each research publication. Furthermore, this work reviews the 
reduction technique applied in each paper. 

In this study, an architecture to handle service source 
attacks is developed in order to address the restrictions 
indicated above. A suggestion is to have flow rule setter sub-
controllers that are multiples of the main flow rule setter 
controller and assign incoming traffic from denial-of-service 
attacks to them regardless of the protocol used, as well as from 
the channel connecting the data level with the level. Control is 
comprehensive since it guards against congestion and shields 

the main flow rule controller from denial-of-service attacks to 
minimize their negative effects on good new flows. 
Additionally, the concept is transparent because it does not 
require any adjustments to the network's infrastructure or 
application programs to be used. 

III. EXAMINING THE SOFTWARE-BASED NETWORK 

CONTROLLER'S INPUT LOAD 

As depicted in Fig. 1, within a software-oriented network 
made up of Open_Flow switches, the Open_Flow controller 
periodically sends multi-part messages [25] to the switches 
under its control. These messages serve to collect statistical 
data from the switches, contributing to the construction of the 
network's information base (NIB). The controller can have a 
comprehensive view of the entire network under his control 
based on the information in this network's information base. 
The initial packet of each flow that reaches the input switch is 
examined to determine whether it complies with the rules set 
up in the switch's flow table. Suppose the switch's flow table 
does not contain a match for the packet. In that case, a packet-
in message is provided to the controller containing the lowest 
priority flow entry that is compatible with any incoming flow 
(flow entry absent from the table). The request in this message 
is to begin planning a path for the incoming stream. The 
Open_Flow controller determines the appropriate route for the 
incoming flow based on information from the network 
information base. The route is established by installing the 
appropriate flow rules in the flow tables of the switches along 
the route, and as a result, all flow packets are directed to their 
intended destination. Eq. (1) determines the input load to the 
controller resulting from the input currents with the input speed 
of the current per second in a data center with N switches, 
assuming the average number of switches located in the path is 
[N/2] and for each flow in the flow table of switches located in 
the path of two flow rules (to forward in two directions) 
installed. 

                  [   ]  [   ]  [
 

 
]    [   ]   (1) 

where,     stands for the size of the flow_mod packet, 

which is the packet delivered from the controller to the 
Open_Flow switches to install a new flow rule. Additionally, 
    and     stand for the sizes of the packets in and out, 

respectively. As a result, there is a chance that the controller 
will become overloaded by increasing the speed at which fresh 
currents enter the input switch in the reaction mechanism 
chosen for each incoming current to be passed into the 
controller. 

The input load brought on by gathering statistical data at 
the network level is another element that overburdens the 
software-based network controller. Important statistical data 
that can be gathered from existing Open_ Flow switches in a 
data center includes data about the ports connected to servers 
and data about the flows set up in the switches' flow tables. Eq. 
(2) can be used to determine the input load to the control level 
in a data center as a result of gathering statistical data from 
Open_ Flow switches. 
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Fig. 1. The software-oriented network's controller operation mechanism creates a path for a new flow. 

TABLE I.  THE VARIABLES THAT ARE USED TO CREATE THE INCOMING TRAFFIC TO THE DATA CENTER 

Parameters Model Name 

λ        Poisson New flow arrivals 

         Bernoulli Internal rack flow ratio 

          Bernoulli TCP flow ratio 

         

          
Pareto Flow duration, Dn 

 [  ]          

   [  ]           
Gaussian Flow transmission rate, Yn 

 [  ]                Flow size, Sn 

 
Fig. 2. (a) Incoming traffic to the data center and (b) Incoming load to the controller in a data center with _Ary_Fat_tree4 structure ((-- -) with the load resulting 

from the collection of statistical information and (-) without it. 
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where, H is the total number of switch ports linked to 
servers, and N is the total number of Open_ Flow switches in 
the data center. F is the number of installed currents in the 
switches, and T is the controller's periodic request for statistics 
data. A simulation has been run in MATLAB 2022b to show 
the impact of the load brought on by the gathering of statistical 
data (Relation 2) and the admission of fresh flows into the data 
center (Relation 1) on the software-based network controller. 

The data center in this simulation has an Ary Fat_tree 4 
structure. The data center's incoming traffic is generated based 
on the findings of Yoonseon Han and his associates [26], who 
used the values in Table I. Fig. 2 displays the simulation 
outcome based on (1) and (2), as well as the relationships 
offered by Bong-yeol Yu and his associates [27]. As seen in 
Fig. 2(a), the data center receives 192 flows per second of 
incoming traffic in the usual state. This amount is in the 
intervals to observe the impact of speeding up this flow rate on 
the amount of incoming load to the software-based network 
controller. There has been an increase in the current per second 
from 20 to 40 seconds, 60 to 80 seconds, and 120 to 140 
seconds, respectively. The input load to the software-based 
network controller of a data center with an _Ary_Fat_tree4 
structure is shown in Fig. 2(b) in two states: (-) with the load 
brought on by gathering statistical data and (-) without it. As 
might be predicted, as the pace of incoming traffic to the data 
center grows, so does the input load on the controller. The 
important feature in Fig. 2's lower portion is the sizeable input 
load brought on by the controller's statistical data collection, 
which has a significant impact on the occurrence of 
interference with the transmission of basic controller messages 
(such as current installation), delays the arrival of information 
to the controller, and ultimately lowers the controller's 
efficiency. Therefore, packet_in can improve the controller's 
efficiency and availability by separating the load arising from 
the gathering of statistical data from the load resulting from the 
arrival of packages. 

IV. SUGGESTION FOR ENHANCING THE SECURITY OF SDN 

CONTROL LEVELS 

In software-based networks, the controller is not just in 
charge of performing the functions of a straightforward switch 
to transfer flows throughout the network in order to take 
advantage of its central management. It is required to gather 
statistical data from the network level in order to implement 
efficient programs, such as balancing the load on 
communication lines and servers in the network or quality 
control of service provided to flows system by system. For 
successful and integrated management, software-oriented 
networks need the controller to be highly available. 

There are two ways to provide high availability for Open_ 
Flow controllers in software-based networks [28]. Reduce the 
load on controllers as the initial step in the approach. The 
Open_ Flow controller communicates with the Open_ Flow 
switches frequently, particularly while running in reactive 
mode, as was covered in the preceding section. The controller 
has become overwhelmed. As a result, making it is unable to 
process incoming messages. The second option is to replace 
one controller with many controllers to add redundancy. 

 
Fig. 3. The recommended approach for software-based network controllers' 

structure. 

Both of the aforementioned methods are taken into account 
in the proposed control box, which is employed in the proposed 
method to increase the availability of Open_ Flow controllers 
in software-based networks (see Fig. 3). One of the controllers 
in this control box serves as a coordinator, connecting to 
Open_ Flow switches only to gather statistical data from them. 
Additionally, there is a main controller and one or more 
(depending on the demand) sub-controllers in this control box 
that are in charge of adding flow rules to the flow tables of 
Open_ Flow switches. So, in addition to lessening the strain on 
the controller, more controllers have been deployed by splitting 
the work between the coordinating controller and the 
controllers that establish the flow rules. It is necessary to 
employ several controllers to control Open_ Flow switches, 
which are accessible in Open_ Flow version 1.2 and later, in 
order to implement the control box concept in software-based 
networks. Since Open_ Flow version 1.2, it has been possible 
to have numerous controllers, each of which can control Open_ 
Flow switches in one of the three modes of SLAVE, 
MASTER, or EQUAL. The MASTER and EQUAL modes 
have complete access to the switch and can receive all 
asynchronous communications (such as packet-in) from the 
switch, among the other two modes [29]. 

Each Open_ Flow switch is permitted to communicate with 
one MASTER controller but numerous EQUAL controllers. In 
SLAVE mode, the controller can only read from the switches 
through its access to them; it is, therefore, unable to receive 
any other asynchronous messages than the answer of the multi-
part message containing the switch's status. Each controller can 
modify its state by sending the switches the 
OFPT_ROLE_REQUEST message [30]. The switch transmits 
the OFPT_ROLE_REPLY message to the controller after 
receiving this message. 

The other controllers of that switch will convert to the 
SLAVE state if the switch gets a message from it instructing it 
to change the controller state to MASTER. Due to the switch's 
ability to have several Open_ Flow channels, it is not necessary 
to re-establish the channel in the event that one of the 
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controllers connected to it fails. Open_ Flow switches are able 
to transmit packet-in messages solely to the controller whose 
ID is in the matching table entry by giving each of the flow 
rule set controllers in the control box a distinct ID. Their 
direction of flow is known. Utilizing the Nicira features 
integrated within the RYU network operating system; this 
capability is possible [31]. The NXTSetControllerId function is 
used to accomplish this by giving each flow rule controller a 
special identification number. The number of flow rule set 
controllers that can be used in the control box will thus no 
longer be constrained. As a result, the control box is 
expandable, allowing the number of active controllers that 
establish the flow rules to grow as necessary. This boosts the 
availability of the control level of the software-oriented 
network by dividing the load associated with packet-in 
messages among the controllers of the flow rules and reducing 
their individual loads. 

A. Coordinating Controller 

All Open_ Flow switches in the domain are connected to 
the coordinator controller that is operating in SLAVE mode. 
As seen in Fig. 4, the coordinating controller has a variety of 

components for regulating the operation of the controllers that 
establish the flow rules and for keeping an eye on the network. 
Allocating incoming traffic to the flow controller's sub-
controller is the primary responsibility of the coordinating 
controller. When the coordinating controller notices that the 
main controller is on the verge of overflowing, this is what 
happens. By doing this, the existing installation's main 
controller's traffic load is lessened, and it is once again able to 
function. 

In order to prevent the overload of the controller controllers 
as the amount of incoming traffic to the network increases, the 
coordinating controller repeats this process by turning on new 
flow controller sub-controllers and allocating the overload of 
incoming traffic to them (see Fig. 5). On the other hand, by 
lowering the load of traffic entering the network, the 
coordinating controller transfers all of the traffic load entering 
the network to the main controller of the flow setter while 
deactivating the sub-controller of the flow setter. The 
description of the coordinating controller's role as well as 
information on each of its component parts, are provided 
below. 

 

Fig. 4. Block diagram of the components of the proposed method. 

 
Fig. 5. The process of creating default flow rules and statistically classifying incoming network traffic. 
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B. How to Switch the Sub-controller On and Off 

The main controller of the current installation may become 
overloaded as a result of changes in the rate at which traffic 
enters the network. The current setter's sub-controller is 
activated by the coordinating controller when it notices that the 
main controller is on the verge of overload as shown in Fig. 
6(a). The flow controller's sub-controller receives the be-
Active signal from the coordinating controller in order to 
accomplish this. The sub-controller of the flow installer sends 
the OFPT_ROLE_REQUEST message to all the Open_ Flow 
switches attached to it to alert them that its state has changed to 
EQUAL after receiving the be-Active signal. The sub-
controller of the flow installer enters EQUAL mode after 
receiving the OFPT_ROLE_REPLY signal from the Open_ 
Flow switches. The coordinating controller changes its state 
from SLAVE to EQUAL upon receiving the activated signal 
from the flow controller's sub-controller, and after 
implementing the default flow rules related to one of the traffic 
categories entering the network, the output of the controller's 
classification algorithm. The gate switches activated current 
controller switches back to SLAVE mode. 

The sub-controller of the current setter is deactivated once 
again by the coordinating controller when it notices that the 
main controller of the current setter is no longer in overload 
mode as shown in Fig. 6(b). The coordinating controller 
delivers the be-passive signal to the current setter sub-
controller after switching the mode from SLAVE to EQUAL 
and removing the default flow rules connected to the active 
current setter sub-controller from the gateway switches. A 
remark is sent. The coordinating controller then reverses its 
state, going back from EQUAL to SLAVE. The flow installer's 
sub-controller sends Barrier request messages to all of the 
switches connected to it upon getting the be-passive signal, 
causing these switches to complete processing all of the 
messages they had been receiving from the flow installer's sub-
controller. The flow controller sub-controller then sends the 
OFPT_ROLE_REQUEST message to all the switches 
connected to it, changing their status from EQUAL to SLAVE. 

The current regulator's sub-controller is rendered inactive as a 
result. 

C. Investigating How the Proposal is Affected by a Control-

Level Saturation Attack at the Data Level 

A UDP flood attack was applied against three scenarios 
(the first scenario: using one controller, the second scenario: 
using a desaturation controller and a number of flow rule set 
controllers, and the third scenario: using the proposed 
architecture) in order to demonstrate the impact of redundancy 
on the availability of the proposed architecture. This 
experiment was carried out using the structure depicted in Fig. 
7 and implemented in the Mininet 2.2.2 emulator environment 
[32]. According to Table II, this implementation uses 
OpenVSwitch [33] software switches for the Open_ Flow 
switches and the RYU platform [34] for the controllers. 
Additionally, the iPerf [35] tool has been used to produce UDP 
flood attack traffic in order to test the scenarios. The attacker 
launches a UDP flood assault on the Open_ Flow switch while 
a client is corresponding with the load balancer between 
servers at a consistent pace of 50 flows per second. In this 
experiment, the round-trip time (RTT) of client requests 
collected by running the ping command has been used to assess 
the performance of various scenarios. The round-trip time of 
client requests has been observed for all three situations, as 
seen in Fig. 8, despite the fact that the speed of the UDP flood 
attack rises linearly up to 800 packets per second (PPS). Fig. 8 
shows that the proposal approaches saturation when the attack 
speed hits 800 packets per second, whereas for scenarios 1 and 
2, this happened at 450 and 500 packets per second, 
respectively. In fact, the controllers of the flow rules are out of 
reach and are unable to install a new route on the Open_ Flow 
switch in exchange for the arrival of fresh flows once the attack 
speed surpasses the saturation point of each of the scenarios. 
The results show that the proposal has a high availability 
compared to alternative scenarios and is particularly resistant to 
the assault of saturating the control surface due to the usage of 
redundancy in the flow rule controllers. 

 

Fig. 6. How to modify the proposal's state of the existing regulator's sub-controller: a) activation and (b) deactivation. 
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Fig. 7. A structure that was utilized for the UDP flood assault test. 

 

Fig. 8. Determining, during the flood attack, the turnaround time for client requests for proposals and scenarios 1 and 2. a) The first scenario: using one 

controller, (b) the second scenario: using a coordinating controller and a number of controllers that set the flow rules, and (c) the third scenario: using a proposed 

method. 

TABLE II.  LABORATORY PARAMETERS FOR THE PROPOSED EVALUATION 

Oracle VM VirtualBox (Version 5.1.10 r 112026) Virtual Machine 

Ubuntu 16.04 Guest OS 

Intel core i7-4720hq cpu@2.60ghz CPU 

16GB RAM 

Mininet 2.2.2 Emulator 

RTU 4.15 Network Operating System 

OpenVSwitch 2.4.0 Open_Flow Switch 

iPerf 2.08b Network Traffic Generator 
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V. ANALYZING HOW DENIAL-OF-SERVICE ATTACKS 

AFFECT THE PROPOSAL 

One of the elements affecting the availability of software-
based networks is denial-of-service attacks. This section has 
researched how three different denial-of-service attacks affect 
the proposal. These attacks include ICMP/Ping flooding, UDP 
flooding, and TCP.SYN flooding. These attacks, which are a 
subset of volume denial-of-service attacks, were created using 
the Hyenae tool version 0.36 [36]. In this section, experiments 
were carried out utilizing the topology depicted in Fig. 7 that 
was constructed using the.222 Mininet simulator [37] and [38]. 

Additionally, the attacker conducts denial-of-service 
assaults on the Open_ Flow switch while a client is interacting 
with it (the switch is an Open_ Flow load balancer between 
servers) at a constant speed of 50 flows per second. The 
intended parameters in this test are the input load on the 
controllers in the proposed method, the round-trip time (RTT) 
of customer requests, and the impact of denial-of-service 
attacks on the proposed method's availability and performance. 
The ping command is used in conjunction with the 062bwm-ng 
v. utility to acquire these parameters. These attacks and the 
outcomes of their use have been addressed in the paragraphs 
that follow. 

A. Study of the ICMP / Ping Flood Attack's Effects 

This kind of attack involves the attacker bombarding the 
target with ICMP echo requests, which interfere with other 
services that the target's other programs rely on. This kind of 
attack requires the attacker to rapidly transmit to the victim a 
large number of echo_request packets that appear to be coming 
from various sources and have random addresses. By having 
many flows, the attacker can interfere with the network. Each 
time a new packet-in is generated when an attacker attacks a 
victim using many sources with random addresses, the 
controller will experience a significant increase in traffic. The 
controller begins to sink when it receives a lot of packet-in 
packets, and after some time, it begins to disregard fresh 
incoming packets. The amount of production traffic described 
in terms of bytes, packets, or streams can be used to identify 
this kind of assault. Fig. 9 displays the outcomes of an 
ICMP/Ping flood assault conducted on the software-oriented 
network using the suggested technique, whose topology is 
depicted in Fig. 7. The volume of incoming traffic using the 
suggested method before, during, and after the attack is 
depicted in Fig. 9(a). Fig. 9(b) also depicts the duration of 
back-and-forth for client inquiries. The ICMP/Ping flood attack 
begins at 10 seconds and ends at 40 seconds, as can be shown. 
As soon as the attack begins, the time it takes for the 
customer's requests to move back and forth dramatically 
increases due to the main controller of the flow rules being 
overloaded and unable to handle requests entered as packet-in 
packages. The amount of incoming traffic load to the main 
controller of the flow rules setter is decreased by the activation 
of the sub-controller of the flow rules setter by the coordinating 
controller due to the detection of overloading of the main flow 
rules setter controller and the allocation of additional load 

resulting from the attack on it. The amount of incoming traffic 
to the main controller of the flow rules is decreasing, and as a 
result, this controller is once more able to handle and process 
requests that are received as packet-in packages. As a result, 
the amount of time required to go back and forth for customer 
requests returns to a reasonable value. This test demonstrates 
that the proposed method's availability is unaffected by an 
ICMP/Ping flood attack, save for a brief period of time (the 
time needed for the coordinating controller to notice that the 
main controller of the flow rules setter is overloaded before 
activating the sub-controller and adding additional load to it). 

B. Investigating the Effect of UDP Flood Attack 

A UDP flood assault aims to bombard the target with a 
large volume of UDP packets. A host employs a huge number 
of bogus sources IP addresses when launching a UDP flood 
attack. The buffer overflow occurs in the victim as a result of a 
huge quantity of UDP packets arriving at the victim. Since 
sending a large number of bytes to the victim is the primary 
characteristic of UDP flood attacks, they produce the most 
traffic among denial-of-service attacks. In this attack, bogus 
source IP addresses are used to produce UDP packets that 
appear to send the target a lot of fresh streams per second. As a 
result, the software-based network controller starts pouring 
new flows after a given amount of time. The results of a UDP 
flood assault on a software-based network using the suggested 
technique, whose structure is depicted in Fig. 7, are displayed 
in Fig. 10. The volume of incoming traffic using the suggested 
method before, during, and after the attack is depicted in Fig. 
10(a). 

Additionally, Fig. 10(b) displays the amount of time spent 
responding to client inquiries. The UDP flood attack begins at 
10 seconds and stops at 50 seconds, as can be shown. As soon 
as the attack begins, the time it takes for the customer's 
requests to move back and forth dramatically increases due to 
the main controller of the flow rules being overloaded and 
unable to handle requests entered as packet-in packages. Fig. 
10(b) shows that this increase in time is caused by the 
software-based network controller receiving more incoming 
traffic than during the ICMP/Ping flood attack. 

The amount of incoming traffic load to the main controller 
of the flow rules setter is decreased by the activation of the 
sub-controller of the flow rules setter by the coordinating 
controller due to the detection of overloading of the main flow 
rules setter controller and the allocation of additional load 
resulting from the attack on it. The main flow rule controller's 
ability to handle and process requests received in the form of 
packet-in packets is restored with the reduction of incoming 
traffic load, and as a result, the time required for the customer's 
requests to move back and forth to its reasonable value. 
Therefore, in this instance, similar to the ICMP/Ping flood 
attack, the UDP flood attack has no impact on the proposed 
method's availability other than for a brief time (the time 
needed for the coordinating controller to detect the main 
controller of the flow rules setter's load before activating the 
sub-controller and allocating additional load to it). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

84 | P a g e  

www.ijacsa.thesai.org 

 
(a) 

 
(b) 

Fig. 9. (a) The amount of incoming traffic in the proposed method before the ICMP / Ping flood attack, during the attack and after it and (b) the round trip time 

(RTT) of customer requests. 
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(b) 

Fig. 10. (a) The amount of incoming traffic in the proposed method before the UDP flood attack, during the attack and after it and (b) the round trip time (RTT) of 

the client's requests. 

C. Investigating the Effect of TCP_SYN Flood Attack 

A TCP_SYN flood attack bombards the target with bogus 
SYN requests that were generated using fictitious source IP 
addresses. The victim never gets an answer to their SYN/ACK 
packets because the source IPs are faked. As a result, the 
attack's port is still open unnecessarily. All of the victim's ports 
are blocked as a result of several bogus SYN requests, making 
it impossible for the victim to connect to trustworthy people. It 
only takes a small amount of bandwidth for this kind of attack 
to keep the false connections open and render the victim 
unreachable. Hyenae tool version 0.36 was used [39] to 
develop a TCP_SYN flood attack, which begins by sending the 
victim a large number of low-speed streams containing 
TCP_SYN packets. 

Additionally, the Open_Flow load balancing switch only 
distributes a load of incoming traffic across three servers to 
analyze the effect of the TCP_SYN flooding attack on the 
software-based network controller. From the fourth server, the 
round-trip time is measured. Customer requests are employed 
in (RTT). The software-based network controller can see a 
significant number of flows in this assault since random source 
IPs are being used to produce flow towards the target. This 
significantly hinders the efficiency of the software-based 
network controller by adding a lot of traffic to it. 

The results of the TCP_SYN flooding assault on the 
software-based network using the suggested technique, whose 
structure is depicted in Fig. 7, are displayed in Fig. 11. The 

volume of incoming traffic using the suggested approach 
before, during, and after the attack is depicted in Fig. 11(a). 
Fig. 11(b) also depicts the duration of back-and-forth travel in 
response to customer demands. The TCP_SYN flood assault 
begins in three seconds and concludes in 45 seconds, as can be 
shown. As soon as the attack begins, the time it takes for the 
customer's requests to move back and forth dramatically 
increases due to the main controller of the flow rules being 
overloaded and unable to handle requests entered as packet-in 
packages. Due to the software-based network controller 
receiving far less incoming traffic than the UDP flood attack, 
the time increase seen in Fig. 11(b) is noticeably reduced. The 
amount of incoming traffic load to the main controller of the 
flow rules setter is decreased by the activation of the sub-
controller of the flow rules setter by the coordinating controller 
due to the detection of overloading of the main flow rules setter 
controller and the allocation of additional load resulting from 
the attack on it. The main controller of the flow rules can once 
again handle and process requests that are received in the form 
of packet-in packets by reducing the amount of incoming 
traffic. As a result, the time it takes for the customer's requests 
to go back and forth returns to a reasonable value. As a result, 
in this instance, similar to ICMP/Ping and UDP flood attacks, 
the TCP_SYN flood attack has no effect on the proposed 
method's availability other than for a brief period of time (the 
time needed to detect the coordinator controller loading the 
main controller of the flow rules and then the activation of the 
installer) Flow rules and allocation of additional load to it. 
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(a) 

 
(b) 

Fig. 11. (a) The amount of incoming traffic in the proposed method before the TCP_SYN flooding attack, during the attack and after it and (b) the round trip time 

(RTT) of customer requests. 

VI. COMPARING THE EFFECTIVENESS OF THE PROPOSED 

SOLUTION TO THOSE ALREADY IN USE 

This section compares the effectiveness of the proposed 
strategy with four different ways of preventing denial-of-
service attacks. The four options are as follows: Ryu controller 
[40] without any protection method, Ryu controller [41] with 
MLFQ mechanism, Ryu controller [18] with Flood Defender 
mechanism, and Ryu controller [40] with FMD-ARA system. 
The method used by the researchers in [19] provides the basis 
for this comparison. Fig. 12 (implemented in the Mininet 2.2.2 
emulator) depicts the network structure utilized to conduct this 
comparison [36], [37]. 

The control layer network in this experiment was out-of-
band (a different network from the data layer network), in 
contrast to the prior tests where the control layer had an in-
band network (using the data layer network to communicate 
with switches and other controllers). 

As seen in Fig. 12, in the scenario taken into consideration 
for the test, 2h interacts with 3h, and 7h communicates with 8h 
while attackers 1h and 5h perform a UDP flood attack and 

steadily speed up this attack. Response Request Time (RRT) is 
measured at about 2h with 3h and 7h with 8h as a standard to 
evaluate the effectiveness of each solution. RRT is the average 
response time from the controller and demonstrates the 
efficiency of the controller in producing network connections. 
Yes, that is doable. The response request time in Fig. 13 is in 
relation to 2h and 3h demonstrates the effectiveness of the 
approach against the denial-of-service attack. The coordinating 
controller speeds up the attack until it reaches 1000 packets per 
second (PPS), at which point it activates the sub-controller of 
the flow rules setter and sends the traffic produced by the UDP 
flood attack to it. As demonstrated in Fig. 13, this operation has 
significantly lowered the average response time to legitimate 
and safe requests to build the flow by reducing the traffic load 
on the main controller that establishes the flow rules. Fig. 13's 
findings, derived from the researchers' article from [20], 
indicate that while the efficiency of the other four techniques 
improved as the attack speed increased, so did their average 
response times. The control level is resistant to denial-of- 
service attacks and performs better thanks to its unique 
structure (the presence of sub-controllers that determine the 
flow rules in the main and coordinating controllers). 
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Fig. 12. Network architecture consisting of Open_Flow switches to evaluate the proposed efficiency against denial-of-service attacks. 

 
Fig. 13. For current approaches, the typical reaction time is between 2 and 3 hours. 

 
Fig. 14. Based on current techniques, the average reaction time in communication is between 7 and 8. 
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Fig. 14 illustrates the typical response time for 
communications between 7 and 8 hours. In contrast to the 
previous instance, a connection is established between two 
hosts not directly linked to the switch targeted in the attack. In 
this instance, the recommended efficiency is not much different 
from the prior state. Among the four solutions, with the 
exception of Flood Defender, which relies on a pre-processing 
system and must temporarily store each new Open_Flow 
request in a packet buffer before reacting to it, all show better 
performance than the previous setup. This situation results 
from the fact that the main factor causing an increase in the 
reaction time delay in the three solutions, MLFQ, Ryu, and 
FMD-ARA, is the presence of congestion in the 
communication channel of the switch with the controller. If, as 
proposed, the switch's communication channel with the main 
controller of the flow rules becomes congested and the main 
controller becomes overloaded, increasing the response time 
delay, the additional load that caused the congestion is sent 
through a different communication channel to the main 
controller. The set of flow rules acts as a guide for a sub-
controller. The coordinating controller activates the sub-
controller of the flow rules when it notices that the main 
controller of the flow rules is overloaded. This not only 
overloads the main controller but also creates a separate 
communication channel between the sub-controller and the 
switch. To avoid clogging up the main controller's 
communication channel with the switch. 

The key findings of the study highlight the effectiveness of 
a novel approach to enhance the security and resilience of 
software-defined networks (SDNs) against denial-of-service 
(DoS) attacks. The introduced "control box" solution, 
consisting of coordinating, main, and sub-controllers, 
successfully manages and distributes incoming traffic during 
DoS attacks, reducing response times and maintaining network 
availability. Experimental validation, using various DoS attack 
scenarios, demonstrates the method's superiority over existing 
solutions. Furthermore, comparisons with alternative methods, 
including Ryu controllers with various mechanisms, 
consistently show that the proposed approach outperforms 
them. While the solution offers promising results, the study 
acknowledges the need for further research to address resource 
consumption and scalability issues, paving the way for more 
resource-efficient and scalable network security solutions in 
the future. 

VII. CONCLUSION 

In this article, a new solution for the control layer has been 
developed with the aim of increasing access to software-based 
networks by increasing the security of its control layer. The 
control box is the main part of the proposed method. This 
control box consists of a main controller that adjusts the flow 
rules, one or more sub-controllers that adjust the flow rules, 
and a coordinating controller. The task of the coordinator 
controller is to monitor the controllers that define the flow rules 
and monitor the network by collecting statistical data from the 
Open_Flow switches. Controllers that install flow rules are also 
responsible for installing flow rules. Based on network 
information base (NIB) data obtained from the coordinating 
controller, these flow rules are generated by network programs 
running on the controllers that install the flow rules. Based on 

the traffic load entering the network, the coordinating 
controller also coordinates the operation of the main and sub-
controllers of the flow rules. The high tolerance of the 
proposed method for attacks that lead to the saturation of the 
control plane by the data plane of SDN networks is due to the 
redundancy of flow rule set controllers in the method. In 
summary, the importance of the proposed solution to increase 
the security and resilience of Software Defined Networks 
(SDN) against Denial of Service (DoS) attacks is emphasized. 
They highlight the unique contribution of their "control box" 
approach, which effectively manages and distributes incoming 
traffic during DoS attacks, thereby reducing response time and 
maintaining network availability. The following are the 
limitations and future works. 

  The proposed solution, while effective in reducing DoS 
attacks, requires the deployment of additional resources, which 
can lead to increased energy consumption and cost. This 
limitation highlights the need for further optimization to reduce 
the resource overhead associated with the approach. This 
article also mentions a limitation on the number of available 
switch ports for adding sub-controllers to a flow rules 
installation. This scalability limitation needs to be addressed to 
ensure that this approach can be applied to larger and more 
complex SDN environments. 

VIII. FUTURE WORK 

1) Resource efficiency: Future research should focus on 

optimizing the proposed solution to reduce resource 

requirements, making it more resource efficient and 

environmentally sustainable. 

2) Scalability solutions: Addressing scalability limitations 

is a priority. Researchers could explore ways to scale the 

approach to accommodate larger SDN deployments, possibly 

through innovations in controller communication and load 

distribution techniques. 

3) Security extensions: Expanding research to cover a 

wider range of cyber threats and security challenges in SDNs 

would be valuable. This could include exploring ways to 

increase security against other types of attacks beyond DoS, 

ensuring comprehensive network protection. 
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Abstracts—Unsupervised Neural Machine Translation is a 

crucial machine translation method that can translate in the 

absence of a parallel corpus and opens up new avenues for 

intercultural dialogue. Existing unsupervised neural machine 

translation models still struggle to deal with intricate 

grammatical relationships and linguistic structures, which leads 

to less-than-ideal translation quality. This study combines the 

Transformer structure and syntactic knowledge to create a new 

unsupervised neural machine translation model, which enhances 

the performance of the existing model. The study creates a neural 

machine translation model based on the Transformer structure 

first, and then introduces sentence syntactic structure and 

various syntactic fusion techniques, also known as the 

Transformer combines grammatical knowledge. The results show 

that the Transformer combines grammatical knowledge paired 

with Bi-Long Short-Term Memory proposed in this research has 

better performance. The accuracy and F1 value of the combined 

model in the training dataset are as high as 0.97. In addition, the 

time of the model in real sentence translation is controlled within 

2s, and the translation accuracy is above 0.9. In conclusion, the 

unsupervised neural machine translation model proposed in this 

study has better performance, and its application to actual 

translation can achieve better translation results. 

Keywords—Unsupervised; Neural network; Machine 

translation; Grammatical knowledge; Transformer; LSTM 

I. INTRODUCTION 

With the progress of globalization and the increasing 
frequency of information exchange, machine translation, is an 
important artificial intelligence technology, plays an important 
role in connecting different languages and cultures [1-2]. 
Machine Translation (MT) is the process of using computer 
software to convert text or speech from one natural language 
to another. MT, as a branch of computer-assisted translation, 
aims to achieve barrier-free language communication between 
people. Unsupervised Neural Machine Translation (UNMT) 
belongs to one kind of MT, and the use of UNMT model to 
carry out translation tasks can not only improve the translation 
speed and save the cost, but also be able to deal with multiple 
languages at the same time, which is an important value of 
language utilization. As a research direction that has been 
developing rapidly in recent years, the main purpose of 
UNMT is to provide the best solution to the problem in the 
field of unsupervised translation, and to provide the best 
solution to the problem. Its main purpose is to carry out 
automatic translation without parallel corpus, so as to improve 
the speed and accuracy of machine translation [3-4]. Currently, 

the traditional UNMT model is still facing a series of 
challenges, for example, in the environment without parallel 
corpus, UNMT is often difficult to obtain effective linguistic 
correspondences, thus affecting the quality and accuracy of 
translation [5]. Against this background, the emergence of the 
Transformer structure has revolutionized the field of machine 
translation, especially its demonstrated efficiency in 
sequence-to-sequence learning [6]. At the same time, how to 
better integrate grammatical knowledge into the UNMT model 
has become an urgent challenge. Based on the above problems 
and challenges, this study aims to deeply explore and propose 
a novel UNMT model, which not only incorporates the 
advantages of the Transformer structure, but also the 
theoretical features of grammatical knowledge. The newly 
constructed UNMT model aims to achieve higher translation 
quality and effect, and at the same time solve the technical and 
theoretical problems of the traditional UNMT model in 
machine translation, so as to provide certain technical 
reference value for the field of machine translation. 

In order to facilitate readers to better understand the 
content of the article and the framework of the article, this 
research divides the article into a total of six sections, which 
are the introduction, literature review, method design, result 
analysis, discussion and conclusion chapters. Section I mainly 
introduces the background of the study, the current status of 
the study, the research methodology, and the significance of 
the study. The literature review chapter mainly analyzes and 
summarizes the related studies of others so as to prove the 
novelty of this research which is mentioned in Section II. The 
research methodology in Section III mainly explains how to 
build the optimized UNMT model and introduces some related 
machine translation techniques. The result analysis section 
mainly tests the performance and practical application effect 
of the UNMT model, so as to prove the effectiveness of the 
model which is mentioned in Section IV. The discussion in 
Section V is mainly to further analyze and summarize the 
reasons for the better performance of the model according to 
the experimental results. The conclusion in Section VI is a 
concise summary of the whole paper. 

II. RELATED WORK 

UNMT is an approach to MT whose main feature is to 
translate without a parallel corpus. Currently, it has been 
optimised by a number of experts in combination with deep 
learning. In order to address the drawback that remotely 
supervised relational reminding is seriously affected by 
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mislabelling in practical applications, Xiao et al. proposed a 
Transformer module for remotely supervised relational 
reminding with multi-instance learning using a hybrid 
attention mechanism. On the remote supervised relational 
reminding task, experimental results demonstrated that the 
method developed by the research performed better than the 
state-of-the-art algorithms at the time [7]. The Transformer 
concept has additionally been used in the machining sector. 
The a priori knowledge of the target text could not be fully 
utilised by the conventional automatic speech mistake 
detection systems, according to Zhang et al. Therefore, Zhang 
et al. proposed to apply the Transformer model to it, and the 
results of this study showed that the method could obtain a 
relative improvement of 8.4% on the F-1 scoring metrics, 
which is advancing significance for the optimisation of 
automatic speech error detection methods [8]. Li et al. 
concluded that the existing anomaly detection methods in the 
power industry do not fully exploit the potential value of the 
data. Therefore, an anomaly detection model based on graph 
attention and Transformer was proposed. Li et al. designed 
experiments based on power data in a region of China [9]. Li 
et al. argued that current neural TTS models suffer from 
robustness problems thus leading to audio anomalies. In order 
to construct a Neural network (NN) model capable of 
synthesising both natural and stable audio, thus a Transformer 
based TTS model called RobuTrans was proposed in [10]. 
Through experiments, it was found that the model solves the 
robustness problem that exists in the TSS model. According to 
Xiao et al., the current entity and relation extraction suffers 
from noise labelling issues and is unable to recognise the 
relationship between relations and phrases. This led to the 
proposal of a hybrid depth NN model based on Transformer 
and other models. The outcomes of many experiments 
demonstrated that the model was superior at entity and 
relation extraction and could filter noisy words [11]. 

As a posteriori regularisation technique to direct the 
training efficiency of unsupervised MT models during 
repeated reverse translation, Ren et al. presented a 
phrase-based statistical MT model. This study jointly 
optimises the SMT and NMT models under a unified 
expectation maximisation framework and gradually improves 
the performance of both models during the iterative process. 
The results of the study show that the proposed scheme can 
achieve two advantages. Filtering the noise in the phrase table 
by SMT can promptly mitigate the negative impact of errors 
during iterative back translation. Meanwhile, NMT can make 
up for the inherent lack of fluency in SMT [12]. Li et al. 
utilised spatio-temporal maps obtained from videos and the 
spatial and temporal interactions of objects to facilitate 
potential spatial alignment and remove translation ambiguity 
in UNMT. The designed model employs multimodal 
backtranslation and feature pseudo-visual hubs, and learns a 
shared multilingual visual-semantic embedding space that 
fuses visual hub subtitles as additional weak supervision. The 
proposed model is validated on the VATEX Translation 2020 
and HowToWorld datasets for translation in sentences and 
words with good generalisation performance [13]. Sun et al. 
empirically investigated the performance of four different 
languages (French, German, Chinese, and Japanese) on the 
English UNMT model. In addition, a simple general method is 

proposed for improving the translation performance of these 
four language pairs. To address the shortcoming that different 
language pairs have significant delayed convergence in the 
denoising process, Sun H et al. proposed a pseudo-data based 
UNMT [14]. 

In summary, a number of scholars have carried out a series 
of studies on Transformer structure and UNMT model. 
Among them, the research on Transformer structure mainly 
focuses on the detection of various abnormal signals and data, 
while the research on UNMT model focuses on the 
optimisation of model translation effect. Based on the above 
background, this research innovatively fuses the Transformer 
structure with GK and uses the fused model in the field of 
UNMT, aiming at better extraction of English grammatical 
error features and detection of its incorrect grammar. 

III. UNMT MODEL CONSTRUCTION BASED ON GK 

IMPROVEMENT 

The emergence of neural MT models has led to the gradual 
replacement of end-to-end single MT, and the continuous 
optimisation of neural MT models has also made the 
translation effect of various small language translation models 
closer and closer to that of human translation. In this research, 
the traditional Long Short-Term Memory (LSTM) and the 
neural MT model under the Transformer structure are firstly 
introduced, and then it is optimised by combining with the GK 
structure, and a new UNMT model is proposed. 

A. Research on Neural MT Modelling Based on Transformer 

Structure 

With the continuous combination of deep learning and MT 
technology, the neural MT model has become the most 
mainstream intelligent translation model. The biggest 
advantage of Recurrent Neural Network (RNN) in English 
translation is its ability to remember the historical information 
of a sentence, to expand the individual words in a sentence in 
time steps, and to check its grammar [15]. RNN automatically 
corrects grammatical errors by transforming the input natural 
language text into the output of the RNN so that grammatical 
errors can be corrected automatically. The standard expression 
form of the RNN is shown in Eq. (1) and Eq. (2). 

 1t h h t h t hh W x U h b      (1) 

In Eq. (1), 
tx  denotes the input of the time step at 

moment t  and  1, 2,t m . 
th  denotes the implied state 

of the output of the time step at moment t . 
hW , 

hU , and 
hb  

denote the relevant parameters of the output implied state, 
respectively. 

h , on the other hand, denotes the nonlinear 

activation function of the output implied state [16]. 

 t y y t yy W h b      (2) 

In Eq. (2), 
ty  denotes the output of the network at the 

moment t . 
yW  and 

yb  are the relevant parameters of the 

output state of the network, respectively. 
y  denotes the 

nonlinear activation function of the network output. 
Researchers optimised the RNN and designed new loop units 
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by adjusting the nonlinear activation function in the network. 
The common LSTM gradually gets new applications in MT 
problems. The unit structure of LSTM is shown in Fig. 1. 

tanh

tanh

tS

tC

tS

tf ti
to

tX

1tS 

1tC 

 

Fig. 1. LSTM cell structure diagram. 

In Fig. 1, the LSTM consists of three gate structures, and 
selectively receives information through memory units. Where 

tX  denotes the input data of the input layer at the moment t . 

tS  denotes the neuron state of the hidden layer at the moment 

t . tC  denotes the memory unit at the moment t . The three 

  in Fig. 1 indicate the three gate structures in LSTM from 

left to right. tf , ti , and to  indicate the parameters of the 

three gates, respectively [17]. 

1

f f

t x t s t ff W X W S b 
       (3) 

In Eq. (3), f

xW , f

sW  denotes the weight matrix, 
fb  

denotes the input gate bias vector.    denotes the input gate. 

tf  denotes the input gate parameters. 

1

i i

t x t s t ii W X W S b 
       (4) 

In Eq. (4), i

xW  and i

sW  denote the weight matrix, 
ib  

denotes the forgetting gate bias vector.    denotes the 

forgetting gate. 
1tS 
 denotes the neuron state at the moment 

of 1t  . 
ti  denotes the forgetting gate parameter. 

1

o o

t x t s t oo W X W S b 
       (5) 

In Eq. (5), o

xW , o

sW  denotes the weight matrix, 
ob  

denotes the output gate bias vector.   denotes the output 

gate. 
to  is the output gate parameter. 

 1tanh c c

t x t s t cc W X W S b       (6) 

In Eq. (6), 
tc  is the output of the memory cell obtained 

by the forgetting gate parameter 
ti  after the calculation of the 

tanh function. c

xW  and c

sW  denote the weight matrix. 
cb  

denotes the bias vector of the forgetting gate after the 
calculation of the tanh function. 

1t t t t tc i c f c      (7) 

In Eq. (7),  denotes the Hardman product. 

 tanht t tS o c     (8) 

Eq. (8) is the equation for the neuron state of the hidden 
layer at moment t . 

Since both RNN and LSTM are prone to the problems of 
gradient vanishing and gradient explosion when performing 
parameter updates, the study builds a small language 
translation model by combining the Transformer structure. 
Transformer is an NN structure used for sequence-to-sequence 
learning, which is better able to deal with the problem of long 
text. The structure of Transformer is shown in Fig. 2. 
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Fig. 2. Structure of the transformer model. 
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Fig. 2 depicts the Transformer model’s structural layout. 
The operation flow of the encoder and decoder is shown in Eq. 
(9) and Eq. (10) [18]. 

 1 2, , , 1, 2, ,me e e encoder X X Xm (9) 

In Eq. (9), 
1 2, , , me e e  denotes a string of input text 

sequence.  1, 2, ,encoder X X Xm  denotes the encoder for 

encoding. 

 1 2 1, , , , 1, 2,t m tY decoder e e e Y Y Y  (10) 

In Eq. (10), 
tY  denotes the probability distribution vector 

of the decoded data, which is obtained by calculating the 

SoftMax function.  1 2 1, , , , 1, 2,m tdecoder e e e Y Y Y 
 

denotes the decoding operation on the probability distribution 
vector. 

B. Study of UNMT Modelling Incorporating the Transformer 

Structure and GK 

Since the traditional Transformer model tends to ignore the 
semantic information of the sentence in the translation process, 
which leads to the translation result deviating from the actual 
meaning, this study further proposes an optimized UNMT 

model based on the traditional Transformer structure 
combined with GK, notated as Transformer combines 
grammatical knowledge (TCGK). Traditional UNMT is an 
approach for training in MT tasks without using parallel 
corpus, i.e., corresponding sentence pairs between source and 
target languages. Fig. 3 depicts the UNMT model’s 
fundamental structure. 

Fig. 3 depicts the UNMT model’s overall structure. Two 
monolingual semantic repositories, a language modelling 
board, and a reverse translation board are the primary 
components of the UNMT architecture shown in Fig. 3 [19]. 
When the words in the two monolingual semantic repositories 
are input into the model, they first need to be initialised. In the 
initialisation process, the main purpose is to encode the words, 
phrases and words so that each word can be recognised by the 
UNMT model, thus achieving the purpose of training the 
model. After the initialisation process, language modelling is 
required. In the modelling process, the encoder-decoder 
structure is used for denoising and at the same time allowing 
the encoder to learn the semantic information of the 
monolingual data. The mathematical expression for language 
modelling is shown in Eq. (11). 

     min log logs s t tL E P x C x E P x C x 
      
   

(11) 

X monolingual corpus Y monolingual corpus

Pre-training
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Cross-language 
word embedding

Encoder Decoder
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Fig. 3. Unsupervised neural machine translation model structure. 
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In Eq. (11), 
minL  denotes the minimum loss in the 

modelling process. C  denotes the noise model. x  denotes 

the sentence in the X  monolingual semantic base. 
s sP

 

denotes the source-side encoder-decoder combination. 
t tP

 

denotes the target-side encoder-decoder combination. E  

denotes the energy consumption in the modelling process. The 
mathematical expression for reverse translation is shown in Eq. 
(12). 

     min log logs t t sL E P y u y E P x v x 
         
   

(12) 

In Eq. (12), 
minL  denotes the minimum loss in the reverse 

translation process. y  denotes a sentence in the Y  

monolingual semantic base.  u y  denotes translating the 

source language according to the target language.  v x  

denotes translating the target language according to the source 
language. 

s tP
 denotes the direction of translation from the 

target language to the source language. 
t sP

 denotes the 

direction of translation from the source language to the target 
language. 

In order to learn the translation relationships between the 
source and destination languages, neural MT models typically 
need a sizable parallel corpus for training that comprises 
corresponding sentence pairs between the two languages. 
However, UNMT does not rely on parallel corpus, but is 
trained by using monolingual corpus. The UNMT model is 
obtained by optimising the encoder-decoder structure, and the 
basic idea is to learn the correspondence between source and 
target languages through self-supervised learning of 
monolingual corpus, so as to achieve the MT task. This study 
takes GK and syntactic structure into account for the model’s 
optimisation on the basis of the conventional UNMT model in 
order to give the UNMT model a better translation effect that 
can accurately translate according to the syntactic structure 

and be close to the actual semantic environment. Firstly, the 
sentence syntactic structure is introduced, as shown in Fig. 4. 

Fig. 4 shows the syntactic tree structure diagram of the 
sentence. To translate a complete sentence according to the 
actual context and grammatical structure, it is necessary to 
split its sentence syntactic structure first [20]. In Fig. 4, it can 
be seen that a complete sentence is composed of sentences or 
phrases. For phrase structure, its extracted syntactic labels 
contain constituent categories and phrase structure information. 
The hierarchical output of the phrase structure syntax contains 
the information of the various categories of words and the 
attributes of the words. 

In order to allow unsupervised MTs to have a better 
knowledge of syntax, this research decided to use the results 
of the syntactic analysis to optimise the translation results of 
the model. After linearising these results and extracting their 
syntactic labels, and then combining them with the 
corresponding sentences, the combined data is used to train 
the source side of the denoising autoencoder. In this way, 
sentences and syntactic information can be jointly encoded 
into a new vector, thus creating a language model that 
incorporates syntactic information. The process of training the 
model with fused syntactic knowledge is shown in Fig. 5. 

A flowchart of the model training process incorporating 
syntactic knowledge is demonstrated in Fig. 5. In Fig. 5, the 
optimised model has adapted the inputs of the denoising 
autoencoder, and multiple encoders are used to process the 
monolingual corpus, lexicality, phrase structure, and 
dependency syntax, respectively. During training, the model 
absorbs lexical and syntactic information and optimises the 
shared encoder and decoder parameters to better capture the 
implicit syntactic information in sentences. When decoding, 
the model utilises semantic, lexical and syntactic information 
to assist in the predictive generation of target words. By 
incorporating lexical and syntactic knowledge, the challenge 
of not being able to explicitly learn syntax can be addressed 
and the accuracy of the translation can be improved. 
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Fig. 4. Sentence syntactic tree structure. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

95 | P a g e  

www.ijacsa.thesai.org 

Sentence##Syntax

Sentence Syntax

Model

Back-Translation

Add noising

Encoder

Decoder

L
an

g
u
ag

e m
o
d
elin

g

Connecting

 

Fig. 5. Flow chart of model training incorporating syntactic knowledge. 

In addition to adopting the approach of fusing syntactic 
knowledge in Fig. 5, the study also uses Bi-Long Short-Term 
Memory (Bi-LSTM) in NN to extract vectors of features for 
syntactic analysis sequences and splice them with sentence 
vectors to obtain a vector containing semantic and syntactic 
information, and uses this vector to train TCGK, so as to 
improve the translation quality of the TCGK model. The flow 
chart of Bi-LSTM extraction of syntactic vectors is shown in 
Fig. 6. The flowchart of Bi-LSTM for extracting syntactic 
vectors is shown in Fig. 6. 

Word data
Syntactic 

information

Bi-LSTM

EmbeddingEmbedding

Position 
Embedding

Transformer 
layers

Decoder

Start

 

Fig. 6. Flow chart of sentence normal vector extraction under Bi-LSTM. 

As shown in Fig. 6, Bi-LSTM is used to extract syntactic 
vectors. In order to more closely combine monolingual 
sentences and explicit syntactic information, the syntactic tree 
sequence is first linearised. At the input of Transformer, this 
study combines sentence vectors with syntactic vectors 
processed through Bi-LSTM to form new fusion vectors. The 
syntactic features are first transformed into high-dimensional 
vectors through the word embedding layer of the NN and then 
spliced with the sentence vectors, and this resulting integrated 
feature vector does not involve modifying the syntactic 
content. Using this fused vector, the encoder-decoder starts 
iterative training and stops iterative training until the model 
has better translation results. 

IV. PERFORMANCE ANALYSIS OF UNMT MODELS USING 

TRANSFORMER STRUCTURE AND GK 

The result analysis section tested the performance of 
various types of translation models before testing the UNMT 
model created in the aforementioned study. This demonstrated 
that the translation performance of the model used in this 
study was superior through the indicators of detection 
accuracy, change of loss curves, and F1 value. In addition, the 
study further compares the translation effect of each 
translation model in practical applications. The results of the 
study found that the UNMT model combined with Bi-LSTM 
has higher translation accuracy and teacher-student 
satisfaction. 

A. Performance Analysis of Different Translation Models 

The News Crawl dataset was first chosen as the 
experimental dataset, and Newstest2020 and Newstest2021 
were chosen as the experimental training dataset and test 
dataset, respectively, to test the performance of the model 
under the Transformer structure. In Newstest2020 and 
Newstest2021, there were 5000 corpora each. The corpus for 
Newstest2020 and Newstest2021 is 5000. Table I displays the 
settings for the experimental model’s parameters. 

The basic network parameters in the Transformer model 
are given in Table I, including the number of its 
encoder-decoder layers, the number of layers of the 
multi-head attention mechanism, the dimensions of the word 
embedding and hidden layers, and the learning rate. The 
detailed composition of the Newstest2020 and Newstest2021 
experimental dataset information is shown in Table II. 

Table II shows the details of the Newstest2020 and 
Newstest2021 experimental datasets, describing the source of 
the datasets, the composition of the language pairs, the 
number of samples, and the purpose of the dataset usage, 
respectively. In addition to utilizing the Newstest2020 and 
Newstest2021 experimental datasets for testing, the study also 
selected some public language datasets for testing. In order to 
compare the performance of the two syntactic fusion methods 
in the model TCGK, this study notated the syntactic fusion 
approach in Fig. 5 as TCGK+Common coding, and the 
syntactic fusion approach in Fig. 6 as TCGK+Bi-LSTM, and 
introduced the traditional Transformer model as well as the 
LSTM model for the comparison of the model translation 
performance. The detection accuracy of the four models in 
different datasets is shown in Table III. 
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TABLE I. PARAMETER SETTING OF THE EXPERIMENTAL MODEL 

Transformer model parameters Parameter values 

Number of encoder and decoder layers 4 layers 

Number of layers of multi-head attention mechanism 8 layers 

Dimension of word embedding and hidden layers 1024 

Learning rate under Adam’s optimization method 0.001 

Batch Size 32 

Model regularization Dropout 0.1 

TABLE II. EXPERIMENTAL DATA SET INFORMATION TABLE 

Data set 

information 
introduce 

Source 
It mainly contains news texts, which are sourced from 
various news websites and agencies. 

Language 

pair 

These two datasets cover multiple language pairs. For 
example, English to German, English to French, English to 

Chinese, etc. 

Sample size 
The number of corpus in Newstest2020 and Newstest2021 is 
5000. 

Aim 
Evaluate the translation performance of machine translation 

models. 

In Table III, a total of five public datasets, Newstest2020, 
Newstest2021, Para Crawl, Europarl, and Common Crawl, are 
selected for testing. Europarl: dataset is a dataset based on the 
records of the European Parliament, covering 21 European 
languages. Common Crawl is a multilingual aligned dataset 
based on web crawling. Para Crawl is a multilingual parallel 
corpus for large-scale web crawling. As shown in Table III, 
the detection accuracies of LSTM in Newstest2020, 
Newstest2021, ParaCrawl, Europarl, and Common Crawl are 
0.78, 0.77, 0.71, 0.66, and 0.69, respectively. Transformer in 
Newstest2020, Newstest2021, ParaCrawl, Europarl, and 
Common Crawl with detection accuracies of 0.82, 0.83, 0.75, 
0.71, and 0.72, respectively. TCGK+Common coding in 
Newstest2020, Newstest2021, Para Crawl, Europarl, and 
Common Crawl were 0.88, 0.89, 0.86, 0.82, and 0.83, 
respectively. The detection accuracy of TCGK+Bi-LSTM in 
Newstest2020, Newstest2021, Para Crawl, Europarl, Common 
Crawl are 0.96, 0.97, 0.91, 0.92, and 0.93, respectively. 
Among them, the TCGK+Bi-LSTM model is able to achieve 
the highest detection accuracy in the datasets Newstest2020 
and Newstest2021. The translation performance of the four 
models will be further tested in combination with the datasets 
Newstest2020 and Newstest2021. 

In Fig. 7, the incorrect syntax detection accuracy values 
for the various translation models in the training dataset and 
test dataset are displayed. Fig. 7(a) and Fig. 7(b) among them 
illustrate the detection accuracy of the four translation models 
for the training dataset and the test dataset, respectively: 
LSTM, Transformer, TCGK+Common Coding, and 
TCGK+Bi-LSTM. The four translation models’ detection 
accuracies for faulty grammar samples exhibit an increasing 
trend as the number of detected samples rises, as shown in Fig. 
7(a) and Fig. 7(b). The four translation models, LSTM, 
Transformer, TCGK+Common coding, and TCGK+Bi-LSTM, 
each have detection accuracy scores in the training dataset that 
are 0.78, 0.82, 0.90, and 0.97, respectively. In the testing 
dataset, the highest detection accuracy values of the four 
translation models, LSTM, Transformer, TCGK+Common 
coding, and TCGK+Bi-LSTM, are 0.78, 0.82, 0.90, and 0.97, 
respectively. coding, and TCGK+Bi-LSTM, the highest 
detection accuracy values of the four translation models are 
0.77, 0.81, 0.88, and 0.96, respectively. 

The graphs of the variation of loss values for different 
translation models are shown in Fig. 8. Among them, all the 
figures in Fig. 8 show the actual loss curves and the specific 
changes of the training loss curves of the four translation 
models, namely, LSTM, Transformer, TCGK+Common 
coding, and TCGK+Bi-LSTM, in the training process, 
respectively. Comparing the loss change curves of the four 
models, it can be found that compared to the other three 
models, the training loss curve and the actual loss curve of 
TCGK+Bi-LSTM basically overlap during the training 
process, so the stability of this model is better during the 
training process, and there will not be large data fluctuations. 

The variance of F1 values for various translation models in 
the training dataset and test dataset is depicted in Fig. 9. The 
study introduces F1 values for testing to better represent the 
detection performance of each model. The F1 values obtained 
by the four models in the training dataset and test dataset are 
displayed in Fig. 9(a) and Fig. 9(b), respectively. In Fig. 9(a), 
the highest F1 values of the four translation models, LSTM, 
Transformer, TCGK+Common coding, and TCGK+Bi-LSTM, 
are 0.76, 0.81, 0.90, and 0.97, respectively. In Fig. 9(b), the 
highest F1 values of the four translation models, LSTM, 
Transformer, TCGK+Common coding, and TCGK+Bi-LSTM, 
the highest F1 values of the four translation models are 0.75, 
0.80, 0.89, and 0.96, respectively. 

TABLE III. DETECTION ACCURACY OF FOUR MODELS IN DIFFERENT DATA SETS 

Model 
Data set type 

Newstest2020 Newstest2021 ParaCrawl Europarl Common Crawl 

LSTM 0.78 0.77 0.71 0.66 0.69 

Transformer 0.82 0.83 0.75 0.71 0.72 

TCGK+Common coding 0.88 0.89 0.86 0.82 0.83 

TCGK+Bi-LSTM 0.96 0.97 0.91 0.92 0.93 
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Fig. 7. Translation accuracy values for the different translation models. 

Epoch Epoch

L
o

ss

L
o

ss

Train loss Actual loss

(a) Loss curves for LSTM models

Train loss Actual loss

(b) Loss curves for Transformer models

10
Epoch Epoch

L
o

ss

L
o

ss

Train loss Actual loss

(c) Loss curves for TCGK+Common coding models

Train loss Actual loss

(d) Loss curves for TCGK+Bi-LSTM models

0.2

0.4

0.6

0.8

1.0

1.2

20 40 60 80 100 120 140 20 40 60 80 100 120 140

20 30 40 50 60 70 10 20 30 40 50 60 70

1.4

0.2

0.4

0.6

0.8

1.0

1.2

1.4

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.1

0.2

0.3

0.4

0.5

0.6

0.7

 

Fig. 8. Loss values for the different translation models. 
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Fig. 9. Translation F1 values for the different translation models. 
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B. Analysis of the Effectiveness of the Application of Different 

Translation Models 

The results of the analysis of the above performance 
indicators show that TCGK+Bi-LSTM has better performance 
compared with the other three translation models. 
TCGK+Bi-LSTM not only has better error grammar 
recognition accuracy values and F1 values, the change of the 
loss curve of this network during training is also basically the 
same as the actual change. To test the effectiveness of the four 
models in real English sentence translation, the study 
randomly selected 10 English utterances from a high school 
English textbook for testing. The translation accuracy and 
translation time of the two optimised UNMT models in real 
translation are shown in Fig. 10. 

The translation accuracy and translation time of 
TCGK+Common coding and TCGK+Bi-LSTM in different 
English utterances are demonstrated in Fig. 10. Fig. 10(a) and 
(b) shows the translation accuracy and translation time of 
TCGK+Common coding and TCGK+Bi-LSTM, respectively. 
Comparing the translation effects of the two models in ten 
English utterances, it can be seen that the highest translation 
accuracies of TCGK+Common coding and TCGK+Bi-LSTM 
are 0.93 and 0.99, respectively. The shortest translation times 
of TCGK+Common coding and TCGK+Bi-LSTM take 3.2s 
and 0.5s, respectively. In addition, the translation accuracies 
of TCGK +Common coding model has a large change in the 
accuracy value during the translation process, and its 
translation elapsed time fluctuates more. Therefore, compared 
with TCGK +Common coding, TCGK +Bi-LSTM has better 
translation effect in practical applications. 
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Fig. 10. Translation accuracy and translation time of the two translation 

models in practice. 
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Fig. 11. Satisfaction of university teachers and students with the four 

translation models. 

Fig. 11 shows the satisfaction scores of university students 
and teachers for the four translation models in practical 
applications. As shown in Fig. 11, the satisfaction scores of 
university students for the four translation models LSTM, 
Transformer, TCGK+Common coding, and TCGK+Bi-LSTM 
are 77.6, 82.9, 90.0, and 96.5, respectively. The satisfaction 
scores of university teachers for the four translation models 
LSTM, Transformer, TCGK+Common coding, and 
TCGK+Bi-LSTM are 81.7, 84.8, 93.4, and 98.8, respectively. 
In conclusion, TCGK+Bi-LSTM not only have better 
translation performance in practical applications, but also have 
higher satisfaction of university teachers and students for this 
model. 

V. DISCUSSION 

In order to improve the accuracy and efficiency of 
machine translation, this research combines the fusion of 
Transformer structure and grammar knowledge to optimize 
the unsupervised neural machine translation model, and finally 
builds the TCGK+Bi-LSTM translation model. By comparing 
and analyzing the performance of various types of models as 
well as their practical application effects, the following 
discussion is derived from this research. 

From the experimental results of error syntax detection 
accuracy, it is obvious that the TCGK+Bi-LSTM model has 
better error syntax detection effect compared to LSTM, 
Transformer, and TCGK+Common coding. The 
TCGK+Bi-LSTM model outperforms the other three models 
in terms of test accuracy and F1 value in both the training 
dataset and the test dataset. The reason behind the high 
detection accuracy and F1 value of the TCGK+Bi-LSTM 
model is that the combination of the deep self-attention 
mechanism of the Transformer structure and the Bi-LSTM 
network enables the model to better capture long-distance 
dependencies and complex syntactic structures in sentences. In 
addition, the TCGK+Bi-LSTM model has a better loss profile 
compared to LSTM, Transformer, and TCGK+Common 
coding, which further illustrates that the Transformer structure 
and the Bi-LSTM network can improve the stability of the 
model during the training process, which enables the model to 
obtain more accurate test values. 
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In addition, although translation accuracy is the primary 
index of the machine translation task, fast translation speed is 
also very critical in practical applications. Especially in 
situations where a large number of translations are required, 
such as online services or real-time translation applications, 
efficient translation speed can greatly improve the user 
experience. The TCGK+Bi-LSTM model also has a 
significant advantage in translation time compared to the other 
three models. This is because the introduction of the 
Transformer structure and the Bi-LSTM network enables the 
model to process the information features faster, thus 
achieving fast translation. Finally, the TCGK+Bi-LSTM 
model was also able to achieve a high level of teacher and 
student satisfaction in real-world applications, thus proving 
the value of this technique in real-world applications. 

Although this study provides valuable insights into the 
performance of the proposed model in Chinese-English 
translation tasks, there are some limitations. First, the 
experiments were mainly conducted based on specific datasets 
and specific tasks, and the performance of the proposed model 
should be further validated on more datasets and multiple 
language pairs in the future. In addition, although this 
experiment examined the performance of several models, 
there are still more existing and emerging modeling 
approaches that deserve further exploration and comparison. 
Based on the current findings, future research can further 
examine the performance of the models on other language 
pairs or larger datasets. In addition, it can also explore how to 
further optimize the structure or parameters of the model to 
improve its performance in specific tasks or scenarios. In 
summary, this study provides valuable insights into 
unsupervised neural machine translation models that 
incorporate Transformer structural and syntactic knowledge, 
and provides useful directions for future research. 

VI. CONCLUSION 

This research utilizes the knowledge of Transformer 
structure and syntax to construct a new UNMT model that 
aims to improve the performance and translation accuracy of 
existing translation models. The results of the study show that 
the proposed TCGK+Bi-LSTM model model significantly 
outperforms the other three models in terms of detection 
accuracy and F1 value on both training and testing datasets. In 
addition, the TCGK+Bi-LSTM model exhibits higher 
translation accuracy and translation speed than the 
TCGK+Common Coding model in real translation tests 
involving English sentences. Finally, the TCGK+Bi-LSTM 
model gained high satisfaction among university teachers and 
students, further validating its effectiveness. Since this study 
mainly focused on the performance of the model in 
Chinese-English translation tasks, it does not have 
comprehensive coverage, and subsequent studies should 
further extend the scope of the study to examine the 
performance of the model on more language pairs. 
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Abstract—In order to ensure the security of university 

teachers and students using cyberspace, a machine learning 

based university cyberspace security defense model is 

constructed. Adopting a compression perception based data 

collection method for university cyberspace, the data information 

collection of university cyberspace is completed through sparse 

representation, compression measurement, and recovery 

reconstruction. Combining the advantages of Convolutional 

Neural Network (CNN) model in spatial feature extraction of 

data and Long Short Term Memory (LSTM) model in sequential 

feature extraction of data, extract the features of university 

network spatial data. After completing the multi feature 

dimensionality reduction processing of university network data 

based on the non-negative matrix decomposition algorithm, the 

feature dimensionality reduction processing results are input into 

the ConvLSTM-CNN model. After convolution calculation and 

integration, the security threat detection results of university 

network space are output. Based on the results of security threat 

detection, corresponding network attack defense measures are 

selected to ensure the security of the university's cyberspace. The 

experimental results show that the average attack interception 

rate of the model after application can reach 97.6%. It has been 

proven that building a model can accurately detect security 

threats to the university's cyberspace and achieve defense against 

various network attacks in different environments. 

Keywords—Machine learning; University's cyberspace; security 

defense; construction of a model; compressed sensing; non-

negative matrix 

I. INTRODUCTION 

The development of computer technology has accelerated 
the process of information popularisation. By utilising the 
Internet, various services such as electronic banking, online 
teaching, and video conferencing can be provided to the public, 
gradually increasing people's dependence on the Internet in 
their daily lives, studies, and work. Currently, the Internet is 
also widely used in various universities. The university 
network has the characteristics of spatial freedom, large 
distribution scale, and relatively opens, but at the same time, 
there are also security risks in the university network. The 
rapid development of the Internet has led to a large number of 
intrusion behaviours, posing a huge threat to the network 
security of universities. Therefore, achieving a comprehensive 
perception and defense of the university's cyberspace attack 
events is significant for building a complete network security 
defense system [1]–[3]. 

The research on secure and reliable defense methods for 
network-blocking attacks has become an urgent issue to be 
solved, and many relevant experts and scholars have achieved 
fruitful research results on this topic. Wang et al. designed a 
network active security defense system based on the K-means 
algorithm [4]. However, this method is greatly affected by 
attackers during maintenance and is easily exploited by them, 
and its defense ability needs to be improved. Oliveira et al. 
proposed an intelligent network attack detection and 
classification method for network-based intrusion detection 
systems [5]. However, the effectiveness of this method in 
network security situational awareness is relatively low, and it 
cannot solve some low perception network attacks. The 
research in [6] constructed an integrated learning model for 
detecting botnet attacks in IoT networks. However, this method 
does not take into account the changes in feature quantities that 
exist in university networks. Zhang et al. proposed a network 
security attack detection method for the network Physical 
system based on deep learning [7]. However, this method 
addresses a relatively single type of network attack, and its 
defense effectiveness against different network attacks is not 
outstanding. Tonkal et al. proposed a machine learning method 
with neighborhood component analysis for detecting DDoS 
attacks in software defined networks [8]. Gurumanapalli et al. 
[9] proposed a state-of-the-art generalized Feistel network-
assisted Shannon condition and dynamic key based SSPN 
(GFS-SSPN) lightweight encryption system for IoT security to 
achieve high attack resilience. Majeed et al. [10] used 
intelligent machine learning methods to design IoT assisted 
drones. This method will provide an intelligent network 
security system that helps detect network security threats using 
blockchain. However, due to the processing of multi-
dimensional data for network attacks, this method did not 
undergo dimensionality reduction processing, and the accuracy 
of network attack detection needs to be improved. Although 
the above methods have achieved attack defense, they still 
have issues such as inadequate defense capabilities, low 
perceptual efficiency, and lack of consideration for feature 
changes, single attack type resolution, and insufficient 
dimensionality reduction processing. 

Machine learning aims to train computers to perform 
certain operations through data to train "learning" in datasets 
and enable computers to make improved decisions in the future. 
Machine learning is widely used in data mining, which 
involves searching for unknown or hidden patterns through a 
large amount of data. Machine learning can be divided into two 
categories: supervised and unsupervised. In the supervised 
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learning dataset, all training and test data are assigned a value, 
that is, a label, which can be a numeric or a character value. 
Labels of unknown data can be learnt and predicted through 
machine learning algorithms. In unsupervised learning, data 
does not have labels and machine learning algorithms are 
needed to find out the data patterns and predict unknown data. 
Therefore, in response to the university's network attacks, this 
paper constructs a security defense model of the university's 
cyberspace through machine learning, implements effective 
defense of attack data, and ensures the safe and stable 
operation of the university's cyberspace. The proposal of this 
model will provide innovative solutions for university 
cyberspace security, improving the resilience and accuracy of 
cyberspace security defense. The main research structure of 
this article is as follows: 

1) Construction of a security defense model for university 

cyberspace: This section includes several parts: university 

cyberspace data collection based on compressed sensing, 

university cyberspace security threat detection based on 

machine learning, university cyberspace data feature 

extraction based on ConvLSTM-CNN model, and university 

cyberspace security defense methods. 

2) Experimental analysis: This section verifies the 

defense effectiveness of the constructed model from different 

perspectives. 

II. CONSTRUCTION OF A CYBERSPACE SECURITY DEFENSE 

MODEL FOR UNIVERSITIES 

While operating the security defense model for the 
university's cyberspace, this paper conducts network security 
threat defense through three stages: data collection, threat 
detection, and defense generation. The specific process is as 
follows: 

A. University's Cyberspace Data Collection based on 

Compressed Sensing 

In order to meet the actual application needs of the 
university's cyberspace [11], this paper implements the 
university's cyberspace data collection through the principle of 
compressed sensing. The core goal of the data acquisition 
method based on the principle of compressed sensing is to 

ensure the high accuracy of data. Therefore, on the basis of 
analysing the core theory of compressed sensing and 
combining it with the specific characteristics of the university's 
cyberspace monitoring data, it should study practical and 
feasible data collection methods for the university's cyberspace 
that meet the needs. 

As a whole, the operating status of each node in the 
university's cyberspace will be interrelated and affect each 
other [12], which indicates that there must be a strong 
correlation between the data of each node and data with strong 
correlation must have a lot of redundancy and data containing 
redundancy can be expressed from another perspective through 
simple information. The large quantity and variety of data in 
universities' online space can be expressed by relatively simple 
information in a certain space, which shows sparsity in that 
space. This processing method of transforming data acquisition 
into information acquisition is one of the core ideas of 
compressed sensing. Therefore, the collected data from the 
university's cyberspace can be compressed using the principle 
of compressed sensing. 

The speed and accuracy of monitoring data collection are 
crucial for the safe operation of a university's cyberspace. The 
data acquisition method based on the compressed sensing 
principle includes three processes: sparse representation, 
compressed measurement and recovery reconstruction, as 
shown in Fig 1. By studying and improving each process of the 
collection method, the accuracy of data collection can be 
further improved. 

The starting point of this paper is the co-domain sampling 
of the university's network spatial data, and its research focuses 
on the sparse representation of data (the supporting theory of 
co-domain sampling). According to Fig. 1, improving the 
sparsity of data can improve the accuracy of data collection 
methods and reduce the errors introduced when restoring the 
original monitoring data using the feature data of monitoring 
quantities; Data recovery requires knowing the compressed 

measurement sampling value 
y

 and sparse basis matrix   at 
the other end of the communication channel. The amount of 

data transmitted between the two ends, 
y

 and  , determines 
the speed of the data collection method. 

 
Fig. 1. Compressed sensing flow of monitoring data. 
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1) Theoretical basis of compression perception algorithm: 

In compressed sensing [13], the K-means Singular Value 

Decomposition (K-SVD) dictionary learning algorithm is an 

adaptive data sparse method. Due to the fact that data 

collected in a university's cyberspace can always be sparsely 

represented in an unknown space, and the excellent adaptive 

characteristics of the K-SVD dictionary enable it to adapt to 

the collected data in the university's cyberspace through 

dictionary learning algorithms, so as to effectively find a 

sparse space suitable for university's cyberspace data and 

achieve sparse representation of university's cyberspace 

collected data. 

The mathematical model of the K-SVD dictionary learning 
algorithm is as follows: 

{
          {‖    ‖ 

 }

       ‖  ‖    
 (1) 

where,   represents monitoring data containing different 
data types within a sampling period;   is sparse coefficient 
vector;    is the upper limit of the number of non-zero 
components in sparse coefficients; the dictionary is   
[          ]      , where each column    represents an 
atom;   is the norm. 

The data   parasitisation steps based on the K-SVD 
dictionary learning algorithm are as follows. 

Initialise the dictionary. Randomly select   data samples 
from the general data samples as the atoms of dictionary  . 

This paper takes the monitoring data s  as the initial atom of  , 
and its standardisation process is as follows: 

  
  |

  

√∑    
 
   

|   (2) 

where,   is any length of compressible discrete real value 
data. 

a) Sparse encoding. Under the condition that the 

dictionary   is fixed, it can solve the optimisation model of 

the above equation using the Orthogonal Matching 

Pursuit(OMP) to obtain the sparse coefficient    of the 

collected data s . 

b) Dictionary update. Update the dictionary column by 

column. When updating the   -th column    of the dictionary, 

make    the error generated by removing    from the data, 

that is: 

     ∑     
 

     (3) 

In the equation,    is the  th line of  . Then perform 
singular value decomposition on the error to obtain the updated 
   and  . 

c) Repetitive sparse encoding and dictionary updates. If 

the termination condition is met, the output data is based on 

the adaptive sparse dictionary   of the K-SVD dictionary 

learning algorithm. 

In the application of data collection in the university's 
cyberspace, based on the K-SVD dictionary learning algorithm, 

every atom of the optimal dictionary D  of signal s  is 

identical, and the coefficient vector   decomposed on this 

dictionary is 1-sparse, ensuring the high sparsity of data s . 
This shows the feasibility and progressiveness of the K-SVD 
dictionary learning algorithm applied to a sparse representation 
of monitoring data in university network space. 

2) Compression measurement: For the compression 

measurement of the university's cyberspace data, data   is 

compressed to obtain a measurement vector   with a length of 

      , which is expressed as: 
        (4) 

Compression measurement no longer uses the method of 

measuring the university's network spatial data x  itself first 
and then compressing it. Instead, a measurement matrix 

       is used to directly compress and measure data x , 
converting data sampling into sampling of   projections on the 
measurement matrix  . 

3) Compression reconstruction: For the restoration and 

reconstruction of the university's cyberspace data, it is the 

process of restoring the original data   from vector  . In this 

process, the measurement vector   is represented as: 
        (5) 

In the equation,   is the perception matrix and satisfies the 
isometric constraint criterion. The goal of the university's 
cyberspace data recovery and reconstruction is to find the 
optimal sparse coefficient vector  , which can be expressed as 
an optimisation problem under the    norm, namely: 

1
arg min

. .s t y

 



 


     (6) 

Finally, the optimal recovery value x of the original data 

can be obtained. And then, the space data collection of the 

university's network using compressed sensing is realised. 

Based on the above compression perception, compression 

measurement, and compression reconstruction processes, data 

collection and output of university cyberspace security threat 

detection results are shown in Table I: 

TABLE I.  SECURITY THREAT DETECTION RESULTS OF UNIVERSITY 

CYBERSPACE 

Connect IP Time stamp Detection result 

192.168.1.2 2022-10-05 09:30:20 Normal 

192.168.1.4 2022-10-05 09:35:10 DDoS attacks 

192.168.1.5 2022-10-05 09:40:15 DNS hijacking 

192.168.1.7 2022-10-05 09:45:30 Normal 

192.168.1.2 2022-10-05 09:50:40 Normal 
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B. Machine Learning-based Threat Detection for 

University's Cyberspace Security 

1) Theoretical basis of ConvLSTM-CNN model: A CNN 

is a deep feedforward neural network with a large number of 

convolution calculation processes. Different from the 

conventional neural network model, the neurons in each layer 

of CNN are arranged three-dimensionally. A two-dimensional 

data's length and width are the neurons' length and width, 

while the depth represents the third dimension used to activate 

the data volume. It is precisely because of this characteristic of 

the CNN model that it can better obtain the spatial features of 

university network data [14]. 

At present, CNN models have been widely applied in the 
field of cyberspace security in universities, such as intrusion 
detection systems and situational awareness. The structure 
diagram of a typical CNN model is shown in Fig. 2. 
Convolutional neural networks are typically composed of input, 
hidden, and output layers, with hidden layers typically 
including convolutional, pooling, and fully connected layers. 

The data is first input in the input layer, and then the 
university's network data perceived in Section II (A) is 
preprocessed. By normalising the data, it is then passed into the 
hidden layer for calculation. 

The first layer to enter is the convolutional layer, which is 
the core of the CNN model structure. It has multiple 
convolutional kernels inside and can extract features from the 
input data. After the convolutional layer, there is usually a 

pooling layer, which appears alternately in the convolutional 
neural network. Each convolutional layer corresponds to a 
pooling layer. The fully connected layer in convolutional 
neural networks has a similar network structure to conventional 
neural networks, where each neuron structure constructs 
connections with all neurons in the previous layer, playing the 
role of a "classifier" in the entire network, integrating and 
mapping local sample information into the corresponding space. 

Compared with other neural network models, CNN has 
better automatic feature extraction ability [15] and is widely 
used in computer vision, natural language processing, 
cyberspace security and other directions. It has made much 
progress and can be used for attack classification, image 
recognition, target segmentation, and other fields. In this paper, 
we utilised the advantages of CNN models in the perceptual 
extraction of spatial dimension features and optimised their 
structure to make them more suitable for modelling traffic time 
series in the field of cyberspace security situational awareness 
in universities. 

Although the CNN model has obvious advantages in data 
space feature extraction, it is not good at feature extraction for 
sequence data such as network traffic. Therefore, it needs to be 
optimised based on fully utilising its advantages. 

LSTM model is a special Recurrent Neural Network (RNN) 
model which has the ability to store the long-term state of data. 
Sometimes, due to the long data sequence length, the training 
process of ordinary RNN models is prone to the problem of 
vanishing or exploding gradients. The LSTM model performs 
better in training longer sequence data than this. 

 

Fig. 2. Schematic diagram of convolutional neural network model. 
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In order to control the cell state, three gates are designed in 
the LSTM model to control or delete the added unit state 
information, namely the forgetting gate, memory gate, and 
output gate: 

a) Forgetting gate: It used to forget or discard part of 

attribute information, accept a short-term memory output from 

the previous unit module, and decide which part to retain and 

forget. 

b) Memory gate: It determines the information stored in 

the cellular state. For the attribute relationships discarded in 

the forgetting gate, it can find and fill in the corresponding 

new attribute information in this unit module to supplement 

the attribute information discarded by the forgetting gate. 

c) Output gate: It determines the output value based on 

the cell state. 

The working principle of the LSTM model is shown in Eq.  
(7): 

{
 
 

 
 
                               

                               

                                    

                             

              

 (7) 

where,   、  、  、  、   represents input gate, forgetting 

gate, cell state, output gate, and transmission state;   is the 
multiplication of the corresponding elements of the matrix, also 
known as Hadamard product, and   is the sigmoid function;   
is the weight matrix, and   is the bias top. 

The LSTM model, especially for high-dimensional time 
series data such as network data, can effectively analyse the 
logical relationships between input features and the complex 
temporal correlations between information. Meanwhile, 
compared to the CNN model, the LSTM model can better 
simulate human thinking patterns and cognitive processes and 
exhibits better processing ability for complex tasks closely 
related to time series. Therefore, this paper will use the 
temporal features extracted from LSTM network data 
combined with the spatial features extracted from CNN 
network data as the result of feature extraction for university 
network data. 

2) Multi-feature dimensionality reduction processing of 

university's network data based on non-negative matrix 

decomposition algorithm 

Due to the multi-dimensional problem of obtaining the 
features of the university's network data in Section II (B) (1), in 
order to improve the accuracy of threat detection in the 
university's network space security, a non-negative matrix 
decomposition algorithm is used to perform multi-feature 
dimensionality reduction on university network data [16]. The 
non-negative matrix decomposition algorithm has the 
advantages of simple decomposition implementation and small 
space occupation. The specific process of multi-feature 
dimensionality reduction for university network data based on 
the non-negative matrix decomposition algorithm is as follows: 

Fuzzy classification of university network data features is 
carried out, and the initial value of the non-negative matrix 
decomposition base matrix to be composed of the classification 
centroid is set [17]. In contrast, the non-negative matrix 
decomposition rank is the number of classifications. The 
feature set of university network data is set to 

1 1[ , , , ]n    , where n  represents the number of 

samples in the feature set of university network data. After 

fuzzy l  classification, the set is  1 2  ,  , ,  lF F F F  , 

where l  represents the number of feature classifications of 

university network data. While the membership degree of the 
university's network data features to the fuzzy vector is 
expressed by    , the membership degree matrix representation 

is expressed as   [   ]   
. It should be noted that     meets 

∑    
 
     , and the membership degree update function is 

specified as: 
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where,    represents the  th university network data feature; 

   represents the i -th clustering centre;    represents the initial 
clustering centre;   represents the fuzzy weighted index. 

Thus, the cluster centre set is determined as follows: 

   
∑      

   
 
   

∑      
  

   

   (9) 

The objective function is: 

  ∑ ∑      
 ‖     ‖ 

  
   

 
    (10) 

If the above equation calculates the result     (threshold), 
then the iteration stops, and the initial value of the base matrix 
  in non-negative matrix decomposition is set to be composed 
of the cluster centre set   . 

According to the non-negative matrix decomposition 
algorithm, the feature matrix      of university network data 
is decomposed into two non-negative matrices      and     , 
and the product between them infinitely approximates the 
original non-negative matrix, namely          . Where, 
     represents the base matrix;      represents the 
coefficient matrix, using minimising the remaining Frobenius 
as the objective function, and the expression is: 

   
   

       
 

 
∑ ∑             

  
   

 
    (11) 

When,     , the value is 0. 

Before the convergence of the objective function, fuzzy 
classification is used to obtain the centroid initialisation basis 
matrix, and the matrices   and   are alternately updated. The 
matrix iteration rules are expressed as follows: 
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After repeated iterations, the base matrix and coefficient 
matrix are finally obtained as    and   . The coefficient matrix 
   is used to replace the original sample matrix, thus achieving 
multi-feature dimensionality reduction of university network 
data. 

3) ConvLSTM-CNN-based threat detection model for 

university's cyberspace attacks: As mentioned earlier, 

traditional CNN models cannot fully consider the sequence 

characteristics of data, and using LSTM models alone cannot 

fully consider the spatial characteristics of data and the 

correlation relationships between various features. Therefore, 

this paper intends to introduce the idea of the ConvLSTM 

model to model the problem of situational awareness of 

cyberspace security threats in universities from the dimensions 

of time and space features. Considering the limited 

computational performance of the ConvLSTM model and the 

higher computational cost and longer training time of each 

layer compared to convolutional layers, this paper proposes a 

ConvLSTM-optimized CNN model. It applies to the field of 

cyberspace security threat situational awareness in universities. 

ConvLSTM was first proposed in 2015 and has shown 
good performance in predicting spatiotemporal data with both 
temporal and spatial features. This model extends the fully 
connected LSTM to have a convolutional structure in both 
input-to-state and state-to-state transitions, as shown in Fig. 3, 
which is the ConvLSTM network architecture diagram.

 
Fig. 3. Internal architecture of ConvLSTM model. 

The working principle of ConvLSTM is shown in Eq.  (13): 

{
 
 

 
 
                                 

                                 

                                      

                               

              

  (13) 

In the equation,                represents input gate, 
forgetting gate, cell state, output gate, and transmission state, 
respectively;  is the multiplication of the corresponding 
elements of the matrix, also known as Hadamard product, and 

  is the sigmoid function; W  is the weight matrix, and b  is 
the bias top. Unlike LSTM, where             represents 
three dimensions,   and   represent the information of data 
rows and columns. 

For the classification and prediction requirements of 
spatiotemporal sequence data, such as university's cyberspace 
data, the ConvLSTM model has the memory storage and 
computing ability for long-time sequences [18]. Therefore, this 
paper uses a combination of the ConvLSTM and CNN models 

to construct the ConvLSTM-CNN model, with the specific 
structure shown in Fig.  4. 

 

Fig. 4. Structure diagram of ConvLSTM-CNN model. 
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a) Input layer: First, encode the labels of input data in 

the input layer, convert them from textual data to continuous 

numerical variables, fit the data, and then perform 

standardisation and normalisation processing. Next, convert 

the data into a specific dimensional matrix that can be 

accepted by the next ConvLSTM layer. 

b) ConvLSTM layer: The first layer to enter after the 

input layer is the ConvLSTM layer [19], which identifies the 

time dimension and spatial dimension of data, captures the 

spatiotemporal characteristics of data, and has a long memory 

function for solving the problem of serial data modelling with 

a long time. At the same time, unlike the feedforward fully 

connected form between the input and each gate in the LSTM 

model, the model's weight is convolutionally calculated and 

connected using the convolutional form, which allows for the 

acquisition of spatial features of the data while considering 

temporal features. 

c) Convolutional layer: After capturing the 

spatiotemporal features of the data, it enters the convolutional 

layer for calculation. By utilising the typical sparse connection 

characteristics of the convolutional layer, it can effectively 

extract data features while shortening the convergence time of 

the model [20]. In forward fully connected neural networks, 

every element in the matrix needs to participate in 

computation, which undoubtedly increases the computational 

time and complexity of the algorithm. In this layer, the 

parameters of each convolutional kernel can be shared with 

each other, allowing only one operation to be performed on 

the same parameters in the university network model, which 

not only improves the runtime but also preserves its 

advantages in spatial feature extraction [21]. In the design of 

this model, the number of convolutional layers is set to 3, with 

a gradually decreasing number of convolutional kernels. 

d) Fully connected layer: Located at the last layer of the 

entire network structure, it is used to integrate the feature 

information output from the previous layer. 

e) Output layer: make classification and probability 

mapping for the model output and map it to the corresponding 

labels. 

4) Optimisation parameter selection: In a neural network, 

the key work to enable it to solve the nonlinear problem of a 

sparse matrix, such as a university's cyberspace security 

situation awareness, is how to select and use appropriate 

activation functions, introduce nonlinear factors, retain and 

map the features of some activated neurons, and remove 

redundant and irrelevant features in the data, so as to enable 

neural networks to have hierarchical nonlinear mapping 

learning capabilities that linear models do not possess [22]. 

After completing the construction of the neural network model, 

it is necessary to search for the optimal solution for the model 

and select a suitable optimiser. Usually, the idea of gradient 

descent is used to calculate the loss and gradient of the model 

in order to obtain the parameters of each layer of the 

university's cyberspace security threat detection model and 

generate the optimal solution. 

a) Activation function: In the structure and calculation 

process of ConvLSTM, similar to LSTM, there is a tanh 

operation in the related calculations of its input and output 

gates, which is used to generate candidate memories. As 

shown in Eq. (14), the calculation equation for the tanh 

function is shown. It can be seen that the tanh function 

requires a fourth power operation during the calculation 

process, and more power operations may be performed during 

its backpropagation differentiation, which undoubtedly 

increases the computational complexity of the ConvLSTM 

layer. Meanwhile, the tanh function may also cause gradient 

saturation during model training, which is a major reason for 

its low computational efficiency. 

        
      

        (14) 

where, e  is a function. 

In order to reduce the computational load of the security 
threat detection model of the university's cyberspace and solve 
the gradient saturation problem in ConvLSTM, this paper 
introduces the linear rectification function (ReLU) as the 
activation function in ConvLSTM-CNN and CNN layers and 
Eq. (15) is the calculation equation of ReLU function. 

ReLU              (15) 

In the full connection layer, the activation function [23] is 
not used by default; that is, each layer only performs simple 
matrix multiplication. In this layer, the design and use of 
appropriate activation functions can play the role of adding 
nonlinear factors to neurons and the entire network structure, 
making neurons approach nonlinear networks. Therefore, this 
paper uses Softmax as the activation function in the full 
connection layer to obtain the probability value of each sample 
corresponding to the input so as to achieve the purpose of data 
classification. The calculation equation for the sigmoid 
function is shown in Eq. (16). 

soft        
  

∑    
   

  (16) 

where, T  is the number of types of samples. 

b) Optimiser: After the establishment of the threat 

detection model for cyberspace security in basic colleges and 

universities, multiple iterations is needed to continuously 

optimise the model, find appropriate parameters, reduce the 

value of the loss function as much as possible, and improve 

the accuracy of the threat detection model for cyberspace 

security in colleges and universities. In order to adjust the 

parameters of the university's cyberspace security threat 

detection model during the training process and find the 

optimal solution, we introduced an optimiser to calculate and 

update the network parameters that could affect the training 

and output of the university's cyberspace security threat 

detection model, so that the results of the university's 

cyberspace security threat detection model can approximate or 

achieve the best [24], [25]. In this paper, the Adaptive Time 

Estimation Method (Adam) is introduced to calculate the 

adaptive learning rate of each parameter in the university's 

cyberspace security threat detection model. Adam algorithm 
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has higher convergence speed and more efficient 

computational efficiency than other adaptive learning rate 

algorithms. At the same time, it also has a lower occupancy 

rate of system computing resources and is more suitable for 

situations such as sparse gradients or high gradient noise. The 

Adam algorithm has made improvements such as bias 

correction and gradient algorithm optimisation on the basis of 

AdaGrad and RMSProp. Still, it retains its advantage of 

dynamically and adaptively optimising the learning rate. The 

calculation process of the Adam algorithm is shown in Eq. 

(17), which includes storing the exponential decay average 

value    of the historical square gradient and maintaining the 

exponential decay average value    of the historical gradient. 

1 1 1
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t t t
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 (18) 

where,   is the learning rate, and    is the fitness function. 

The calculation process of the Adam algorithm after 
introducing the deviation correction step is shown in Eq. (18) 
to reduce the impact of deviation on the early training of the 
university's cyberspace security threat detection model. 

  
  

  

    
  

  
  

  

    
    (18) 

After correcting the deviation, as shown in Equation (19), it 
can adaptively calculate the updated step size    from the 
perspectives of gradient mean   

  and gradient square   
 . 

1 * / ( )t t t tm v     
 (19) 

where,   is the Lagrange multiplier and  is the 
relaxation variable. 

C. Defense Methods for Cyberspace Security in Universities 

According to the ConvLSTM-CNN threat detection model 
in Section II (B), security threats in the university's cyberspace 
are detected, and the university's cyberspace security defense is 
carried out through the following methods. 

1) Security defense against DNS attack threats: For 

example, the Domain Name System (DNS) denial of service 

attack threat is prevented in the network blocking attack 

detected by the ConvLSTM-CNN threat detection model. 

DNS denial of service attack threat security defense requires a 

detailed record of the number of DNS requests and hit rate in 

the time window. Based on the network attack threat detected 

by ConvLSTM-CNN, threat detection is performed on DNS 

attack data [26]. The attack data is divided into a blacklist. 

Normal data is divided into a whitelist and efficient network 

space inside the socket is used to transfer data information 

from the two lists so that it is assigned to filtering work, to 

filter attacks and redirect them, and implement constraints on 

the number of DNS requests that each source IP passes 

through per unit time to achieve security defense. The specific 

approach is as follows: 

a) Prohibit DNS requests from the blacklist; 

b) For whitelist lists, IP can be allowed to pass through 

a large number of DNS requests; 

c) For non-whitelist lists, it constrains the number of 

DNS requests that IP passes through, where the allowed non-

frequent DNS requests per unit time (1-2 requests) can be 

limited by using the tc  tool. To provide commonly used 

domain name responses on behalf of servers in cases where 

there are a large number of DNS requests and to randomly 

discard some requests that are not included in the DNS 

frequency list, filters can be set in front of the attacked server. 

The security defense model steps for network blocking attack 

threats are shown in Fig. 5. 

A filter function is mounted on the NetFilter framework 
chain of the Linux kernel to discard DNS requests with the 
source IP on the blacklist. In university's cyberspace data 
packets, using this framework can achieve the application of 
custom behaviour. Blocking IP addresses on the blacklist 
improves filtering efficiency and compensates for the missing 
functionality of the original DNS protocol [27]. 

The created queue is set on the output port and constraints 
university network traffic reasonably based on routing 
selection. Filters, queues, and classifications together form the 

tc  tool. The following is the operation process: 

a) Create CBQ queues and apply them to network 

physical devices; 

b) Create the classification in the CBQ queue; 

c) Create filters for each category, and the filters need to 

be created based on the routing; 

d) Routing tables can be created by matching filters. 

Usually, only one queue needs to be created, with each 
queue containing a root classification that includes 
subcategories. The smaller the classification number is, the 
more effective it becomes. If a certain classification rule is met, 
the data packet can be sent using that classification, and 
subsequent classifications will lose effectiveness. This 
completes the security defense against DNS attacks that 
threaten the cyberspace of universities. 

2) Security defense against DDoS attack threats: The 

essence of security defense is how to defend against DDoS 

attack threats detected through the ConvLSTM-CNN threat 

detection model [28]. In SDN networks, OpenFlow flow 

tables can be used for implementation. As shown in Fig. 6, in 

the SDN network, when an attacker controls the botnet to 

launch a DDoS attack against the server, the attacking 

university's network space traffic first reaches the edge switch 

S1 and S1 detects whether there is a flow table matching the 

flow label in the university's network traffic space. If there is 

one, it will be forwarded directly according to the flow table 

rules. If not, it will upload the flow information to the 

controller and wait for the controller to make a decision. After 

receiving the flow information, the controller executes the 
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ConvLSTM-CNN threat detection model to detect the traffic 

in the university's cyberspace and determines whether the flow 

is DDoS attack traffic. If it is not, it calculates forwarding and 

sends a flow table containing routing information to the switch. 

The switch forwards according to the flow table rules; If so, 

the controller issues a table containing discarded instruction 

flows to the switch, and then the switch will discard this 

DDoS attack. In order to avoid the overflow of switch flow 

table space caused by excessive traffic in the university 

network space, a soft timeout time for the university's 

cyberspace traffic is set. Since DDoS attacks on university 

network space traffic are usually instantaneous, the soft 

timeout time is set to 1 second, which means that the flow 

table will delete itself if it is not matched for more than a 

second. This completes the security defense against DDoS 

attacks that threaten the cyberspace of universities. 

 
Fig. 5. Steps for defending against network blocking attacks. 

 

Fig. 6. Network diagram. 
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III. EXPERIMENTAL ANALYSIS 

Taking a certain university's cyberspace as the 
experimental object, based on big data analysis technology 
operating parameters, the control centre selects the 
Mininet+POX platform, simulates the virtual university's 
cyberspace environment through Mininet, follows the custom 
remote network interaction process, and runs the POX 
controller within the platform as the core selection. Based on 
the connectivity of remote university's cyberspace attacks, six 
switches are used to connect with each other. Among them, 
one switch is used to connect to the remote subnet, and another 
attack host is prepared. The other four are the teaching building, 
library, experimental building, and cafeteria of a certain 
university, and the topology of the university's network space 
attack is completed based on the remaining operating 
bandwidth of the switch. Using the built-in traffic generation 
tool Trafgen to attack university network space, the attack 
host's attack traffic is generated. Based on the attack traffic 
source IP address and source port number parameters, the 
attack content in the host file is continuously configured, and 
iPerf3 is used to generate and configured attack packet-related 
parameters. The environmental design scheme is described in 
Fig. 7. 

After building the attack topology structure, it simulates the 
running environment of the university's big data analysis 
technology using the background traffic in the attack package 
to call Scapy on the normal host and complete the writing of 
the main function code of big data analysis technology. Based 
on the instructions sent and the actual response interactions 
generated, the traffic in the network space of attacking 
universities within the topology structure is resolved into 
multiple protocols that support attack instructions, which can 
control the attacking host, form identity mapping, generate 
mapping requests with attacking instructions, extract query 
ports generated by port access, and use them as fixed identity 
numerical markers to debug the remote attack process between 
the attacking host and other hosts. 

To ensure the effectiveness of the experiment, the 
parameters of the proposed method are set as follows: 

CNN model parameters: Convolutional kernel size is 3 × 3. 

The step size is 1, and the activation function is ReLU. 

LSTM model parameters: The hidden layer size is 256, and 
the activation function is tanh. 

Non negative matrix decomposition algorithm parameter: 
Select to retain the first 50 features as the dimensionality 
reduction result. 

CNN model: Convolutional layer 1 has 32 convolutional 
kernels, with a kernel size of 3x3 and a step size of 1. 
Convolutional layer 2 has 64 convolutional kernels, with a 

kernel size of 3×3 and a step size of 1. The activation function 

is ReLU. 

LSTM model: The LSTM layer has 64 hidden layer units. 

Fully connected layer: The output layer has two neurons, 
representing the categories of normal and attack. 

Loss function: Using cross entropy loss function. 

The selected comparison methods use the parameters 
during their testing period, and will not be listed here. 

The DDoS attack and DNS attack are used to verify the 
security defense capability of the model in this paper against 
the network space security of colleges and universities. At the 
same time, the network active security defense model based on 
the K-means algorithm in reference [4], the network security 
defense model based on the improved particle swarm 
optimisation algorithm in reference [5], the network security 
defense model oriented to digital transformation based on 
endogenous security framework in reference [6], the network 
security defense decision-making model based on timing game 
in reference [7], and the network data resource security defense 
model based on cloud computing in reference [8] are tested as 
a comparison method for the model in this paper. The test 
results are shown in Table II. 

 

Fig. 7. Design of security defense model environment for cyberspace attacks in universities. 

Web server
Detection

defense model

Teaching

building
Library Canteen

Experiment

al building

Switchboard



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

110 | P a g e  

www.ijacsa.thesai.org 

TABLE II.  SECURITY DEFENSE RESULTS OF DIFFERENT ENVIRONMENTS IN UNIVERSITY NETWORK SPACE 

Host Teaching building Library Canteen Experimental building 

Model in this paper 
DDoS attack Success Success Success Success 

DNS attack Success Success Success Success 

Reference [4] Model 
DDoS attack Failure Success Success Failure 

DNS attack Failure Failure Failure Failure 

Reference [5] Model 
DDoS attack Failure Failure Success Failure 

DNS attack Success Failure Failure Failure 

Reference [6] Model 
DDoS attack Failure Failure Failure Success 

DNS attack Success Success Success Success 

Reference [7] Model 
DDoS attack Failure Success Success Failure 

DNS attack Success Success Success Failure 

Reference [8] Model 
DDoS attack Success Success Success Failure 

DNS attack Success Failure Failure Failure 
 

From Table II, it can be seen that in the simulated 
cyberspace attack environment outside a certain university's 
teaching building, library, cafeteria, and experimental building, 
the models in reference [4] and the reference [5] only 
successfully defended two times when they attacked DDoS and 
DNS cyberspace eight times, while the other six times failed. 
The defense effect of the models in reference [6], reference [7], 
and reference [8] are better than the first two models, the 
defense against threat attacks is above 50%, but it has not 
achieved the desired security defense effect. And through the 
model in this paper, the defense against DDoS and DNS 
network space attacks is all successful, indicating that the 
model in this paper can achieve security defense in network 
space under different network attacks in different environments 
and has strong security defense capabilities. 

The experiment sets the attack host traffic value between 
200-1200MB to ensure the accuracy of the test results. In this 
attack traffic mode, the fixed controller has 18 running 
windows. Based on the running window values and attack 
traffic parameters, it completes the statistical work of the actual 
intercepted traffic data of the defense software. Then it 
calculates the attack interception rate of the defense software. 

Equation                         
     is used to represent numerical relationships. Among 

them, F  represents the interception rate of defense software 

attacks; AR  represents the number of attack data correctly 

intercepted by the defense software, TN  indicates successful 

tagging of attack data traffic; TA  represents the number of 

intercepted windows supported by the controller, FA  

represents the set attack traffic value; traffic interception rate 
statistics for defense software attacks can be conducted based 
on different traffic attacks. The results are shown in Table III. 

Based on the numerical relationship between different 
attack interception values, statistical analysis is conducted on 
the attack interception rates of the models in reference [4], 
reference [5], reference [6], reference [7], reference [8], and the 
defense software in this paper. The average is read for the 
attack interception rates under different supply scales. From 
Table III, it can be seen that the average attack interception 
rates of the defense software in reference [5] model and 
reference [6] model are 77.7% and 77.2%, respectively, 
indicating weak defense capabilities against university 
cyberspace security; The average attack interception rates of 
the defense software for reference [4] model, reference [7] 
model, and reference [8] model are 85.2%, 85.4%, and 87.9%, 
respectively, indicating an improvement in defense capabilities; 
The average attack interception rate of the defense software 
designed in this model is 97.6%, which is the strongest defense 
capability for university cyberspace security compared to the 
other five models. 

Based on two types of network attack methods, DDoS 
attack and DNS attack, the congestion status of the university's 
cyberspace is tested for six attack defense models. The network 
space attack defense models of reference [4], reference [5], 
reference [6], reference [7], and reference [8] are used as 
comparative models. Fig. 8 shows the network congestion rate 
results of the six models for the university's cyberspace attack 
defense. 

TABLE III.   INTERCEPTION RATES OF UNIVERSITY'S CYBERSPACE ATTACKS USING DIFFERENT MODELS (%) 

Host attack 

traffic 

Reference [4] 

Model 

Reference [5] 

Model 

Reference [6] 

Model 

Reference [7] 

Model 

Reference [8] 

Model 

Model in this 

paper 

200 82.1 79.2 75.6 82.6 89.2 97.6 

400 86.2 77.5 76.8 84.3 86.9 98.9 

600 85.6 79.4 79.5 85.9 88.4 96.4 

800 87.1 75.3 77.9 87.5 86.1 97.7 

1000 85.2 76.1 78.2 86.7 89.4 98.3 

1200 84.9 78.7 75.3 85.3 87.5 96.9 
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Fig. 8. Comparison of defense congestion rates of different defense methods. 

Analysing Fig. 8, it can be seen that after being defended 
by six different network space security defense models, the 
congestion rate of DDoS attacks and DNS attacks is less than 
60%. However, for the two different attacks, DDoS attacks and 
DNS attacks, the congestion rate of the model in this paper is 
the lowest, below 10%. The university's cyberspace security 
defense model proposed in this paper can effectively reduce the 
congestion rate of the university's cyberspace and protect the 
security of the university's cyberspace; the model in this paper 
can defend against different types of attack methods and has 
excellent defense capabilities against network space blocking 
attacks in universities. 

In order to verify the effectiveness of the university's 
cyberspace security threat detection model in this paper and 
compare the impact of different numbers of feature quantities 
on detecting the university's cyberspace security threats, the 
number of feature quantities is set to 5, 10, 15, 25, 25, 30, 35, 
40, and 45. The security threat detection accuracy of the 
university's cyberspace is obtained on different numbers of 
feature quantities, and the detection results are shown in Fig. 9. 

From Fig. 9, it can be seen that through the feature 
extraction of the university's cyberspace using this model, as 
the number of features continues to increase, the model's 
accuracy in detecting security threats in the university's 
cyberspace has also improved. When the number of features is 
35, the model has the highest accuracy in detecting security 
threats in the university's cyberspace, at around 0.98. However, 
when the number of features exceeds 35, the detection 
accuracy of the model in this paper for threats to the security of 

the university's cyberspace has begun to decline. Therefore, the 
model in this paper is used to reduce the dimensionality of the 
features in the university's cyberspace, setting the feature 
amount to 35, laying the foundation for the next step of the 
university's cyberspace security detection and improving 
detection accuracy. 

In order to further verify the detection performance of the 
model in this paper for university's cyberspace security threats, 
DDoS attacks, DNS attacks, and DoS attacks are set as attack 
sources. The detection accuracy of the models in reference [4], 
reference [5], reference [6], reference [7], reference [8], and the 
model in this paper for university's cyberspace security threats 
are used as evaluation indicators and compared. The detection 
results are shown in Table IV. 

From Table IV, it can be seen that the average detection 
accuracy of the model in reference [8] for DDoS attacks, DNS 
attacks, and DoS attacks is 0.76, which is relatively low in 
detection accuracy; The average detection accuracy of the 
models in reference [4], reference [5], reference [6], and 
reference [7] for three different network attacks is 0.82, 0.83, 
0.80, and 0.80, all of which are above 0.8. Compared with the 
model in reference [8], the detection accuracy has been 
improved; the model in this paper has the highest detection 
accuracy for these three different types of network attacks, with 
an average detection accuracy of 0.98. The detection accuracy 
for each network attack is 0.97 or above, indicating that the 
model in this paper is the most effective in detecting security 
threats in the university's cyberspace and ensuring the security 
of the university's cyberspace. 

 
Fig. 9. University network security detection accuracy of different 

characteristic quantities. 

TABLE IV.  ACCURACY OF SECURITY DETECTION IN UNIVERSITY'S CYBERSPACE BY DIFFERENT MODELS 

Model DDoS DNS DoS 

Reference [4] Model 0.85 0.79 0.83 

Reference [5] Model 0.84 0.80 0.85 

Reference [6] Model 0.79 0.81 0.81 

Reference [7] Model 0.83 0.76 0.82 

Reference [8] Model 0.73 0.77 0.79 

Model in this paper 0.97 0.98 0.98 
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Fig. 10. Comparison of data detection rates collected by different models. 

The core goal of the data collection model based on the 
compressed sensing principle is to ensure the high accuracy of 
the data. Distinguishing whether there is a threat to the security 
data nodes in the university's cyberspace is an important 
indicator to measure the model in this paper. Based on the 
model oriented towards the university's cyberspace security 
threat data in this paper, the detection rate of the algorithm is 
defined as the proportion of the detected university's 
cyberspace security threat data nodes to the total data nodes. In 
order to verify the effectiveness of the model proposed in this 
paper in detecting threats to the university's cyberspace 
security, 200 sensor nodes are set up in the experiment. The 
detection rates of the model proposed in this paper are 
compared with those of models in reference [4], reference [5], 
reference [6], reference [7], and reference [8] under different 
abnormal node ratios. The results are shown in Fig 10. 

As shown in Fig. 10, as the proportion of nodes posing 
security threats to the university's cyberspace increases, the 
detection rates of the models in references [4], [5], [6], [7], [8] 
and this paper all show a downward trend. However, the 
detection rates of this paper are all above 0.9, while the 
detection rates of other models are all below 0.9. In 
comparison, the model in this paper has the highest detection 
rate. This model can effectively distinguish the types of 
efficient cyberspace security threat data nodes, provide 
decision-making support for data reliability collection, and 
improve the detection rate of cyberspace security threats in 
universities. Based on the above experimental results, it can be 
seen that the machine learning based university cyberspace 
security defense method proposed in this article has achieved 
significant results in practice. Compared with previous studies, 
the method proposed in this paper not only enhances existing 
research results, but also provides innovative solutions and 
improvement strategies. 

Firstly, the method proposed in this article has achieved 
certain results in the defense of cyberspace security in 
universities. The model in this article combines data collection 
based on compressed sensing, security threat detection based 
on machine learning algorithms, and optimization parameter 

selection, providing comprehensive security defense support 
for university cyberspace. 

Secondly, the method results presented in this article 
demonstrate novelty that was not discovered in previous 
studies. By introducing a compression aware data collection 
method, this article extracts effective information from large-
scale network data, avoiding the related problems of storing 
and transmitting all the original data in traditional methods. 
Meanwhile, by using different machine learning models and 
feature selection methods, this article can accurately detect and 
prevent security threats in university cyberspace from multiple 
perspectives. 

Finally, the research findings of this article provide new 
ideas and insights for the field of cyberspace security in 
universities. By effectively combining machine learning 
algorithms with knowledge in the field of network security, 
this method not only improves security defense capabilities, 
but also improves the accuracy and efficiency of security threat 
detection. These innovative achievements not only have 
significant academic significance, but also provide specific 
guidance and reference for the practice of cyberspace security 
in universities, and provide new solutions for network security 
protection in practical applications. 

IV. CONCLUSION 

The security threats and defense issues of university 
cyberspace are not only related to campus security but also 
closely related to the daily lives of teachers and students. There 
is a large amount of data, such as network traffic, log 
information, and system signals, in the cyberspace of 
universities. This study proposes a new method for university 
cyberspace security defense through the comprehensive 
application of compressed sensing based data collection 
method and deep learning model. After experimental 
verification, the model has achieved significant results in attack 
interception rate and provided effective protection for the 
security of university cyberspace. These results demonstrate 
the innovation and feasibility of the model, providing new 
ideas and insights for research and practice in the field of 
cyberspace security in universities. Due to the large amount of 
attack data, more types of data will be added to the model in 
the future, such as network traffic data, log data, user behavior 
data, etc., to improve the breadth and accuracy of security 
detection. 
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Abstract—Soil is a vital requirement for agricultural activities 

providing numerous functionalities restoring both abiotic and 

biotic materials. There are different types of soils, and each type 

of soil possesses distinctive characteristics and unique harvesting 

properties that impact agricultural development in various ways. 

Generally, farmers in the olden days used to analyse soil by 

looking at it visually while some prefer laboratory tests which are 

time-consuming and costly. Testing of soil is done to analyse the 

features and characteristics of the soil type, which results in 

selecting a suitable crop. This in turn results in increased food 

productivity which is very beneficial to farmers. Hence, to 

recognize the soil type an automatic soil identification model is 

proposed by implementing Deep Learning Techniques. It is used 

to classify the soil for crop recommendation by analysing 

accurate soil type. Different Convolution Neural Networks have 

been applied in the proposed model. They are VGG16, VGG19, 

InceptionV3 and ResNet50.Among all those techniques it is 

analysed that better results were obtained with ResNet50 having 

an accuracy of about 87% performing Multi-classification that is  

Black soil, Laterite Soil, Yellow Soil, Cinder soil & Peat soil. 

Keywords—Agricultural; convolution neural network; soil 

classification deep learning; VGG16; VGG19; InceptionV3; multi-

classification; ResNet50 

I. INTRODUCTION 

Soil stands as a vital agricultural resource, housing a 
plethora of nutrients essential for crop cultivation. Each region 
possesses its unique soil composition, giving rise to diverse 
soil types worldwide. Serving as Earth's outer layer, soil 
encompasses various minerals, organic matter, living 
organisms, and water. Acting as a bridge between the planet's 
internal layers and its surface, soil plays a pivotal role in 
facilitating plant growth. The availability of nutrients and 
water in the soil determines the growth of a plant, making it a 
crucial factor for analysis. In the current era, effective plant 
management holds paramount importance to ensure human 
sustainability. The global population have been steadily 
increasing, thus there is a growing need to enhance food, 
fabric, and medicine production. Consequently, improving the 
agricultural sector becomes imperative, as it stands as a 
primary source capable of meeting these escalating demands. 

The growth of different types of crops is influenced by 
diverse factors such as the availability of nutrients, water, and 
oxygen in the soil, balancing both environmental and physical 
conditions to achieve a good yield. Among all these resources 
the current work concentrates on the different classifications 

of soil to identify the specific category of soil which 
ultimately determines a selective crop. Each region is 
determined with different types of soils like black soil, peaty 
soil, alluvial soil, red soil, desert soil, forested soil, laterite 
soil, and many more. For soil classification various Deep 
Learning techniques are implemented as they are categorized 
based on the considered soil images. To classify soil types, a 
variety of features such as hue, saturation, texture, colour, 
intensity, and other relevant characteristics are extracted and 
utilized. 

Deep learning is an architecture comprising a large number 
of layers that enables the transformation of raw data into 
meaningful features. This process is often referred to as 
feature engineering in the context of deep learning models. 
Various types of CNNs are used for classification. Some of the 
existing models are implemented using both Machine 
Learning and Deep Learning Techniques [1]. The author 
implements a model using K-NN Classifier and SVM 
Classifier on different types of soil image datasets [2] [9] [14]. 
The author implements a model using an SVM classifier. The 
research in [3] [13] proposed a technique designed using an 
SVM classifier and ResNet50, CNN while the author in 
[4][17], employs a range of neural network models, including 
CNNs, DBNs, LSTMs, Multilayer Perceptron, and 
Autoencoders. These architectures serve various purposes 
such as image processing and feature extraction within the 
study. The study in [5] [16] proposed a technique 
implementing an, Network Model (CNN), SVM classifier and 
StoolNet. The research in [15] [6], the author implemented a 
Network Model based on Convolutional Neural Networks 
(CNN). This model was designed to filter images using five 
different types of masks: spot, wave, level, ripple, and edge. 
These masks are utilized as filtering techniques in image 
processing, helping to extract specific features or enhance 
certain characteristics in the images. The application of these 
masks within a CNN framework suggests that the study 
focuses on leveraging convolutional operations to analyses 
and process images for a particular purpose, such as texture 
analysis or pattern recognition [10]. A model has been 
proposed by the author that combines Naive Bayes and 
Artificial Neural Network (ANN) techniques. This hybrid 
approach is utilized to analyze physical parameters like water 
content and dry density, as well as soil parameters such as 
internal friction angle, cohesion. Simultaneously in [6] the 
study employs a Gabor Filter for edge detection, followed by 
Std, skew, Mean, and kurtosis and other sinusoidal measures 
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to retrieve images. The classification task involves using the 
CNN algorithm for land and soil images. Additionally, a 
Visual Transformer for image classification is introduced, 
showcasing superior accuracy compared to CNN, SVM, 
ResNet-50 and subsequent machine learning models as stated 
in study [3]. 

Therefore, in this paper, a model developed is determined 
using VGG16, InceptionV3, VGG19 and ResNet50associated 
with Transfer Learning resulting in better and more accurate 
soil classification. The main objective of this model is to do 
multi-classification that is yellow soil, Laterite Soil, Cinder 
soil, Black Soil and Peat soil. The general workflow of the 
proposed model is explained and continued with the Literature 
Survey in Section II and Section III provides a diagrammatic 
approach for the developed model. Section IV covers the 
experimental evaluation. Section V presents the conclusion of 
the proposed paper. 

II. LITERATURE SURVEY 

Rahman Zaminur proposed a system that utilized the K-
NN Classifier, a machine learning algorithm, for classifying 
soil texture. The research recommended Support Vector 
Machine as the most effective classifier. The approach 
involved Bootstrap resampling and a stacked decision tree 
ensemble classifier. The study encompassed nine different soil 
types and also explored alternative algorithms such as 
Artificial Neural Network and GAtree [1]. 

Navya and Vijay E V proposed a system the image 
classification process, employing diverse methods including, 
Sub-pixel Classification, Artificial Neural Network 
Classification and Maximum Likelihood Classification. They 
opted for SVM due to its versatility and suitability for 
comparison purposes. The research utilized a range of pre-
processing methods to identify patterns, leading to improved 
classification analysis [2]. 

Jagetia Aaryan underscored the significance of precise soil 
classification, substantiated by multiple parameters such as 
void ratio, moisture content, liquid limit, clay content, specific 
gravity and plasticity. Employing the Visual Transformer, an 
advanced technique for image classification, resulted in 
impressive accuracy rates of 98.13% during training and 
93.62% during testing [3]. 

Prabhavathi V's research is cantered on Utilizing deep 
learning algorithms to classify soil, particularly highlighting 
an inventive deep learning model. The investigation delves 
into a range of deep learning algorithms, encompassing CNNs, 
DBNs, LSTM, Autoencoders and Multilayer Perceptron  
CNNs, in particular, exhibit remarkable accuracy when it 
comes to Identifying soil through the analysis of hyperspectral 
bands derived from satellite data and categorizing aggregates 
using stereo-pair images [4]. 

Srivastava Pallavi research proposal investigates soil 
classification techniques through computer vision and the 
utilization of image processing.  colour and soil texture are 
determined employing methods such as the Munsell colour 
chart, elutriation, pipette, decantation, The model incorporates 
StoolNet, which attains a remarkable 100% accuracy in 
classifying burozem soil and yellow soil [5]. 

Aparna Yerrolla examines the International Soil Reference 
and Information Centre dataset, which includes various soil 
images belonging to different classes. Feature extraction is 
performed using the Gabor filter to capture attributes like 
entropy, standard error, and mean. The analysis places 
significant importance on soil colour extraction. Texture 
characteristics are extracted using the Laws mask method, 
involving filtering images with five different mask types: 
edge, ripple, level, wave and spot. The application of 
Convolutional Neural Networks (CNNs) with three-layered 
hidden layers enables the algorithm to effectively classify land 
images and soil, distinguishing between categories such as 
Clayey peat, Silty sand, Clay, Humus clay, Peat, Sandy clay 
and Clayey sand [6]. 

Barkataki Nairit introduced a deep CNN model designed 
for automatic soil classification through non-invasive 
techniques such as ground penetrating radar (GPR). A 
fabricated dataset was created through the use of gpr-Max for 
both training and validation. Through a 5-fold cross-
validation, the model demonstrated exceptional performance, 
achieving an impressive accuracy rate of 97% in classifying 
seven distinct soil types based on ground penetrating radar 
(GPR) B-Scan images [7]. 

Khullar Vikas puts forward an effective soil classification 
system by leveraging deep learning techniques. The study 
incorporates a diverse set of algorithms, including Random 
Forest, KNN, Ada-Boost, SVV Machine, Quadratic 
Discriminant Analysis, Logistic Regression, Decision Tree, 
Extra Trees, Gaussian Naïve Bayes, and Histogram Gradient 
Boosting. Additionally, the use of VGG16 and 
InceptionResNetV2 deep networks for soil classification 
enhances the categorization process, yielding robust and 
dependable results that outperform prior state-of-the-art 
methodologies [8]. 

Greema S Raj describes a survey done on soil 
classification using different techniques. Decision tree 
predictions are made using a binary tree model, known for its 
speed and accuracy. Naïve Bayes classifiers utilize the Bayes 
theorem for predicting unrelated features within a class. 
Parameter estimation is performed using maximum likelihood 
or Bayesian methods. SVM is a heuristic algorithm employed 
for supervised learning, determining the optimal hyperplane to 
separate two classes [9]. 

Ladan Samadi's research focuses on soil classification 
using machine learning algorithms, namely ANN and Naïve 
Bayes. Neural networks are effective in establishing 
relationships between input variables and target parameters. 
The Unified Soil Classification System (USCS) is employed 
for soil classification based on and particle size analysis 
Atterberg limits. Naïve Bayes and ANN algorithms are 
utilized for classification, considering particle size analysis 
and Atterberg limits. The objective is to develop an Artificial 
Neural Network model that predicts soil classification based 
on soil conditions and collected data on soil mechanics 
parameters [10]. 

Rakesh Kr Dwivedi's Deep learning process, using K-
means clustering, aids farmers in classifying soil based on its 
texture, clay, silt, sand concentrations, and pH value. Soil 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

116 | P a g e  

www.ijacsa.thesai.org 

image classification utilizing machine learning involves three 
steps: image segmentation, feature extraction, and 
classification [11]. 

Abhinav Pandey utilizes a deep CNN methodology for 
satellite image classification, concentrating on the 
classification of soil types using chemical and physical 
properties as criteria. Using the DGX-2, the trained deep CNN 
achieves an average accuracy of 0.67 and a maximum 
accuracy of 0.80 in five runs when utilizing images with 
vegetation removed. However, accuracy decreases to 0.41 due 
to vegetation fluctuation over time. The desert soil class shows 
the highest confidence, while the black soil class exhibits the 
lowest. The average classification accuracy during testing is 
0.72, indicating the effectiveness of the model in classifying 
different soil types from satellite images [12]. 

The existing methods were implemented mostly on one 
type of soil from various soil images, based on their respective 
parameters. This research works aims to classify different 
types of soil like black soil, yellow soil, laterite, cinder and 
peat soil with more efficient CNN models. 

III. PROPOSED MODEL 

The suggested model uses the input photos to determine 
the type of soil. Several varieties of convolution neural 
networks, which are a part of deep learning techniques, are 
used in this instance to automatically classify data. Several 
unseen layers are stacked upon each another in a specific order 

to create CNN, feed-forward neural network which is multi-
layered, which extracts features that are displayed as patterns. 
The pre-processed input data is then sent through many CNN 
types, such as ResNet50, InceptionV3, VGG16, and VGG19, 
to further aid in the classification of the picture of soil under 
consideration. Fig. 1 illustrates the suggested model's 
workflow. 

The collection of images in the dataset is divided into four 
categories: images of black soil, yellow soil, peat soil, cinder 
soil, and laterite soil. It is gathered from offline and internet 
sources. When putting them into the model, they are mainly 
divided into Train and Test data images and are pre-processed 
utilizing techniques for image transformation. Pre-processing 
procedures, which involve the implementation of Data 
Augmentation Techniques, are executed in this context. 
During data augmentation, specific circumstances are applied, 
such as rotating the image at a ninety-degree angle and 
modifying it horizontally and vertically. This is done in order 
to capture more photographs and view it from various 
perspectives. Images are resized simultaneously to change 
their aspect ratio and size to a standard 220x220x3 format. 

Every image has a specific label applied to it and is 
mapped for additional classification. As a consequence, pre-
processed train and test image data are obtained. Thus, the 
acquired trained dataset is used to train the model, and the test 
dataset is used to assess the model. 

 

Fig. 1. Workflow of the proposed model. 
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The acquired data undergoes processing through several 
CNNs, namely Inception V3, ResNet50, VGG16, and VGG19. 
Each neural network's individual layer operates on the input 
data, extracting distinct patterns crucial for classifying the 
particular soil type under examination. CNNs stand out as 
highly efficient architectures for image recognition and 
classification owing to their pattern recognition capability, 
significantly aiding in the prediction and classification of input 
image data and yielding the highest achievable accuracy. 
Standard CNNs typically comprise three fundamental types of 
layers, often referred to as "building blocks": convolutional, 
pooling, and fully connected layers. The initial two layers, 
convolution and pooling, primarily focus on feature 
extraction, while the third, the fully connected layer, translates 
these identified features into the final output, such as a 
classification. Within a CNN, which functions as a sequence 
of mathematical operations, the convolution layer plays a 
pivotal role, providing a specialized version of linear 
operations. Digital images are represented as an array of 
integers or a two-dimensional (2D) grid capturing pixel 
values. A kernel, serving as an optimizable feature extractor, 
is applied at each position across the image, allowing for the 
extraction of essential features. 

We use Transfer learning technique to Connect base model 
with fine-tuned model Fully Connected Layers. Subsequently, 
layer freezing is carried out employing the trained data images 
for the model's first run. When knowledge is taken from an 
established model and applied to a newly proposed model, 
transfer learning plays a significant role. Every item listed 
above The Transfer Learning Mechanism is the foundation 
upon which CNNs operate. The epochs, learning rate, 
optimizer and batch size are among the many parameters that 
are changed for each Convolutional Neural Networks, to 
classify the photos of dirt, save the model and run it. 

Plots of loss percentages and accuracy have been made in 
accordance with the outcomes of the designed model. One 
indicator used to assess the model's performance in an 
understandable manner is accuracy. A metric called loss 
indicates how well the model performs following each 
optimization step. In order to anticipate the provided input soil 
input, we must load the saved model weights concurrently 
with the input picture path of the testing image, and then 
predict the input image using the loaded model. Class label 
assigned determines the index of output, which is based on the 
index of the maximum element within an array along a 
specified axis. 

Algorithm: Implementation of Model: 

Input: Images of different kinds of soil 

Output: Prediction of image (Peat, Yellow, Laterite, Black 

and Cinder Soil images) 

Step 1.Importing all training and testing images corresponding 

to soil categories into the dataset. 

Step 2. Preprocessing the Images. 

 Enhancing all training and testing images 

through the application of data    

augmentation techniques. 

Step 3.Associating class labels with their respective images by 

creating a mapping. 

Step 4.Generating the pre-processed dataset after performing 

all necessary transformations, including data augmentation, 

and mapping class labels with their corresponding images. 

Step 5.Utilizing ResNet50, InceptionV3, Vgg16, and Vgg19 

models as the base models for further analysis or processing. 

Step 6.Integrating a fine-tuned model into Vgg16, 

InceptionV3, ResNet50, and Vgg19 by customizing the top   

layers. Steps    

 Configuring the model with specific 

parameters such as epochs, batch size and 

learning rate to train and optimize the neural 

network. 

 Incorporating a flattened and fully connected 

layer into the base model architecture. 

 Appending a dense layer with five units (for 

the number of classification classes) and 

applying the ―SoftMax‖ activation function to 

the model. 

Step 7. Implementing transfer learning by connecting the base 

model with fine-tuned fully connected layers to leverage the 

pre-trained features and optimize the model for the specific 

classification task. 

Step 8. Freezing the layers to maintain their pre-trained 

weights and prevent them from being updated during the 

initial execution of the model. 

Step 9. Training the model by fitting the training data images 

to it. 

Step 10. Saving the model weights after training for future use 

or further analysis. 

Step 11. Plotting accuracy and loss percentages to visualize 

the performance of the designed model during training and 

evaluation phases. 

Step 12. The classification of images has been successfully 

completed using the trained model. 

1) VGG16: The utilization of Very Deep Convolutional 

Networks in Large-Scale Image Recognition showcases the 

impact of network depth on accuracy within extensive image 
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identification scenarios. The primary focus is a comprehensive 

analysis of networks with incrementally deeper layers, 

employing an architecture using (3x3) convolution filters 

which is relatively small. This study reveals that increasing the 

depth to a range of 16–19 layers significantly enhance 

performance compared to current configurations. Our team 

participated in the 2014 ImageNet Challenge, leveraging these 

discoveries, leading to our team securing top two places in the 

localization and classification tracks, respectively. This 

success underscored the adaptability of our representations 

across diverse datasets, consistently yielding state-of-the-art 

results. To encourage continued exploration of deep visual 

representations in computer vision, our two most impactful 

ConvNet models available for research purposes. 

2) VGG19: The depth of convolutional networks affects 

their accuracy in large-scale image identification contexts. It 

employs an architecture with (3x3) convolution filters, just 

like VGG19, and shows that going deeper to 16–19 weight 

layers can yield a discernible improvement over the current 

configuration. When using this VGG19, we have more hidden 

layers, which yields the best outcomes. 

3) InceptionV3: Convolutional networks are the 

foundation of most state-of-the-art computer vision systems 

for various workloads. Since its debut in 2014, very deep 

convolutional networks have made considerable progress in a 

number of benchmarks. We investigate strategies for scaling 

up networks that leverage factorized convolutions and 

aggressive regularization to make the most efficient use of the 

extra processing. While it's often true that larger model sizes 

and increased computational resources lead to improved 

performance in various tasks, provided there is a sufficient 

amount of labelled data for training, we are exploring methods 

to efficiently scale up neural networks. This involves applying 

strong regularization techniques and optimizing convolutions 

through appropriate factorization, ensuring that the additional 

computation is used as efficiently as possible, these methods 

are compared to the state of the art using ILSVRC 2012 

automation challenge validation set and find notable 

improvements: For single frame evaluation, a network with 

less than 25 million parameters and a computational cost of 5 

billion multiply-adds per inference produced errors of 21.2% 

top-1 and 5.6% top-5. Using an ensemble of four models with 

multi-crop assessment, we report a 17.3% top-1 error and a 

3.5% top-5 error on the validation set and 3.6% error on the 

test set. 

4) ResNet50: Deep residual networks have emerged as a 

category of highly extensive architectures, demonstrating 

exceptional accuracy and attractive convergence behaviours. 

The analysis delves into the propagation formulations 

fundamental to the residual building blocks, suggesting that 

both forward and backward signals can be seamlessly 

transmitted from one block to any other block, specifically 

when utilizing identity mappings as skip connections followed 

by activation after addition. Numerous ablation experiments 

confirm the significance of these identity mappings, which, in 

turn, serve as the inspiration behind our introduction of a 

novel residual unit. This new unit not only enhances 

generalization but also streamlines the training process. 

Deep residual networks represent a class of highly 
extensive architectures known for their exceptional accuracy 
and favourable convergence behaviours. This analysis 
explores the propagation formulations within the residual 
building blocks, particularly when employing identity 
mappings as skip connections along with post-addition 
activation. It indicates the direct transferability of both 
forward and backward signals between various blocks. 
Numerous ablation experiments further affirm the significance 
of these identity mappings. As a result, this serves as the 
driving force behind our proposal for a novel residual unit, 
aiming to streamline training processes and enhance 
generalization. 

IV. EXPERIMENTAL ANALYSIS 

In this paper, the system has been tested with 4 deep-
learning keras API models using different optimization 
techniques with 203 soil images of five categories: Laterite 
Soil, Peat Soil, Black Soil, Yellow Soil and Cinder Soil. 

There are 47 tests done where nine images for each 
category all the images in the dataset are divided into eight 
batches. Each image has its own 30 iterations along with 
various features optimizers that belong to Adam and SGD. 
There are 156 training images of are done for each model. 

For the VGG16 and VGG19 systems recorded mean 
accuracies are 100% & 100% and loss error rates are 0.0032 & 
0.0019, for InceptionV3 system recorded a mean of 87% and 
the mean loss value is 0.4747. 

By using the SGD optimizer technique with the ResNet50 
System recorded highest accuracy is 100% and the loss error 
rate is 0.0013 using the Adam optimizer technique with the 
ResNet50. From all the above models ResNet50 with the 
Adam optimizer system is a bit higher than the remaining 
models. 

To compute accuracy, we utilize the confusion matrix, 
which consists of four categories: True Positives, True 
Negatives, False Positives, and False Negatives. This matrix 
enables the calculation of various valuable metrics. 

Accuracy =  (TP + TN) / ( TP + TN + FP + FN) 

TABLE I. MEASURING ACCURACY USING THE PRESENTED TECHNIQUES 

Models VGG16 VGG19 Inception V3 ResNet50 

Validation 

Accuracy 
1.0000 1.0000 0.8750 1.0000 

Validation 
Loss 

0.0032 0.0019 0.4747 0.0013 

Training 
Accuracy 

0.8871 0.9355 0.5645 0.8750 

Training 

Loss 
0.9862 0.5171 1.0490 0.9059 

The graphs below illustrate the accuracy and loss metrics 
obtained from different models, including VGG16, 
InceptionV3, VGG19 and ResNet50. 
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As illustrated from Fig. 2, the accuracy values ranging 
from 0.0 to 1.0 is represented on X-axis and the number of 
epochs (100) executed in the model is represented on Y axis. 
Throughout the study, 100 epochs were conducted, and the 
optimal accuracy was achieved at 26 epochs, accompanied by 
a loss rate of 0.0032. The blue line on the graph corresponds 
to the training data, while the orange line represents the 
validation data. It is important to note that 20% of the images 
were randomly selected from each class for testing purposes, 
ensuring a representative evaluation of the model’s 
performance. 

As illustrated from Fig. 3, the accuracy values ranging 
from 0 to 70 is represented on X-axis and the number of 
epochs (100) executed in the model is represented on Y axis. 
The graph illustrates the loss corresponding to the accuracy of 
the VGG16 model. The optimal result was achieved at 26 
epochs with a minimal loss rate of 0.0032. The blue line in the 
graph represents the training data, and the orange line 
represents the validation data. It's important to note that 20% 
of the images were randomly selected from each class for 
testing purposes, ensuring a representative evaluation of the 
model's accuracy and loss. 

 

Fig. 2. Accuracy of VGG16. 

.  

Fig. 3. Loss of VGG16. 

As illustrated from Fig. 4, the accuracy values ranging 
from 0.3 to 1.0 is represented on X-axis and the number of 
epochs (100) executed in the model is represented on Y axis. 
In the course of this study, 100 epochs were conducted, and 
the highest accuracy was achieved at 58 epochs, with a 
minimal loss rate of 0.0019. The blue line on the graph 
corresponds to the training data, while the orange line 
represents the validation data. It's worth noting that 20% of the 
images were randomly selected from each class for testing 
purposes, ensuring a representative evaluation of the model's 
performance. 

The blue line is representative of the training data, while 
the orange line signifies the validation data. Notably, for 
testing, 20% of images were randomly selected from each 
class. 

As illustrated from Fig. 5, the accuracy values ranging 
from 0 to 60 is represented on X-axis and the number of 
epochs (100) executed in the model is represented on Y axis. 
The graph illustrates the loss corresponding to the accuracy of 
the VGG16 model. The lowest loss rate was achieved at 58 
epochs, with a value of 0.0019. The blue line in the graph 
represents the training data, while the orange line represents 
the validation data. It's important to note that 20% of the 
images were randomly selected from each class for testing, 
ensuring a reliable evaluation of the model's accuracy and 
loss. 

 

Fig. 4. Accuracy of VGG19. 

 

Fig. 5. Loss of VGG19. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

120 | P a g e  

www.ijacsa.thesai.org 

As illustrated from Fig. 6, the accuracy values ranging 
from 0.0 to 0.8 is represented on X-axis and the number of 
epochs (100) executed in the model is represented on Y axis. 
During the study, the model was trained for 100 epochs, and 
the highest accuracy, 87%, was achieved at 52 epochs with a 
corresponding loss rate of 0.4747. The blue line on the graph 
represents the training data, while the orange line represents 
the validation data. It's important to note that for testing 
purposes, 20% of the images were randomly selected from 
each class, ensuring a representative evaluation of the model's 
performance. 

The blue line corresponds to the training set, while the 
orange line represents the validation set. Notably, for testing 
purposes, 20% of images were randomly selected from each 
class. 

As illustrated from Fig. 7, the accuracy values ranging 
from 0 to 80 is represented on X-axis and the number of 
epochs (100) executed in the model is represented on Y axis. 
The graph illustrates the loss corresponding to the accuracy of 
the VGG16 model. The lowest loss rate was achieved at 52 
epochs, with a value of 0.4747. The blue line on the graph 
corresponds to the training data, while the orange line 
represents the validation data. It's important to note that for 
testing purposes, 20% of the images were randomly selected 
from each class, ensuring a representative evaluation of the 
model's accuracy and loss. 

 

Fig. 6. Accuracy of inceptionV3. 

 

Fig. 7. Loss of inceptionV3. 

As illustrated from Fig. 8, the accuracy values ranging 
from 0.4 to 1.0 is represented on X-axis and the number of 
epochs (100) executed in the model is represented on Y axis. 
Throughout the study, the model had been trained for 100 
epochs, and the highest accuracy, achieved at 22 epochs, was 
recorded at 0.0013 loss rate. The blue line on the graph 
corresponds to the training data, while the orange line 
represents the validation data. It's important to note that 20% 
of the images were randomly selected from each class for 
testing purposes, ensuring a representative evaluation of the 
model's performance. 

The training data is represented by the blue line, while the 
validation data is indicated by the orange line. Notably, 20% 
of images from each class were randomly chosen for testing. 

As illustrated from Fig. 9, the accuracy values ranging 
from 0 to 40 is represented on X-axis and the number of 
epochs (100) executed in the model is represented on Y axis. 
The graph illustrates the loss corresponding to the accuracy of 
the VGG16 model. The lowest loss rate was achieved at 22 
epochs, with a value of 0.0013. The blue line in the graph 
illustrates the training data, while the validation data is 
depicted by the orange line. It's important to note that for 
testing purposes, 20% of the images were randomly selected 
from each class, ensuring a representative evaluation of the 
model's accuracy and loss. 

 

Fig. 8. Accuracy of ResNet50. 

 

Fig. 9. Loss of ResNet50. 
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Out of the listed models, namely InceptionV3,VGG16, 
ResNet50 and VGG19 the ResNet50 model stands out, 
exhibiting the highest accuracy with minimal loss. 
Furthermore, in addition to accuracy and loss metrics, the 
output includes Soil Image and the subsequent soil 
classification as described below. 

Fig. 10 shows the output of the model which is name of 
the soil here the classification of soil type is Yellow Soil, list 
of values in array and the image which is given as input to the 
model with height 220 and width 220.. Out of the listed 
models such as VGG16, VGG19, InceptionV3, ResNet50 , the 
ResNet50 got highest accuracy with less loss. So model taken 
ResNet50 for execution and identified as Yellow Image. 

 

Fig. 10. Soil classification. 

ResNet50 achieves high accuracy and minimal loss due to 
its 50-layer architecture utilizing a bottleneck design for 
building blocks. The bottleneck residual block incorporates 
1×1 convolutions, called a "bottleneck," reducing parameters 
and matrix multiplications. This design enables faster training 
of each layer. Unlike the traditional two-layer approach, 
ResNet50 employs a stack of three layers, contributing to its 
superior performance. 

V. CONCLUSION 

Soil classification holds significant importance as it aids in 
the analysis of soil nutrients and minerals. This analysis 
enables precise crop management, leading to enhanced 
productivity and meeting the growing food demands. Deep 
Learning Techniques are employed to address challenges 
encountered in the manual soil classification process. This 
project emphasizes the utilization of Deep Learning and Image 
Processing for classifying soils, focusing on key soil 
characteristics such as particle size, texture and color. These 
techniques aim in replacing the traditional manual soil 
inspection methods. The proposed model incorporates four 
different Convolutional Neural Networks (CNNs) – ResNet50, 
VGG16, VGG19, and InceptionV3 – for multi-class 

classification, categorizing soils into Yellow, Peat, Cinder, 
Laterite and Black Soils respectively. Among these neural 
networks, ResNet50 outperformed the others, achieving a 
minimal error rate of 0.13% and a flawless accuracy of 100%. 
Although the model was tested with a limited dataset, 
expanding the dataset could potentially improve accuracy 
further. Additionally, incorporating pH values into the dataset 
and integrating crop recommendations could enhance the 
model's capabilities in extracting soil nutrients and minerals. 
This model can be enhanced by using large dataset, to get 
nutrients and minerals from soil by adding pH values to the 
dataset and also for crop recommendation. 
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Abstract—e-Commerce today is a remarkable experience. 

However, finding and purchasing a right quality product based 

on numerous product reviews and manual rating in the e-

commerce websites utilize much time among the consumers. This 

paper presents the problems faced by the consumers when 

buying products in e-commerce websites and a solution to solve 

the problems. Thus, the idea of an automated product rating 

system would be very useful for the consumers in which it rates 

the products automatically based on the reviews given by the 

buyers. To do this, a technique called Sentiment Analysis is used. 

It also ranks the products in order based on the product rating 

that is generated automatically. It would provide a way for the 

consumers to purchase their desired product within minutes. 

Surveys and interviews were conducted to find out the problems 

faced by consumers when purchasing a product online through e-

commerce websites. There was also research conducted to study 

the product rating and product review section on the current e-

commerce websites. To conclude, this automated product rating 

system eventually eases the consumers’ effort and time from 

reading numerous reviews and trusting inaccurate product 

rating to find a best quality product for them. 

Keywords—e-commerce website; sentiment analysis technique; 

manual product rating; automated product rating; product review 

I. INTRODUCTION 

As technology advances, everything is becoming more 
digital and automated. In this digitalized world, all of us now 
can buy anything on e-commerce websites and have it 
delivered without having to go to a store physically. There is 
almost nothing that we cannot find on e-commerce websites. 
However, judging a product solely based on its pictures and 
reviews is difficult and requires extensive research. Online 
buyers will always look for reviews of a product before 
buying to avoid purchasing low quality products. For them to 
look for the right product to be purchased, they must look for 
the products from different shops and compare those products. 
Reading numerous reviews and selecting the best product 
from a sea of similar items is a time-consuming process. 
Every review must undergo a thorough examination. The 
buyers had to scroll through and analyze thousands of reviews 
to buy a product online. Not only that, even when there is a 
rating provided for the product, it is not accurate enough as the 
buyer can just rate simply and not everyone knows the reason 
behind the rating that is given. Some reviews and ratings that 
are available in certain e-commerce websites are not even 

related. The reviews may be written in a positive way, but the 
rating given may be too low and vice versa. This makes the 
other buyers confused to look whether to refer to the reviews 
or the ratings. They would be frustrated in looking for that 
kind of unmatching reviews and ratings. Furthermore, the 
arrangement of the products is unstructured. Even though a 
product has many good reviews or ratings, it is shown at the 
bottom of the page. We are not sure how many people would 
scroll till the bottom to find a perfect product for them. They 
will only be going a certain mile to find the products and read 
the reviews. So, by the time the buyer does not reach the 
product that has a good review, they are losing the chances of 
buying the good ones. Thus, an advanced Sentiment Analysis 
for Product Rating system is developed to speed up finding the 
best products online using Sentiment Analysis technique. In 
addition, the system is also able to detect the hidden 
sentiments in the reviews and rate the product accordingly in 
which it will be done automatically by the system. Using the 
rating that is given for each review, an overall rating is 
assigned for each product. Based on the overall rating, it will 
rank the products from the highest to lowest product rating 
when displaying the products. By doing this, the true customer 
sentiment will be shown in the form of rating, and the correct 
and best product can be purchased by the consumer easily. To 
understand better, an effort was made to look for pertinent 
papers, research papers, reports, and documents that are 
related to the topic. 

II. E-COMMERCE 

Electronic commerce refers to the buying, selling, and 
exchanging of goods and services over the internet. e-
commerce is a contemporary business that caters to the needs 
of organizations and the customers able to purchase products 
when the prices drop, when the product quality improves and 
the delivering services pace enhances [1]. Moreover, Abdullah 
et al. [2] portrayed e-commerce as the use of Internet, 
computer and shared software technology to exchange the 
product details and visuals, offers and purchasing information 
and any other information that requires to be communicated to 
customers, suppliers or the society. Online store sales are 
roughly equivalent to the physical stores and this trend would 
continue without a stop [3]. To add on to the previous point, 
Franco & Regi [4] claimed that the customers can easily 
compare the products that they wanted to be purchased 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

124 | P a g e  

www.ijacsa.thesai.org 

without burdening themselves to drive from shop to shop. 
Armando & Alberto [5] mentioned that there was a massive 
shift in spending towards e-commerce. The shopping rate is 
also hugely elevated. However, the customers always wanted 
and always rely on the reviews or ratings that a product has 
before they decide to purchase the product. This is because 
when buying products online, the product cannot be touched 
or sensed physically, therefore the only way to make the 
customers trust and buy a product is the feedback or reviews 
given by the other customers who have bought the product 
earlier. Nellutla et al. [6] mentioned that a typical customer 
goes to the website, selects a product, inspects the prices and 
ratings, reads the reviews, and then proceeds with the 
transaction. However, e-commerce has its own set of issues. 
One of them is the rating of the products. Thus, we can tell 
that e-commerce is consistently growing and becoming more 
significant to businesses as technology constantly advances 
and it is something that needs to be taken advantage of and 
implemented. Customers are playing a vital role in purchasing 
products online as their honest reviews or the information that 
they are spreading are eventually influencing other customers 
who want to purchase a product online. 

III. PRODUCT RATING AND REVIEW 

Product rating and review are becoming more important in 
the customer decision making process nowadays. Buyers are 
relying on the reviews and ratings that are posted by the other 
buyers who have bought the product. As a result, the customer 
ratings and reviews have the power to significantly influence 
the sales of the product [7]. According to Fawzy et al. [8], the 
product rating is critical in ascertaining whether a product or 
service is in a good quality as publicized and can be trusted. In 
addition, Fan & Fuel in [9] mentioned that 94% of customers 
read reviews before deciding to do any online purchasing. To 
add on, Wang & Chen [10] also stated that reviews in e-
commerce websites are a valuable resource and play a vital 
role in purchasing a product. Customers decide either to 
proceed with the transaction or drop down based on the 
reviews in the e-commerce websites. In addition, Lackermair 
et al. [11] stated that 104 of customers in Germany reported 
that roughly 85% of the customers view and read all the 
product reviews very frequently before purchasing a product. 
To conclude, ratings and reviews aid the customers as they 
help them to get a better and clear idea of a product before 
buying it. Before deciding whether a product is worth 
purchasing, the customers analyze the reviews and ratings in 
the comment section and make themselves clear. 
Unfortunately, the product ratings are inaccurate to resemble 
the quality of the products as some of the customers simply 
put some random ratings without having a proper rationale 
behind it. 

IV. SENTIMENT ANALYSIS TECHNIQUE 

To solve the problems such as unmatched product ratings 
with the reviews and inaccurate product ratings, Natural 
Language Processing (NLP) was decided to use as it has the 
power of measuring sentiment from a text. NLP is a branch of 
machine learning (more specifically the branch of Artificial 
Intelligence) that is concerned with a computer's ability to 
comprehend, analyze, manipulate, and possibly generate 

human language [12]. In NLP, there is a technique called 
Sentiment Analysis which suits well to achieve the objective 
of this topic. To use the Sentiment Analysis technique, some 
other NLP techniques or processes needed to be used so that 
the objective of Sentiment Analysis can be achieved (will be 
discussed in the upcoming section). Based on the research that 
is made, there are no other techniques that are used to analyze 
a review. The only technique that has been introduced to 
analyze the sentiment of a review is Sentiment Analysis. 
There are many reasons why Sentiment Analysis is decided to 
be used for analyzing the product reviews and generating 
product rating in accordance with the reviews. Those are 
described in the next subsection. 

V. SENTIMENT ANALYSIS IN E-COMMERCE WEBSITE 

Nowadays, people place a lot of importance on online 
shopping because it allows them to complete their purchases 
faster and with less effort. According to Jha et al. [13], 
Sentiment Analysis is used to ascertain what customers think 
of the product. This helps other customers in making decisions 
on buying a product. Textual reviews, star ratings, and emojis 
are all used to express opinions. Thus, Sentiment Analysis is 
used to examine the vast amounts of data that assist retailers 
or the buyers in meeting their objectives. Sentiment Analysis, 
a cognitive process for eliciting a user‟s feelings and 
emotions. As the internet-based applications have increasingly 
evolved, it has resulted in a huge number of personalized 
reviews for many types of information on the Web. Sentiment 
Analysis is also known as a mighty tool for extracting relevant 
and needed information including aggregating the sentiments 
of the reviews for the users. It requires a training set for its 
performance and its quality is utmost important in evaluating a 
text accurately [14]. Besides that, Jabreel et al. [15] stated that 
the main goal of Sentiment Analysis is to predict whether a 
text‟s overall sentiment is positive, negative, or neutral. It has 
numerous variations. One method is to assign a rating scale 
from the reviews, such as 1 = “worst” to 5 = “best”. 
According to Vyas & Vijayasundaram [16], big data from 
customer reviews, e-commerce sites and other sites are nearly 
impossible to manage. An automated system that calculates 
the overall tendency of belief and intensity to units like 
agencies, manufactured items, events, and their components is 
Sentiment Analysis. Sentiment Analysis is necessary for a 
greater understanding of the product. Furthermore, the 
simplest way to analyze the reviews is by calculating the 
feedback rating using Sentiment Analysis with word count. 
The rating can be predicted by the customer feedback. After 
receiving the sentiment analysis output, the customer can read 
all the feedback as fast and efficiently as possible in terms o 
[17]. 

Not only that, Haque et al. [18] mentioned that there are so 
many reviews that an effective method of analysis is needed. 
Customers must read through thousands of reviews manually 
to purchase a product in e-commerce. The volume of reviews 
is stored like a mountain which requires some effective 
classifier to identify valuable information from text. Sentiment 
Analysis can be useful in determining customer behavior by 
analyzing and examining customer reviews in e-commerce. 
Customers express their feelings by providing a subjective 
judgment about the products in e-commerce [19]. 
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Additionally, Sentiment Analysis aids in categorizing the 
unstructured text as positive, negative, or neutral, which 
summarizes customer opinions and helps us better understand 
how other customers feel about a given product and retailer 
[20]. To summarize, Sentiment Analysis plays an essential 
role in analyzing the hidden and true sentiment of customers 
based on the feedback or reviews given by them. 

VI. COMPARISON ON EXISTING E-COMMERCE SYSTEM 

A comparison on some existing e-commerce websites such 
as Shopee, Lazada and Amazon in some aspects of their 
product ratings are also made. Those are shown in Table I. 

TABLE I. COMPARISON OF THE EXISTING E-COMMERCE WEBSITES WITH 

PRODUCT RATING FEATURE 

Criteria to 

assess 
Shopee Lazada Amazon 

Proposed 

system 

Existence of 

product rating 

feature 

Yes Yes Yes Yes 

Automated 

product rating 

based on 
product 

review 

No No No Yes 

Technique 
used in 

product rating 

No 
technique 

used 

No 
technique 

used 

No 
technique 

used 

Sentiment 

analysis will 
be used to 

analyse the 

true sentiment 
of the 

customers 

based on the 
product 

review given 

by them 

Matchiness of 

product rating 
and product 

review 

Not match 
sometimes 

Not match 
sometimes 

Not match 
sometimes 

Will be 
matched as the 

product rating 

will be 
automated 

based on the 

product 
review given 

Arrangement 
of products 

based on 

product rating 

Random Random Random 

Will be 

orderly 

arranged 
automatically 

based on the 

product 
ratings (from 

high to low) 

VII. METHOD 

Interviews and surveys were conducted to find out the 
problems faced by consumers when purchasing a product 
online through e-commerce websites. 

A. Interview 

The interview was conducted with two frequent users of e-
commerce websites who are X, regular user of Shopee and she 
is a student who‟s running a small jewelry business and 
another interviewee is Y, active user of Lazada and she is a 
businesswoman who‟s having her own boutique. The 

interviews were conducted by asking open-ended questions 
without providing any options. This is because answering 
open-ended questions will reveal the truth of interviewees‟ 
problems so that all their pains and challenges of purchasing 
products online can be understood well. By using qualitative 
method, the interviewees‟ problems were clear-cut. It creates 
an opportunity to understand the interviewees in depth. Not 
only that, but the behavior of the interviewees was also easily 
observed during the interviews. This was helpful to 
understand them especially their pains and gains because those 
were expressed through their expressions and their body 
languages. In addition, „WH‟ questions were asked to the 
interviewees to uncover deeper meaning and to identify the 
problems that the interviewees had but never realized its 
existence. Furthermore, it was effective enough to immerse in 
the interviewees‟ experience by purchasing products online 
through the e-commerce website together with them. The 
prepared questions were asked and there were some extra 
questions added based on the response given by the 
interviewees. The online interview sessions were conducted 
for 20 to 45 minutes. 

B. Survey 

Besides, a simple online short survey was conducted 
through Google form with a set of questionnaires. Since this 
issue involves e-commerce website users which are also 
known as consumers, the survey has been conducted among 
the people who actively use e-commerce websites to purchase 
their desired products. Based on the survey, there are a total of 
20 respondents that have answered the questionnaire. 

C. Sentiment Analysis Process 

Since it involves the Sentiment Analysis technique, there 
are some processes that have performed so that it 
automatically analyzes the reviews for the sentiment of the 
consumers and rate according to it. Those processes are as 
below. 

D. Data Collection 

Dataset was collected from the Kaggle platform. The 
dataset is about clothing reviews with its product ratings and 
some relevant information. It is the raw data. And it is in the 
.csv format. 

E. Data Reading 

After collecting the dataset from the Kaggle platform, the 
data has to be read for the upcoming process. Then, the 
number of rows, the number of columns and the number of 
data were read. For this project, the amount of data for every 
star-rating has been read and displayed which will be useful 
for the upcoming processes. 

F. Data Cleaning 

Data cleaning was done so that the data will be accurate, 
consistent and complete. Data cleaning or cleansing is the 
process of cleaning datasets by accounting for missing values, 
removing outliers, and smoothing noisy data (removing the 
meaningless data, renaming the meaningless column names 
and removing duplicated data) [21]. At the end, only the 
product reviews column and product ratings column were 
retained. 
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G. Data Preprocessing 

Data preprocessing is the process of transforming raw data 
into a useful, understandable format. Raw data usually has 
inconsistent formatting, human errors, and can also be 
incomplete [22]. In data preprocessing, firstly, tokenization 
process was implemented. Tokenization is a process that will 
break the raw text into small chunks which helps in 
understanding the context or developing the model for the 
NLP [23]. It also helps in interpreting the meaning of the text 
by analyzing the sequence of the words. Then, special 
characters such as punctuations were eliminated as those 
characters are less important for training and testing models 
later on. Next, stop words were removed in which it removes 
the words that occur commonly across all the documents in 
the corpus. Typically, articles and pronouns are generally 
classified as stop words. Moreover, stemming process was 
also performed. It is also known as data filtering. It is a 
process of reducing a word to its word stem that affixes to 
suffixes and prefixes or to the roots of words known as a 
lemma. 

H. Feature Extraction 

Feature extraction is a process that will convert text into a 
matrix (or vector) of features. For this, we will be using a 
technique called TF-IDF technique in which it stands for term 
frequency-inverse document frequency. It highlights a specific 
issue which might not be too frequent in our corpus but holds 
great importance [24]. The TF– IDF value increases 
proportionally to the number of times a word appears in the 
document and decreases with the number of documents in the 
corpus that contain the word. It is composed of two sub-parts, 
which are Term Frequency (TF) and Inverse Document 
Frequency (IDF). Term Frequency (TF) specifies how 
frequent a term appears in the entire document while the 
Inverse Document Frequency (IDF) is a measure of whether a 
term is rare or frequent across the documents in the entire 
corpus. The formula of TF-IDF is: 

TF (t, d) =  
                              

                          
 (1) 

IDF (t) = log
 

    
 (2) 

TF-IDF (t, d) = TF (t, d) * IDF (t) (3) 

where, d refers to a document, N is the total number of 
documents, df is the number of documents with term t. 

TF-IDF is word frequency scores that highlight the words 
that are more interesting. The scores have the effect of 
highlighting words that are unique in a given document. 

I. Data Balancing 

Data balancing is used to balance the imbalanced data. 
There are two methods to be used to solve the imbalanced 
data. One is a random under sampling method, and another is 
a random oversampling method. Random under sampling 
method aims to randomly choose and eliminate samples from 
the majority class, thereby reducing the number of examples 
in the majority class in the transformed data whereas random 
oversampling involves choosing random examples from the 
minority class with replacement and adding multiple copies of 

this instance to the training data, so it's possible that a single 
instance will be chosen more than once [25]. 

J. Model Building (Sentiment Classification Analysis) 

There are several Machine Learning based classification 
algorithms available using supervised and unsupervised 
learning approaches. The supervised methods make use of a 
large number of labeled training documents while the 
unsupervised methods are used when it is difficult to find 
these labeled training documents. For this proposed system, 
supervised learning method is chosen as it has a labeled 
dataset and a training process, therefore, several models were 
used such as Gaussian Naïve Bayes Classifier, Multinomial 
Naïve Bayes Classifier, Bernoulli Naïve Bayes Classifier, 
Random Forest Classifier, Logistic Regression Classifier, 
Decision Tree Classifier, Support Vector Classifier and K-
neighbors Classifier. All these mentioned models were 
decided to use as they are capable of scalability. Using all 
these models, accuracy of each model was then identified. 
From there, the highest accuracy model was chosen and the 
dataset using the chosen model was trained. 

K. Sentiment Analysis 

With the highest accuracy model, Sentiment Analysis is 
then carried out to analyze the sentiments in each review and 
provide appropriate rating to it. 

VIII. RESULTS AND DISCUSSION 

The results of the interviews and survey are discussed in 
this section. 

A. Interview 

In the first interview, X mentioned that she uses Shopee 
because it is user-friendly. In Shopee, she normally browses 
the same products in distinct shops and compares the price and 
the quality of the products by looking at the reviews and 
ratings. She often does online shopping in Shoppe (twice a 
week) to buy things for herself and for her business. She said 
it takes almost two to three days to view all the product 
features and compare them with other sellers because the same 
product from other shops has different kinds of reviews. 
Before she decides to purchase a product, she normally goes 
through the product features, product rating and the product 
reviews. As for her, purchasing a product online consumes her 
time as it takes time to compare the products with different 
shops and choose the right product. She also mentioned that 
she will not purchase a product if she found the product has a 
huge number of negative reviews and even if it has an equal 
number of positive and negative reviews. Furthermore, she 
found some of the ratings are displayed as high but portrayed 
bad about the product when reading the reviews. She said that 
seeing and reading a ton of reviews are really time consuming, 
as a result, she will not be in the mood to shop most of the 
time. 

In the second interview, Y said that she uses Lazada 
because it is easier for her to use, and it was recommended by 
her friend. In Lazada, she usually buys her desired products, 
reads reviews of her desired product before purchasing and 
sees the ratings of the product. Y mentioned that she does 
online shopping in Lazada once a week mainly to buy some 
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necessary items for her business. She said it takes almost a day 
to make a purchasing decision. This is because she always 
trusts the people‟s views, thus, she will always read the 
reviews before purchasing anything and she also said that 
some of the products have a ton of reviews which is time 
consuming. Before she wants to buy anything, she usually 
looks for people's thoughts in the review section. As for her, 
purchasing a product online consumes more time because she 
must go through a lot of reviews. She also mentioned that if 
she found the product has a huge number of negative reviews 
and even it has an equal number of positive and negative 
reviews, she normally will not buy the product in that shop 
and will find another shop that sells the same product which 
has more positive reviews. In addition, trusting too much on 
the product reviews including the product rating before 
purchasing a product became a bigger problem for her because 
she often confused with the product reviews and ratings as 
they both will not be correlated and she does not know which 
one to trust, therefore, she will move to other shop to purchase 
the same product. Furthermore, she found that there are 
unmatching reviews and ratings of a product in which the 
rating is low for positive reviews and vice versa. She said that 
seeing and reading a ton of reviews are really time consuming. 
As a result, her excitement of buying the product will be 
lessened in that shop and will decide to shop in different 
shops. 

B. Survey 

There are roughly 15 questions in the survey, but the result 
of this survey will be displayed only for some questions that 
are important for achieving the objective of this project. Those 
are as below: 

Fig. 1 shows a bar chart of the e-commerce websites that 
are used by the respondents daily. Based on this bar chart, 18 
of the respondents use Shoppe websites, 20 of the respondents 
use Lazada websites and 11 of them use Amazon websites. 
Since Shopee, Lazada and Amazon are the three highest e-
commerce websites used by the respondents, that‟s why a 
comparison of those three e-commerce websites was made in 
the previous section (see Table I). 

Fig. 2 shows a bar chart of the activities that are carried by 
the respondents in the e-commerce websites. It is clearly be 
seen that reading other users‟ reviews of a product and looking 
at the rating of a product have the highest counts which means 
the respondents always look for the reviews and ratings when 
they shop. 

 

Fig. 1. Frequently used e-commerce website(s). 

 

Fig. 2. Activities carried out in e-commerce websites. 

Fig. 3 shows a pie chart on the time taken to make a 
purchasing decision while shopping online by the respondents. 
Around 40% of the respondents took more than five hours to 
decide while 25% of the respondents took more than 1 day to 
decide and followed by the rest. From here, it is obvious that 
spending more than five hours or one day is too much for a 
person to decide on a product to purchase. Even the 
respondents would not spend that much time when they shop 
physically. It would take only 10-15 minutes to buy 
physically. Tons of reviews to be read might be one of the 
reasons why most of the respondents spend too much of their 
time to make decision. 

Fig. 4 shows a bar chart on the criteria(s) that are 
considered by the respondents before they proceed with 
purchasing a product. From this chart, reading the product 
reviews and looking at the product ratings have the same 
count which is 19 and both are the highest among the other 
criteria. Thus, it is crystal clear that reviews and ratings are 
playing a major role when purchasing a product in e-
commerce websites. 

 

Fig. 3. Time taken to make a purchasing decision. 

 

Fig. 4. Criteria(s) that are considered before purchasing a product. 

Fig. 5 shows a pie chart on the time taken the respondents 
took to read all the related reviews of a product. 60% of the 
respondents took more than one hour to read the reviews. 
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There are also some respondents who voted for 10 – 30 mins 
and 30 mins - 1 hour. This is mainly because of the number of 
reviews a product has. The more the reviews a product has, 
the more the time taken to read the reviews one by one. 

Fig. 6 shows a pie chart to know whether the respondents 
experience unmatched product reviews and ratings. All the 
respondents voted for „Yes‟ which means all of them 
experienced seeing unmatched product reviews together with 
manual product ratings. This is meant by, either they have 
seen a good review with low product rating or a bad review 
with a high product rating which both do not make sense at 
all. The reviews and ratings should be related with each other 
to avoid creating distrust among the other consumers who 
firstly visited a particular shop. 

Fig. 7 and Fig. 8 show pie charts on difficulty and time 
consumption in finding and purchasing a right product. All 20 
respondents agreed that finding and buying the best product 
for them is really time consuming and very difficult. This is 
maybe because finding a product that has the highest product 
rating on an unordered products arrangement consumes more 
time and a mixture of positive and negative reviews of all the 
similar products from different shops make the consumers 
think in depth to proceed with the purchasing decision. 

 

Fig. 5. Time taken to read all the reviews. 

 

Fig. 6. Experience of seeing unmatched product reviews and ratings. 

 

Fig. 7. Difficultness in finding and purchasing a product. 

 

Fig. 8. Time consumption in finding and purchasing a product. 

C. Sentiment Analysis Process 

The result of each process mentioned in the previous 
section is discussed as below. 

D. Data Collection 

Clothing Reviews dataset was collected from Kaggle 
platform in .csv format that has the columns named product 
review and product rating. 

E. Data Reading 

The number of rows, the number of columns and the 
number of data counts of every rating value were read using 
pandas library (python) 

F. Data Cleaning 

The null values, duplicated values and unwanted columns 
are removed to make the data accurate and consistent. 
Additionally, the column names were renamed with 
meaningful names. All these were done using the drop 
(columns = […]) method, rename (columns= [….]) method, 
dropna () method and drop_duplicates () method. 

G. Data Pre-Processing 

In this process, label encoder is used to encode the rating 
value of 1,2,3,4,5 to 0,1,2,3,4,5. Then, using the NLTK 
library, stop words are imported so that it can remove the stop 
words found in the dataset. All the unwanted characters like 
special characters were removed. And made the reviews all in 
small characters. Moreover, the review was also tokenized 
into small chunks. And finally, the suffixes and prefixes of a 
word in the review were removed and only holds the root 
word. 

H. Feature Extraction 

Feature extraction technique was used to find the 
frequency and the importance of the words that are present in 
the corpus. Here, the TF-IDF technique was implemented 
from the sklearn library by importing TfidfVectorizer from the 
feature extraction.text module. 

IX. DATA BALANCING 

Upon visualizing the product review with its rating in the 
dataset, it is found that the number of product reviews for all 
the product ratings (1-star to 5-star) is not balance as shown in 
Fig. 9. 
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Fig. 9. Pie chart of the number of product reviews for all the product ratings 

in Clothing review dataset. 

This is known as imbalanced data. When the machine 
learning models are trained using this imbalanced data, the 
models will be well trained for only 5-star rating reviews as it 
holds a bigger amount of product reviews compared to the 
other star ratings. In this case, even a bad review could make 
the models to interpret the review as a good one and could 
create a good rating since the product rating of 1-star, 2-star, 
3-star have a smaller amount of review data compared to 5-
star reviews and it will not be trained as how 5-star product 
review do. Thus, out of two methods that were mentioned in 
the previous section which are random oversampling and 
random under sampling, the random under sampling method is 
chosen because the random under sampling method gives the 
accurate result compared to the random oversampling method. 
This was identified by running both methods and observed the 
accuracy of the product rating that was generated by the 
system upon analyzing the reviews that were submitted in the 
review section. 

A. Model Building (Sentiment Classification Analysis) 

To find out which classifier suits the dataset the best, we 
implemented our dataset on multiple classification models 
namely Multinomial Naive Bayes Classifier, Bernoulli Naive 
Bayes Classifier, Gaussian Naive Bayes Classifier, Support 
Vector Classifier, K Nearest Neighbour Classifier, Decision 
Tree Classifier, Logistic Regression Classifier and Random 
Forest Classifier. 

 

Fig. 10. Accuracy and time taken of each classifier. 

The accuracy and time taken of each machine learning 
model were identified to train the model using each classifier 
that was mentioned, as shown in Fig. 10. In Fig. 10, it is clear 
that the Multinomial Naïve Bayes model holds the highest 
accuracy compared to other models. 

B. Sentiment Analysis 

The highest accuracy model, which is Multinomial Naïve 
Bayes model, was selected to analyze the sentiments on each 
review given and provide an appropriate rating to it. 

X. CONCLUSION 

It is true that reading numerous reviews, finding a right 
product for a longer time, and having unmatched reviews and 
ratings are the top issues among the consumers and there is a 
dire need to solve them. These are the key reasons to have an 
automated product rating system and different from the 
existing e-commerce websites. It uses Sentiment Analysis 
technique as it has an ability to analyze the hidden sentiment 
of the consumers in the review section. In addition, this 
system can also rank the products based on the rating in which 
it will reduce the time taken for the consumers to scroll the 
page down till they find the right one for them. On top of that, 
the unmatched reviews and ratings can be avoided as the 
rating will be given automatically based on the reviews, hence 
helps the consumers shorten their time searching for the best 
products within minutes. 

FUTURE WORKS 

A fundamental challenge in e-commerce research 
comprehends the idea of Artificial Intelligence (AI). 
According to our research, e-commerce product ratings based 
on customer reviews have primarily been taken into 
consideration by researchers. Researchers can contribute AI to 
e-commerce research in the future. This will assist in precisely 
analyzing data and forecasting e-commerce activity through 
the use of AI platform algorithms. Having this clarification 
would help avoid misunderstandings between AI and business 
analytics and intelligence in e-commerce. Additionally, it 
would make it easier to distinguish between AI as a social 
actor and AI as a computing technology capable of cognitive 
tasks. Context is a second fundamental problem with AI 
research in e-commerce. Based on the output of an e-
commerce system that is relevant in the real world, an AI 
system would be able to interpret the message that the user 
communicated or sought using the same data. Hence, rather 
than making broad assertions about product prices, researchers 
would need to work with practitioners to better understand and 
define contexts of inquiry. Lastly, to provide more information 
about the methodology, such as sample size, demographics, 
and questions asked during interviews and surveys. 
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Abstract—The paper presents a simplified yet innovative 

computational framework to enable secure routing for sensors 

within a vast and dynamic Internet of Things (IoT) environment. 

In the proposed design methodology, a unique trust evaluation 

scheme utilizing a modified version of Ant Colony Optimization 

(ACO) is introduced. This scheme formulates a manifold 

criterion for secure data transmission, optimizing the sensor's 

residual energy and trust score. A distinctive pheromone 

management is devised using trust score and residual energy. 

Concurrently, several attributes are employed for constraint 

modeling to determine a secure data transmission path among 

the IoT sensors. Moreover, the trust model introduces a dual-

tiered system of primary and secondary trust evaluations, 

enhancing reliability towards securing trusted nodes and 

alleviating trust-based discrepancies. The comprehensive 

implementation of the proposed integrates mathematical 

modeling, leveraging a streamlined bioinspired approach of the 

revised ACO using crowding distance. Quantitative results 

demonstrate that our approach yields a 35% improvement in 

throughput, an 89% reduction in delay, a 54% decrease in 

energy consumption, and a 73% enhancement in processing 

speed compared to prevailing secure routing protocols. 

Additionally, the model introduces an efficient asynchronous 

updating rule for local and global pheromones, ensuring greater 

trust in secure data propagation in IoT. 

Keywords—Internet of things (IoT); secure IoT routing; 

manifold criterion trust evaluation; ant colony optimization (ACO); 

bioinspired computing; pheromone management 

I. INTRODUCTION 

Sensors are an integral part of the IoT landscape. They 
acquire environmental data and perform real-time transmission 
over the hosted IoT network [1]. These compact electronic 
devices can sense various environmental attributes, such as 
chemical composition, motion, sound, light, pressure, 
humidity, and temperature, depending on their application or 
the environment in which they are deployed [2–5]. In the 
context of IoT, sensors acquire information from the physical 
world and forward it to a sink node for analysis [6]. This 
acquired information might be used for research purposes or to 
trigger specific actuators for automated actions [7–10]. 
However, despite their capabilities, these sensors often have 
limited processing and computing abilities, and ensuring their 
extended lifespan remains challenging [11]. 

Among the various issues associated with sensors, security 
is the most critical concern for IoT sensors [12]. The first issue 
is data privacy, ensuring data is stored securely and transmitted 
to the intended terminal without unauthorized access [13]. The 
second pertains to vulnerabilities in IoT devices; sensors often 
fall prey to cyber-attacks due to unpatched vulnerabilities, 
outdated software, or weak passwords [14]. The third challenge 
relates to malware attacks in the form of Trojans, worms, and 
viruses, which can hinder data transmission, steal data, or 
corrupt device functionalities [15]. Physical security represents 
the fourth concern; unauthorized access to a sensor can lead to 
data tampering, malware introduction, or functionality 
disruption [16]. The fifth challenge involves Distributed 
Denial-of-Service (DDoS) attacks, where overwhelming traffic 
incapacitates sensors, disrupting their communication or 
services [17]. The sixth pertains to Man-in-The-Middle attacks, 
where attackers can intercept and potentially modify or steal 
data [18]. Numerous studies have proposed security 
mechanisms for IoT to address these vulnerabilities [19–23], 
but comprehensive solutions that tackle all these challenges 
remain elusive, with each approach having its strengths and 
weaknesses. 

Securing routing in IoT has become a complex endeavor in 
today's landscape, marked by an ever-increasing array of 
known and emerging threats [24, 25]. One core challenge 
arises from the use of resource-constrained devices in IoT, 
characterized by limited battery life, memory, and computing 
power. This limitation precludes the deployment of robust 
cryptographic algorithms on such devices [26]. The dynamic 
topology of IoT, where devices can spontaneously join or leave 
the network, further complicates security protocols. 
Incorporating diverse IoT devices with specific service 
requirements complicates implementing universal security 
protocols. Challenges also arise from issues with mobility and 
localization; accurate localization information is hard to obtain, 
and the legitimacy of mobile nodes is difficult to verify. The 
need for standardization in IoT devices and security protocol 
management further complicates matters. Most current IoT 
security research is conducted in controlled environments, 
distinct from real-world scenarios. Thus, the reliability of their 
applications in practical deployments remains to be 
determined. 

The manuscript is structured as follows: Section II delves 
into current methodologies for secure routing in IoT, 
emphasizing various bioinspired approaches and their *Corresponding Author 
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contributions. Section III outlines the research problem 
identified from insights gleaned from these existing 
methodologies. The proposed methodology to address these 
issues is detailed in Section IV. An analysis of the results is 
presented in Section V, while Section VI concludes the paper. 

II. EXISTING APPROACHES 

Over time, several schemes have been developed to 
investigate secure routing within IoT. Among these, trust-based 
schemes have emerged as an essential tool for a simplified 
defense against security breaches [27, 28]. Liu et al. [29] 
devised a secure aggregation model for a Wireless Sensor 
Network (WSN), ensuring increased trust when operated with a 
single mobile sink node. Additionally, some research has 
focused on optimizing trust factors through bioinspired 
approaches. For instance, Mangalampalli et al. [30] employed 
a whale optimization scheme for enhancing task scheduling. 
Muzammal et al. [32] introduced a trust-based protocol to 
counter blackhole attacks in static and mobile IoT 
environments. However, these approaches often need to pay 
more attention to the dynamic nature of IoT networks and may 
not be efficient in real-time scenarios. 

Awan et al. [33] embraced a blockchain-based model for 
secure routing in WSN, aiming to refine trust management. 
Notably, their model incorporated the Rivest Shamir Algorithm 
to safeguard data propagation. However, blockchain's inherent 
latency issues could limit its practicality in specific IoT setups. 
Nagaraju et al. [34] combined energy optimization with a 
traditional hybrid approach for secure IoT routing within 
heterogeneous WSNs. While energy-efficient, such models 
might compromise on real-time response. Bakhtiari et al. [35] 
proposed a two-way trust strategy using Bayesian learning 
automata for fog computing in IoT. It improves efficiency, 
reduces latency, and enhances trust calculations compared to 
existing methods. However, it's sensitive to initial trust 
accuracy, potentially impacting performance in dynamic 
networks. Also, implementing this two-way trust management 
strategy may introduce increased computational complexity as 
a potential limitation. Concurrently, Rakesh and Sultana [36] 
designed a neural network-empowered quantum scheme for 
mobile sink selection, employing the sailfish optimization 

approach for enhanced route security. However, this approach 
might demand more computational resources, impacting 
resource-constrained IoT devices. Additionally, its 
effectiveness may vary based on network conditions and the 
presence of malicious nodes, with reliance on initial trust 
assessments potentially limiting performance in dynamic 
environments. Gladkov et al. [37] championed a novel routing 
technique merging the residual number of redundant systems 
with a secret sharing scheme. However, the complexity 
associated with such hybrid approaches might lead to higher 
computational overheads. These diverse strategies enhance 
security in IoT and WSNs, but careful consideration of their 
computational requirements and adaptability to dynamic 
networks is crucial during implementation. Balancing security 
with resource constraints remains an ongoing challenge in 
these technologies. 

Ramaswamy and Norman [38] introduced a trust model 
targeting network longevity and internal attacks in IoT. The 
exploration of bioinspired methods for secure IoT routing has 
seen algorithms like ACO applied in secured routing (Wang 
[39], Saleem & Ahmad [40]), decentralized traffic management 
(Nguyen and Jung [41]), electric vehicle selection (Ajinappa 
and Prabhakar [42]), and malware detection (El-Ghamry et al. 
[43]). While ACO's adaptive nature is commendable, it may 
struggle with large-scale, dynamic IoT environments due to its 
iterative nature. Particle Swarm Optimization (PSO), as 
documented by Alterazi et al. [44], Lin et al. [45], and 
Rajeshwari & Ramakrishnan [46], has also been harnessed for 
secure data transmission. Other notable bioinspired techniques 
include the Mayfly Optimization Algorithm (MOA) by Janani 
and Ramamoorthy [47], the Dragonfly Algorithm (DA) by 
Hosseinzadeh et al. [48], and Glowworm Swarm Optimization 
(GSO) by Selvaraj et al. [49]. Although these bioinspired 
strategies offer unique solutions, their scalability and 
adaptability in diverse IoT ecosystems might be limiting 
factors. The summary of strength and weakness of the 
reviewed literature is presented in Table I to state that existing 
methodologies towards secure routing in IoT is associated with 
beneficial features as well as shortcomings, which are required 
to be addressed in future upcoming series of research work. 

TABLE I.  SUMMARY OF EXISTING SCHEMES 

Author Problem Methodology Advantage Limitation 

Liu et al. [29] 
Security in 

WSN, IoT 

Trust-based 

secure data 
aggregation 

• Trust-based secure data aggregation 
mechanism. 

• Real-time and accurate data acquisition. 

• Robust aggregation tree algorithm for 
efficient data gathering. 

• Enhanced network performance, including 
improved accuracy and reduced delay. 

• Possibility of contradiction in indirect 
trust. 

• Scalability challenges in large-scale 
Industrial Internet of Things (IIoT) 
settings. 

• High implementation complexity. 

• Limited consideration for mobile sensor 
nodes. 

• Need more focus on energy efficiency. 

Mangalampalli et al. 

[30] 

Task 

scheduling 
with trust 

Whale 

Optimization 

• Enhanced task scheduling efficiency. 

• Reduced makespan. 

• Lower energy consumption. 

• Improved quality of service. 

• Increased trust in cloud service providers. 

• Parameter sensitivity. 

• Implementation complexity. 

• Scalability issues. 

• Input data dependency. 

• Workload-driven performance variations. 

• Setup-specific fine-tuning. 

• Lack of real-world validation. 
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Muzammal et al. 

[31,32] 

Resisting 

routing 
attacks 

Trust-based 

protocol 

• Improved security against Routing Protocol 
for Low-Power and Lossy Network (RPL) 
attacks. 

• Tailored for mobile IoT environments with 
trust and mobility metrics. 

• Superior performance in packet loss rate, 
throughput, and topology stability. 

• Meets consistency, optimality, and loop-
freeness requirements. 

• Better throughput. 

• Increased computational resource 
demands. 

• Sensitive to network size and setup. 

• Limited real-world IoT testing. 

• Protocol implementation complexity. 

• Requires further assessment in highly 
dynamic IoT scenarios. 

• Relies on trust and mobility metrics' 
accuracy. 

Awan et al. [33] 
Secure data 

transmission 

Trust model, 

Asymmetric 
encryption 

• High delivery ratio. 

• Enhanced security through blockchain-
based authentication. 

• Extended network lifespan and reduced 
packet loss. 

• Effective malicious node detection and 
removal. 

• Secure routing based on residual energy and 
trust. 

• High packet delivery ratio in simulations. 

• Increased key size. 

• Blockchain dependency may add 
complexity. 

• Scalability issues in more extensive 
networks. 

• Lack of real-world validation. 

• Computational resource demands. 

• Limited scope beyond trust assessment. 

• Latency potential in real-time 
applications. 

• Ongoing trust monitoring is required. 

Nagaraju et al. [34] 
Security, 
energy issues  

Multipath link 

routing, hybrid 

protocol 

• Satisfactory network lifetime. 

• Improved energy efficiency in 
heterogeneous WSNs. 

• Enhanced network lifetime. 

• Secure routing for confidential IoT data. 

• Load balancing capability. 

• Improved data storage capacity. 

• Cannot sustain dynamic threats. 

• Limited real-world validation. 

• Dependence on specific routing 
protocols. 

• Possible sensitivity to network dynamics. 

• Lack of consideration for scalability in 
large-scale deployments. 

Bakhtiari et al. [35] 

Trust issues 

in Fog and 

IoT 

Bayesian-based 

learning 

automata 

• Faster response time. 

• Improved energy consumption. 

• Efficient network usage. 

• Reduced latency. 

• Enhanced trust management. 

• Induces complexity for an extensive 
network. 

• Limited real-world validation. 

• Possible sensitivity to network dynamics. 

• Dependence on specific trust 
management methods. 

• May require fine-tuning for different IoT 
applications. 

Rakesh and Sultana 

[36] 
Trust issues 

Sailfish 

optimization, 
Neural Network 

• Can mitigate multiple attacks. 

• Improved node reliability with the 
introduction of a mobile sink. 

• Secure routing implemented using the 
sailfish optimization algorithm. 

• Data encryption for increased data security. 

• Consumes higher memory to retain trust 
values. 

• Limited real-world validation and 
scalability considerations. 

• Network dynamics and computational 
resource dependencies. 

• Complexity in implementation. 

• Emphasis on specific optimization 
algorithms. 

Gladkov et al. [37] 
Routing 
reliability 

Secret sharing 
scheme 

• Highly adaptive. 

• Enhanced speed and reliability in data 
transmission. 

• Improved security through Secret Sharing 
Schemes (SSS). 

• Enhanced fault tolerance and reliability. 

• Adaptive multipath secured transmission for 
route attack prevention. 

• No consideration of energy constraints. 

• Possible complexity in implementing 
SSS and RRNS. 

• Dependency on adaptive multipath 
secured transmission. 

• Scalability needs to be fully addressed. 

• Limited evaluation in dynamic 
heterogeneous networks. 

Ramaswamy [38] Energy issues Trust model • Secured clustering • Extensive analysis is needed further. 

Wang [39], Saleem 

and Ahmad [40], 
Nguyen and Jung 

[41], Ajinappa and 

Prabhakar [42], El-
Ghamry et al. [43] 

Security 

issues in IoT 
ACO • Higher accuracy • Inferior convergence speed. 

Alterazi et al. [44], 

Lin et al. [45], 
Rajeshwari [46] 

Trust/security 

in IoT 
PSO • Faster performance 

• High dimensional space issue needs to be 
addressed. 
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Janani and 

Ramamoorthy [47]), 
Hosseinzadeh et al. 

[48], Selvaraj et al. 

[49] 

Secure data 
transmission 

in IoT 

MOA, DA, 

GSO 
• Flexible performance 

• Highly iterative scheme leading to 
complexity. 

 

From the highlights of the methodologies, their advantages, 
and limitations in the table above, it can be noted that existing 
secured routing methodologies are associated with various 
shortcomings in the perspective of deployment in an IoT 
environment. Following are some of the significant research 
problems related to the existing methods towards secure 
routing in IoT: 

 Issues in Trust-based IoT Security: Various trust-based 
secure routing schemes are formulated in existing 
systems. Most of these techniques offer better 
throughput; however, the majority are also witnessed by 
their non-sustainability towards dynamic threats. 
Furthermore, the existing trust management schemes 
are usually designed considering the predefined 
information of adversaries. This makes the model 
robust in one environment but not applicable if the 
adversary environment is altered. 

 Imbalance between Energy and Security Demands: 
Existing approaches favor energy or security retention. 
The security schema presented in existing schemes uses 
various sophisticated operations that can offer more 
security but at the cost of uncertain resource 
consumption. There has yet to be a benchmarked study 
model to prove this in the presence of the dynamic 
environment of IoT. 

 Usage of Bioinspired Approach: The adoption of 
bioinspired approaches towards secure routing is less 
abundant in archives of technical publications. 
However, the available publications on the use of 
bioinspired strategies contribute towards findings of the 
secured path by adopting the varied cognitive principles 
of organisms to attain optimal security. Unfortunately, 
the issues related to premature convergence and higher 
sensitivity towards parameters by conventional 
bioinspired approaches have not yet been addressed. 
Moreover, there is no report of any study model where 
novel features of organisms' cognitive behavior have 
been attempted to be modified and investigated. 

 Non-inclusion of Constraint in Trust Management: The 
existing trust management scheme needs to be more 
reportedly designed considering the restricted resources 
in IoT, e.g., processing power, energy, etc., which 
makes it quite challenging even to execute the 
sophisticated security protocols in sensors. This yet-to-
solve challenge acts as a potential impediment to 
computing and establishing trust between all the entities 
and IoT devices in large and dynamic environments. 
For secure routing to occur correctly, it is necessary to 
formulate a better form of constraint modeling with a 
clear definition of the attributes that need to be added to 
the existing system. 

 The tradeoff between Model Effectiveness and 
Scalability: Scalability is a different set of problems in 

IoT to be resolved. It demands a smart and highly 
planned processing for secure routing in IoT. 
Unfortunately, none of the existing study models has 
been designed considering its optimization parameter or 
problem space mapping with the large environment of 
an IoT with more interconnected devices. For this 
purpose, the outcome of model effectiveness doesn't 
match the sensors' scalable performance in increased 
traffic flow over an IoT. 

From the above-stated highlights of the identified research 
problem, it can be inferred that trust modeling is one of the 
complex issues that demand the inclusion of various intrinsic 
and extrinsic attributes and effective constraint modeling. 
Apart from this, it is necessary to optimize the problem space 
to increase the change of optimal outcome of the secured path. 
Bioinspired algorithms are a potential alternative to address 
this problem, but they demand a novel inclusion of 
characteristics that can balance security and resource demands. 
The proposed solution addresses all these research issues, and 
its associated methodology towards implementation is 
discussed next. 

III. RESEARCH PROBLEM 

The rapid proliferation of the IoT heralds both 
transformative opportunities and notable security challenges. 
With its expansive network of devices, IoT underscores the 
urgency for reliable, secure routing. Emerging as a promising 
avenue, trust-based secure routing strategies aim to buttress 
IoT's security framework. However, IoT's dynamic and 
resource-limited nature has often rendered traditional trust-
based methods inadequate. 

A significant limitation of extant trust-based IoT security 
methodologies is their inability to adapt to evolving threats, 
often designed around known adversarial models. The quest to 
harmonize energy conservation with security amplifies this 
challenge, as current systems lean towards one, often 
sacrificing the other. This compromise becomes more palpable 
when high-security measures, despite their efficacy, devour 
substantial resources. 

The contemporary research landscape needs to display 
bioinspired strategies for secure IoT routing. Drawing 
inspiration from natural systems to fortify security, these 
approaches appear promising. Nevertheless, prevalent 
bioinspired models grapple with issues like early convergence 
and parameter sensitivity. This highlights a pressing need to 
refine and adapt these methods, tailoring them for IoT's unique 
challenges. 

Further complicating the scenario is the design of trust 
management systems. The intrinsically limited resources of 
IoT devices, in terms of energy and processing power, hinder 
the execution of comprehensive security protocols. This 
challenge intensifies in the sprawling IoT ecosystems, where 
fostering trust amongst various devices is vital and daunting. 
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Scalability further accentuates these problems. While 
effective in a controlled setting, an approach might need to be 
revised under IoT's expansive and interconnected structure, 
especially when encountering unexpected traffic surges. 

While trust modeling offers a promising foundation for IoT 
security, its practical deployment is beset with multifaceted 
challenges. This study aspires to address these gaps, employing 
the bioinspired ACO technique to architect an adaptive and 
secure IoT routing paradigm adeptly poised to navigate the 
intricate challenges of IoT. 

IV. MATERIALS AND METHODS 

The prime agenda of the proposed study model is to 
introduce a novel computational model that ensures robust 
trust-based security while transmitting data among the sensor 
nodes in IoT. The prime basis of the proposed study model is 
based on the fact that the severity degree of security threat for 
sensor nodes deployed in an IoT environment is comparatively 
higher in contrast to conventional WSN. Therefore, the 
security aspect of WSN deployed in IoT is subjected to 
improvement by balancing the demand for increased security 
along with energy consumption. Hence, various criterion-based 
schemes is implemented, harnessing ACO along with 
constraint consideration towards secure trust evaluation. 

From the exhibited methodology in Fig. 1, it can be noted 
from the declaration of the proposed scheme that it uses a 
manifold criterion modeling towards trust-based secure routing 
in an IoT environment. Adopting an optimization agenda 
towards manifold criteria is simultaneously challenging due to 
the surfacing possibilities of various conflicts. Moreover, 
unlike managing unit criterion-based routing improvement 

strategy, the multiple criterion schemes usually seeks to obtain 
compromised outcomes, yet another sub-optimal solution 
towards secure routing. Therefore, the proposed system 
constructs a manifold criterion-based trust modeling in IoT to 
address the issue of energy drainage and security threats as 
follows: 

       ( )  [  ( )  ( )]  (1) 

In Eq. (1), the manifold criterion function  ( ) is 
represented by two sub-criteria, i.e.,   ( ) and   ( ), 
representing the mean criterion for remnant energy and the 
mean value of trust of the sensor nodes associated with the 
routing path in IoT. Two processes follow for this purpose: 

 The above expression is required to be satisfied for its 

remnant energy score   ( )    for the     the sensor at 
  instance of time such that acquired data by the sensor 

is     ( )    from the     sensor to the     sensor 

while forwarding data     ( )    from the     sensor 

to the     sensor. 

 This task is carried out considering         . From 
Eq. (1), it can be noted that the proposed scheme 
considers 

−   ( ) as a function for mean remnant energy, 

−   ( ) as a function for trust score that is considered 

towards the selection of an optimal path, 

− Multiple constraints as a maximal time of 

communication     , the quantity of forwarding 

data     ( ), the quantity of acquired data     ( ), 

and remnant energy   ( ). 
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Fig. 1. Proposed methodology. 
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The complete formulation of the proposed study is based 
on two essential functions toward meeting the objectives, i.e., 
  ( ) and   ( ) towards energy and trust, respectively. It also 
includes four conditions of constraint. It should be noted that 
adopting these two essential functions is deployed for opting 
for the best path for data propagation, where the performance 
of nodes is selected as an indicator. This section further 
elaborates on the formulation of the proposed scheme. Further 
discussion of the formulation of the proposed modeling is 
carried out in subsequent sections. 

A. Formulation of Manifold Criterion 

Energy is one of the essential attributes considered in the 
proposed scheme whose consumption is generally recorded for 
multiple events of a sensor being in an idle state, sleep state, or 
either in receiving or transmission state. The formulation of 
energy attribute   ( ) is carried out as follows: 

  ( )          (2) 

To obtain information on the consumed energy of IoT 
nodes, any conventional mechanism can be adopted 
considering software and hardware components. The proposed 
scheme considers this an energy input value and contributes 
towards further optimized routing. Besides energy, the 
proposed method chooses to initiate its design implementation 
considering any conventional trust evaluation scheme that can 
vary based on application and use case. However, the system 
relies not much on device-specific trust computation 
mechanisms but more on behavioral analysis based on 
historical reports of security breaches, violations /adherence to 
security protocols, and compliance with access control 
protocols. Like the consumed energy metric, the proposed 
scheme also considers this trust score to act as an input to its 
model toward working in the direction of proof-of-concept. In 
Eq. (2), the computation of energy attribute   ( ) is carried out 
using two sub-entities, i.e.,    and   . 

    (   )    ( )  
 ( )  (3) 

As shown in Eq. (3), the formulation of    is carried out by 

differentiating the product of    ( ) and   
 ( ) from   (   ), 

where the entities   ( ) and   (   ) represent remnant 

energy of the     sensor at instant   and (   ), respectively. 
The entity    ( ) represents the data acquisition rate from the 

    sensor to the     sensor. In contrast,   
 ( ) represents the 

energy consumed for data acquisition for the     node at the  -
instance. 

     ( )   
 ( )  

 ( )          (4) 

On the other hand, the formulation of    shown in (4) is 

carried out by differentiating energy dissipated by the     

sensor,   
 ( ) from the product of the data acquisition rate 

from the     sensor to the     sensor,    ( ) and energy 

consumed while forwarding data for the     sensor,   
 ( ). 

Therefore, the criterion function for mean energy associated 
with the path of routing considering α number of sensors in IoT 
can be represented as: 

  ( )  ∑
  ( )

 ⁄      (5) 

In Eq. (5), the suffix   resided between (1, α). After 
formulating the energy attribute, the next task is developing the 
trust attribute of a sensor deployed in an IoT environment. The 
notion of trust attribute represents the degree of consistency in 
data packet transmission and receiving by the sensors when 
exposed to different severity levels of attacks in IoT (e.g., 
DDoS). The trust attribute is computed based on the evidential 
traces furnished by the neighboring sensors or by observing 
trust attributes from the adjacent sensors. Therefore, the 
proposed scheme formulated two types of trust attributes, i.e., 
primary and secondary. 

1) Evaluation of primary trust: The primary trust is the 

value obtained directly from the     sensor to the     sensor. In 

contrast, the secondary trust is the value obtained from the     

node to different relay sensors, and then it reaches the     

sensor. The initial assessment towards the trust modeling is 

carried out for primary trust that considers that every 

possibility of evaluation of the sensor's trust consists of 

information associated with the degree of consistency 

associated with data transmission, rate of transmission, and 

rate of acquiring the data packet. The proposed scheme 

considers the evaluation of the core trust score     of the target 

    sensor on the     sensor to be assessed at  -instance of time 

as follows: 

   ( )  [     ( )      ( )      ( )] (6) 

In Eq. (6), the computation of core trust     is carried out 

based on sensor positive trust, sensor negative trust, and sensor 
uncertain trust represented by      ( )      ( ), and      ( ), 
respectively. It can be noted that all these three types of trust 
variables are equivalent to probability factors associated with 
multiple forms of assigned probability    

 ( ),    
 (  ), and 

   
 (    ), where   represents a possible secured route for 

data propagation. It will eventually mean that the variable 
   ( ) represents the summation of the success rate of data 

acquiring, i.e.,    
 ( ). In contrast, the success rate of data 

forwarding    
 ( ) and    

 ( ) denotes consistency in data 

packet transmission. Therefore, the expression in Eq. (6) can 
now be rewritten as: 

   ( )  [   
 ( )    

 (  )    
 (    )]         (7) 

where,    
 ( )  [      

 ( )        
 ( )        

 ( )] 

   
 (  )  [      

  ( )        
  ( )        

  ( )] 

   
 (    )  [       ( )       ( )] 

In Eq. (7) in its expanded form, the power variable of the 
expression, i.e.,   and   , represents successful and 
unsuccessful transmission in the IoT environment, while the 
variables       , and    represent weight values associated with 
different modes of transmission, which are subjected to 
training using first-order iterative optimization to arrive at the 
local value of the defined function. With the aid of Eq. (7), the 

formulation of the primary trust      between the     sensor 

and     sensor can be carried out as follows: 

    ( )  [    ( )     ( )     ( )] (8) 
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 [   ( )    (  )    (    )] 

                    

In Eq. (8), the variables   ,   , and    are primary values 
of trust, which are nearly similar to the notion of the variables 
     ( ),      ( ), and      ( ), while the variables    and    

are empirically represented as follows: 

h1=[(   )    ( )] 

h2=[     ( )(   )]        (9) 

From Eq. (9), the variable   further represents the temporal 
attribute of adaptivity used to evaluate the significance of 
heuristic data over the existing routing data to assess the trust 
among the sensors while deployed in an IoT environment. 

2) Evaluation of secondary trust: The next part of the 

implementation is associated with formulating secondary trust 

    ( ), which is essentially meant to process any form of 

conflict. The empirical formulation of the secondary trust 

    ( ) is expressed as: 

    ( )  [    
 ( )     

 ( )     
 ( )  (10) 

                       [   
 ( )    

 (  )    
 (    )] 

From Eq. (10), it can be seen that the formulation of 
secondary trust bears a similar strategy as noted in Eq. (8) for 
primary trust computation, including a variable   representing 
the common sensor node that resides within the transmission 

region for both the      and     sensors. A closer look into Eq. 
(10) for secondary trust evaluation will show that it is an n-ary 
circled times operation between two primary trusts, i.e., 

    ( )       ( )      ( ). The variables     
 ( ),     

 ( ), 

and     
 ( ) represent secondary positive trust, secondary 

negative trust, and secondary uncertain value of trust, 

respectively. These are also corresponding to    
 ( ),    

 (  ), 

and    
 (    ). 

Fig. 2 highlights the pictorial representation of primary and 
secondary trust evaluation. As the secondary trust evaluation is 
carried out by the other relay nodes, which are neither source 
nor destination nodes, there is always a possibility of evolving 
contradiction in the trust computation. Therefore, the next part 
of consecutive implementation is associated with evaluating 
the conflicts in the secondary trust. For this purpose, the 
proposed scheme constructs a reference matrix towards 
assessing the equivalency of the trust attributes of secondary 
trust where the variable   represents the steadiness score 

between two secondary trusts and hence      indicates the 

steadiness score for     and     relay sensors with a Euclidean 
distance of        between two secondary values of trust of 

    
   and     

  , where    and    represent common a and b 

sensors between     transmitting sensor and     receiving 
sensor. Empirically, it will be designated as follows:

            [(    
       )

 
 (    

       )
 
]  (11) 

After evaluating distance in Eq. (11), the next task is to 
assess the sustenance factor of secondary trust   , which is 

obtained by summing up all steadiness scores, i.e.,     . 

Further, towards attaining secondary trust value, there is a need 
for one more dependable attribute, i.e., indicative weight   , 
which is obtained from the standard weight of secondary trust 

(i.e.,     
 )

, i.e.,   . This variable of normal weight of     
  is 

obtained by dividing sustenance score    with the cumulative 
sustenance score of secondary trust, i.e., ∑  . Therefore, the 
suggested indicative weight of secondary trust, i.e.,   , is 
obtained by dividing the normal weight    with       (  ). 
Thus, the final empirical expression towards attaining the value 
of secondary trust is as follows: 

    
 ( )  [        ]  (12) 

In Eq. (12), the computation of secondary trust     
 ( ) is 

carried out using three dependable attributes, i.e.,   ,   , and 

   representing [       
 ( )], [       

 ( )], and [  

   (    
 ( )      

 ( ))] respectively. 

    
 ( )  (       

 ( ))       
 ( ))     (    

 ( )  

    
 ( ))) (13)

Finally, the primary and secondary trust (shown in Eq. 
(13)) values are combined to yield the joint trust score. It 
should be noted that the computation of primary trust is carried 
out directly between the two communicating nodes. In contrast, 
the secondary trust is evaluated using associated neighboring 
nodes, as shown in Fig. 2. 

i-sensor

j-sensor

l1-sensor l2-sensor ll-sensor

Primary 

trust

Secondary 

trust

 

Fig. 2. Primary and secondary trust evaluation. 

B. Formulation of Proposed ACO 

After the trust computation, the next part of implementing 
the proposed scheme consists of applying the ACO scheme to 
arrive at an optimal solution for enhancing network lifetime 
and accomplishing a higher degree of resiliency from varied 
threats in the IoT environment. It should be noted that the 
proposed scheme introduces dual criteria and optimal solutions 
to amend the conventional ACO scheme to be used in secured 
routing in IoT. The novelty of the proposed ACO approach is 
that it constructs logic of manifold heuristic data and manifold 
pheromones to accomplish the discussed concept of manifold 
criterion in IoT routing by sensor nodes. The proposed scheme 
makes use of the idea of crowding distance to boost the 
algorithm to yield optimal solution diversity. The idea of the 
proposed ACO approach using crowding distance is to perform 
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an optimal selection of solutions required for the next 
generation to map with secure and energy-efficient routing 
among the sensors in IoT. If the crowding distance is more for 
a specific set of solutions, then the algorithm considers that set 
of solutions further for the next generation. Therefore, the 
proposed ACO approach offers a diversified and optimal 
solution to accomplish both secured trustworthy routes for data 
transmission with higher residual energy. According to the 
proposed scheme, the first set of operations is towards selecting 

the     sensor by   number of ants in the form of the     sensor 
present in the next hop. This computation offers the probability 
of change from one state to another. The proposed scheme 
constructs dual heuristic information that is associated with 
remnant energy and trust value, which can be empirically 
exhibited as follows: 

   
 ( )    ( ) and    

 ( )    ( )       (14) 

From Eq. (14), it should be noted that the first heuristic 

information    
 ( ), i.e.,   ( ), is evaluated considering energy 

dissipated by the data acquired divided by the initialized 
energy of the sensor. In contrast, the second heuristic 

information    
 ( ) depends on a set of candidate routes for 

optimal data transmission performance with higher trust. The 
proposed scheme implements two types of pheromone 
information to fit the model with two heuristic information. 
The idea is to jointly study the value of trust and the associated 
remnant energy of a sensor. When an ant constructs a candidate 
solution using Eq. (15), the scheme instantly updates the 
pheromone associated with each heuristic. The following are 
the empirical expressions: 

[   
 ( )    

 ( )]  [     ]        (15) 

In Eq. (15), the first attribute of pheromone, i.e.,    
 ( ), is 

associated with the criterion for remnant energy, i.e.,   . In 

contrast, the second attribute of pheromone, i.e.,    
 ( ), is 

related to the criterion for the mean value of trust, i.e.,   . It 
should be noted that the maximization of the pheromone score 
is relative to the mean quantity of resource availability and 
trust score associated with the propagation routes. The 
inference is that increased resource availability on the 
communication routes can only ensure a higher degree of 
pheromone retention. The conclusive remark of this logic is 
that nodes with reported higher value of trust and resources 
will eventually have higher feasibility to be opted as 
participating routing nodes. However, this empirical expression 
is in abstract form, and it demands more clarity in terms of the 
actual updating mechanism of pheromone in ACO, which is 
given as follows: 

   
 (   )       (     

 )      (16) 

In Eq. (16), the updating of local pheromone    
  is stated 

considering the unique function       of coefficient of 
pheromone evaporation   mainly. The function       
performs extractions of two operators using arguments of   and 

   
 , 

i.e., i) (   )    
 ( ) and ii)       

 ( ), where the values of 

suffixes   and   are associated with  , while the value of power 
variable   is (1, 2) owing to consideration of two heuristic 

information. The variable     
 ( ) is incremented, further 

proportional to the heuristic information of mean trust and 
energy score. The prominent inference of this implementation 
concept is that the maximum score of the function    
associated with mean remnant energy will mean higher 
retention of pheromone on the routing path. It will also mean 
that if the value of the function    associated with the mean 
trust value is found to be maximal, then it will mean that a 
large quantity of pheromone will be retained. Hence, the 
routing operation in IoT will always choose only those sensors 
with a higher value of remnant energy and higher trust. The 
implementation concept of updating the local pheromone is 
completed when the data reaches the sink node, followed by 
further updating of enhanced crowding distance by sub-optimal 
solutions in the sink node. The system finally yields a 
backward-moving ant from the forward-moving ant upon 
completion of the local updating operation of the pheromone. 

Finally, the proposed scheme performs updating of the 
global pheromone by subjecting all the sub-optimal solutions 
presented by the sink node. The backward-moving ant in the 
proposed ACO approach carries out this task of updating the 
sub-optimal solution. An empirical expression for this global 
pheromone updating is similar to that of Eq. (12) only with the 
difference of     

 ( ) equivalent to   ⁄ , where the variable   
represents the quantity of the sensors traversed by the k number 
of backward-moving ants considering a set of sub-optimal 
solutions as routing paths to update the global pheromone. 

The contributions of this methodology can be seen by two 
significant results: (a) The primary contribution of the 
proposed method is to design and develop a simplified yet 
robust secure data propagation scheme in IoT. It is simplified 
as it doesn't consist of any sophisticated mechanism or involve 
a higher number of complex processing routing schemes. It is 
robust as the method can realize the dynamic vulnerabilities 
present in links connecting IoT nodes without any 
dependencies on the apriori information of an attacker. The 
scheme is highly secured as the formulation of the system is 
carried out considering manifold criteria in the form of an 
essential function associated with trust and resources of IoT 
nodes as well as various practical constraints related to time, 
forwarding, and receiving data, and remnant resources of IoT 
nodes, (b) The second prime contribution is associated with the 
mechanism of deploying an ACO approach where novel 
pheromone management is presented. The credibility of the 
data propagation and exchange among the IoT nodes is carried 
out by proposed ACO-based routing, where the selection of 
cost-effective and secured routes is based on heuristic and 
pheromone information of manifold type. It should be noted 
that the proposed scheme considers heuristic information and 
pheromone information derived from remanent information 
and the trust score of IoT nodes. The main contributions of the 
study can be briefly summarized as: 

1) The proposed scheme balances trust computation with 

the selection of optimal nodes possessing substantial residual 

energy, ensuring they have the requisite resources for 

extensive secure data propagation within IoT. 

2) The trust evaluation mechanism of the proposed system 

is scalable and viable for both compact and expansive IoT 

environments. Its resilience is evident as it can function even 
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in the presence of unknown-origin attackers. This resilience 

stems from the fact that, regardless of an attacker's strategy, 

the proposed scheme ensures all standard sensors compute an 

optimal solution that remains inscrutable to potential intruders. 

3) The proposed ACO approach addresses and rectifies 

the traditional issues of slow convergence and parameter 

sensitivity, which plague conventional ACOs. By providing a 

broader problem scope, it aptly aligns with the expansive 

nature of IoT. 

The ensuing section delves into the results derived from 
implementing the proposed scheme. 

V. RESULT 

This section presents the results achieved after 
implementing the proposed model. Since the proposed 
implementation introduces a novel ACO-based secure routing 
method, emphasis has been placed on investigating data 
transmission performance. Additionally, the trust management 
scheme has been executed for the system. The primary 
objective of the result analysis is to establish an extensive test 
environment using variable performance metrics. This is done 
to gauge the impact of the proposed secure routing conducted 
by sensors within the IoT environment. The results are then 
analyzed to provide insights into how the model's performance 
compares to existing secure routing schemes. 

A. Assessment Strategy 

The entire implementation is conducted in MATLAB on a 
standard 64-bit Windows machine. The simulation 
environment selected for the experiment spans an area of 
1000x1000 m

2
, with the specific simulation parameters 

detailed in Table II. This environment replicates a smart city 
setting where numerous clusters of wireless sensor nodes are 
interconnected, facilitating data aggregation with a 
predetermined energy level. While the initial energy assigned 
to each node is 10 J, it can be adjusted based on the specific 
IoT application in use. Thus, the proposed simulation 
environment offers considerable flexibility, accommodating 
modifications to parameter values to fit various scenarios. 

TABLE II.  SIMULATION PARAMETERS ADOPTED FOR ASSESSMENT 

Parameters Values 

No. of Sensors 500-1000 

Initialized energy 10 J 

Rate of data transmission 400 kbps 

Data packet size 5000 byes 

Communication Radius 200 m 

Antenna Omni-directional 

MAC 802.11 

Simulation Time 100 s 

To gauge the effectiveness of the proposed scheme, a 
benchmarked analysis against existing secure routing schemes 
in the IoT environment is essential. This comparative analysis 
examines specific performance metrics across the proposed and 
existing secure routing schemes. The conventional secured 
routing schemes selected for comparative analysis in IoT 
include: 

 Routing Protocol for Low-Power and Lossy Network 
(RPL): This standard IoT routing scheme is tailored for 
networks with lossy features and low-powered nodes. 
Its secure variant, Secure RPL (SRPL), employs 
authentication of messages and encryption operations to 
ensure data freshness, integrity, and confidentiality 
[32]. 

 Routing using 6LoWPAN: Another conventional IoT 
routing method closely aligned with RPL, this protocol 
leverages the IPv6 scheme for routing. It adopts 
6LoSec, primarily designed to guard against replay 
attacks and ensure data integrity and confidentiality 
[50]. 

 Secured routing using Zigbee Cluster Library (ZCL): 
Zigbee's prevalence in IoT-based wireless 
communication systems is notable. However, ZCL is 
designed to provide secure routing exclusively for 
Zigbee-based networks. This scheme uses 
authentication and encryption to ensure authentic 
communication, data integrity, and confidentiality [51]. 

 Secure routing using Constrained Application Protocol 
(CoAP): This protocol facilitates data transmission for 
resource-constrained devices within the IoT framework. 
It incorporates Datagram Transport Layer Security 
(DTLS) to provide authentication, data integrity, and 
confidentiality [52]. 

The aforementioned secure routing schemes and proposed 
method have been implemented in comparable test 
environments and under similar simulation parameters. 
Moreover, the conventional ACO and PSO algorithms have 
been employed to evaluate the performance enhancements 
ushered in by the proposed scheme relative to existing 
bioinspired approaches. 

B. Discussion of Result 

The initial performance metric examined is network 
throughput, calculated as the volume of data packets 
transmitted from one node to another within the IoT 
environment over a specific time. A detailed examination of 
the proposed secure routing scheme reveals that it encompasses 
various mathematical and logical operations based on the 
manifold criterion-based model. This design ensures a robust 
defense against manipulation or unauthorized access. Given 
these intricacies, potential delays or added computational 
demands might impact throughput. Consequently, 
benchmarking based on throughput provides a clear insight 
into whether the inherent security operations compromise 
network performance and data transmission. Additionally, 
thorough throughput assessment can highlight potential 
bottleneck areas within the routing path. 

Fig. 3 presents the average throughput observed during a 
series of evaluations over specified simulation duration. It 
indicates that the proposed scheme outperforms existing 
methods in terms of throughput. The RPL protocol emerges as 
the next best performer in current systems, primarily due to its 
dynamic path selection capabilities. However, it needs help to 
balance traffic load during dynamic events within the IoT 
landscape. Following RPL, conventional ACO, PSO, and 
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CoAP algorithms rank next in terms of throughput. It's worth 
noting that traditional ACOs have a limitation, needing help to 
provide optimal solutions amidst heavy traffic flow. PSO faces 
a similar challenge, grappling with increased memory 
dependencies as traffic surges, reducing throughput. The CoAP 
protocol, because it utilizes User Datagram Protocol (UDP), is 
prone to packet loss, primarily when data packets are 
transmitted in an unordered sequence within IoT. 

 

Fig. 3. Comparative analysis of throughput. 

Moreover, 6LoWPAN and ZCL underperform in 
throughput within the IoT environment due to complexities 
arising from header compression. In contrast, the proposed 
system remains unaffected by such challenges. Its constraints 
concerning energy and trust, combined with its modeling, are 
adept at identifying vulnerabilities and pinpointing alternative 
optimal paths for propagation based on the manifold criterion. 
Consequently, even without encryption, the proposed scheme 
achieves superior secure data transmission throughput 
compared to conventional secure IoT routing strategies that 
predominantly depend on encryption and authentication. 

The subsequent performance metric evaluated is a delay, 
calculated as the latency encountered during the data bit 
transmission across the network from one sensor to another 
within the IoT framework. Evaluating delay is paramount for 
secure data transmission, given the diverse applications and 
services housed within the IoT environment. It's essential to 
highlight that the proposed scheme incorporates several 
mathematical procedures for trust calculation, where local and 
global parameters play pivotal roles. Conversely, most extant 
secure routing schemes lean heavily on encryption and 
message authentication to ensure data security. Thus, it 
becomes imperative to ascertain that these intrinsic security 
processes don't detrimentally influence network performance 
by augmenting delay. For optimal network efficiency, it's 
crucial to maintain low delay, as extended latency often signals 
network bottlenecks or areas compromised by security 
vulnerabilities, consequently impinging on data transmission 
durations. 

 

Fig. 4. Comparative analysis of delay. 

Examining Fig. 4 reveals that the proposed scheme 
considerably reduces delay compared to existing systems. ZCL 
displays a higher delay due to its conventional architecture's 
slower transmission rate tailored to meet Zigbee transmission 
requirements. 6LoWPAN outperforms ZCL in delay, but it 
sacrifices some security; it possesses a weaker immunity to 
interference. A significant cause of delay in 6LoWPAN is its 
repeated retransmissions due to packet loss from IPv6 data 
chunks. CoAP, being optimized for peer-to-peer 
communication, has an inevitable delay. However, RPL shines 
the best in reducing delay compared to other secure 
transmission methods. This is attributed to its auto-
configuration capabilities and dynamic path selection, vital for 
large-scale IoT devices with resource-constrained sensors. Yet, 
RPL's delay becomes significant in IoT's mobile environments. 
Conventional ACO and PSO also underperform due to i) 
increasing iteration counts as they seek optimal solutions in 
constrained problem areas and ii) premature convergence 
resulting in sub-optimal routing paths, leading to increased 
delay. In contrast, our proposed scheme excels in delay 
performance, being more progressive, less iterative, and 
encompassing a broader problem area, thereby reducing the 
effort needed for optimal solutions and achieving a superior 
delay score. 

The third performance metric is energy consumption. The 
rationale behind selecting this metric hinges on two factors: i) 
our mathematical model prioritizes residual energy as a 
primary constraint, with manifold criterion modeling also 
considering residual energy apart from the trust attribute as a 
heuristic. This necessitates evaluating the model's impact on 
energy consumption, and ii) our scheme primarily focuses on 
sensors as essential IoT devices. Given their limited energy 
resources, it becomes crucial to ascertain the energy expended 
during secure data transmission in IoT. The objective is to 
balance trust-based security and energy efficiency, ensuring a 
prolonged network lifespan. Here, "energy" denotes the power 
expended on cumulative sensor operations, which encompasses 
data transmission and reception, data processing, and internal 
circuit functions. We rely on the first-order radio energy model 
[53] to assess this, which provides a comprehensive formula 
for sensors' total energy consumption. 
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Fig. 5. Comparative analysis of energy consumption. 

The data presented in Fig. 5 reveals that our proposed 
scheme significantly reduces power consumption compared to 
most existing systems. What stands out is that both 
conventional ACO and PSO demonstrate slightly higher 
energy consumption. The main reasons for this are: i) the 
increased use of attributes to achieve higher convergence 
performance and ii) a stronger focus on the local search 
optimization problem, often at the expense of global search 
space. The distinction between the proposed ACO and the 
conventional ACO lies in the former's formulation of 
pheromone management based on multiple criteria intertwined 
with an adaptive operational principle. A detailed examination 
of our ACO scheme further shows that their functionalities are 
mostly preserved despite the utilization of numerous 
parameters. The only variation arises from their use cases to 
enhance trust and energy retention. Due to the calculated global 
update formulation, local operatives' reliance on extensive 
operations diminishes as simulation time increases, leading to 
energy conservation. IoT secure routing schemes, such as RPL, 
ZCL, CoAP, and 6LoWPAN, incorporate encryption in their 
security variants. This inclusion demands a significant energy 
allocation for the ciphering and deciphering processes, which 
our proposed secure routing scheme avoids. 

The final performance metric assessed for the proposed 
scheme is the processing time, an essential measure that 
reflects the time complexity inherent in algorithmic processing 
during secure routing. This metric is determined by evaluating 
a sensor's time to complete its operations. An efficient system 
model, especially one with lightweight characteristics, should 
display reduced processing times. If the processing time is 
extensive, the security scheme in use might benefit from some 
refinement to boost its overall efficiency. It is also crucial to 
note that, given sensors' limited computational capabilities, 
their processing time can increase when more complex 
operations are introduced. As a result, gauging the system's 
efficacy in terms of computational complexity by assessing its 
processing time becomes vital. 

 

Fig. 6. Comparative analysis of algorithm processing time. 

Fig. 6 illustrates that the proposed scheme significantly 
reduces processing time compared to other secured routing 
schemes. The processing time for ZCL is notably higher, as 
this scheme necessitates performing extensive iterative 
operations for massive data transmission in IoT. On closer 
examination, 6LoWPAN, CoAP, and conventional PSO 
performance reveal similar processing times. This similarity 
arises because these approaches segment and chunk data into 
smaller portions, leading to packet loss in a heterogeneous IoT 
network that necessitates retransmission. Additionally, the 
conventional PSO requires iterative computation of particles 
and velocities to identify optimal results. While this is effective 
for homogeneous systems, it is less so for heterogeneous ones, 
causing them to amalgamate all data packets and conduct 
routing. Such operations demand significant processing time 
and deliver sub-optimal data quality. 

Furthermore, RPL displays a longer processing time, 
slightly more than CoAP. This is attributed to RPL's formation 
of a directed acyclic graph, eventually resulting in a singular 
link from the leaf node to the route. While this might be 
suitable for smaller IoT networks, the RPL graph operation 
must be repeated to achieve data transmission within the 
context of more extensive IoT networks. This repetition 
expends excessive resources and consumes considerable 
processing time for data transmission. Therefore, the proposed 
scheme promises minimal processing time, primarily due to 
diminished resource dependencies and fewer iterative 
operations, as emphasized in the proposed mathematical 
modeling. 

VI. CONCLUSION 

The landscape of the IoT is both exciting and challenging, 
marked by tremendous opportunities and, in parallel, 
considerable security vulnerabilities. In the modern age, when 
digital interconnectedness is both a boon and a bane, the 
urgency to fortify IoT against burgeoning threats cannot be 
overstated. The paper has addressed this urgency, providing a 
novel and streamlined approach that leverages a modified 
version of ACO toward achieving optimal security in the vast 
and dynamic IoT ecosystem. This bioinspired approach 
symbolizes our attempt to mimic nature's intuitive problem-
solving methodologies. Through our process, not only is data 
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transmission secured, but the dual challenges of optimizing 
sensor energy and ensuring high trust scores are 
simultaneously addressed. A particular innovation in our work 
is the unique pheromone management system, which 
holistically considers residual energy and trust scores. Coupled 
with our manifold criterion and the dual-tiered trust evaluation 
system, the methodology provides an unparalleled framework 
for IoT security. Our research has showcased its merits, 
delivering impressive performance metrics compared to 
prevailing secure routing protocols. With a 35% improvement 
in throughput, 89% reduction in delay, 54% decrease in energy 
consumption, and 73% surge in processing speed, the approach 
is theoretically sound and practically efficacious. The current 
work, however, has its limitations. While it has achieved a 
balance between energy conservation and security, nuances to 
this balance need exploration. The inherently dynamic nature 
of IoT means that newer devices with diverse capacities are 
continually entering the ecosystem, presenting evolving 
challenges for security protocols. The future work of this study 
model will be to formulate a hybrid modeling of a bioinspired 
approach to optimize the security and resource management 
performance in a large IoT environment. Furthermore, 
integrating Artificial Intelligence and Machine Learning 
algorithms could further enhance our initial results. These can 
help the system to adaptively learn from emerging threats and 
respond proactively, ensuring a more agile and dynamic 
security mechanism. 

ACKNOWLEDGMENT 

The authors express their appreciation for the effort of Ms. 
Gousia Nissar in proofreading and editing the paper. 

REFERENCES 

[1] R. F. Olanrewaju et al., ―The internet of things vision: A comprehensive 
review of architecture, enabling technologies, adoption challenges, 
research open issues and contemporary applications,‖ Journal of 
Advanced Research in Applied Sciences and Engineering Technology, 
vol. 26, no. 1, pp. 51–77, 2022. doi:10.37934/araset.26.1.5177  

[2] R. K. Gangawar, S. Kumari, A. K. Pathak, S. D. Gutlapalli, and M. C. 
Meena, ―Optical fiber based temperature sensors: A Review,‖ Optics, 
vol. 4, no. 1, pp. 171–197, 2023. doi:10.20944/preprints202302.0180.v1  

[3] S. K. Ghosh et al., ―Temperaturepressure hybrid sensing all-organic 
stretchable energy harvester,‖ ACS Applied Electronic Materials, vol. 3, 
no. 1, pp. 248–259, 2020. doi:10.1021/acsaelm.0c00816.s002  

[4] N. V. Krishna Prasad et al., ―Ceramic sensors: A mini-review of their 
applications,‖ Frontiers in Materials, vol. 7, p. 593342, 2020. 
doi:10.3389/fmats.2020.593342  

[5] A. M. Rahmani, S. Bayramov, and B. Kiani Kalejahi, ―Internet of things 
applications: Opportunities and threats,‖ Wireless Personal 
Communications, vol. 122, no. 1, pp. 451–476, 2021. 
doi:10.1007/s11277-021-08907-0  

[6] S. A. Siddiqui, A. Ahmad, and N. Fatima, ―IoT-based disease prediction 
using machine learning,‖ Computers and Electrical Engineering, vol. 
108, p. 108675, 2023. doi:10.1016/j.compeleceng.2023.108675  

[7] H. S. Kim, Y. J. Park, and S. J. Kang, ―Secured and deterministic 
closed-loop IoT system architecture for sensor and Actuator Networks,‖ 
Sensors, vol. 22, no. 10, p. 3843, 2022. doi:10.3390/s22103843  

[8] J. Yun, I. Y. Ahn, J. Song, and J. Kim, ―Implementation of sensing and 
actuation capabilities for IoT devices using onem2M platforms,‖ 
Sensors, vol. 19, no. 20, p. 4567, 2019. doi:10.3390/s19204567  

[9] G. M. Kapitsaki, A. P. Achilleos, P. Aziz, and A. C. Paphitou, 
―SensoMan: Social Management of context sensors and actuators for 
IoT,‖ Journal of Sensor and Actuator Networks, vol. 10, no. 4, p. 68, 
2021. doi:10.3390/jsan10040068  

[10] C. Stolojescu-Crisan, C. Crisan, and B.-P. Butunoi, ―An IoT-based 
Smart Home Automation System,‖ Sensors, vol. 21, no. 11, p. 3784, 
2021. doi:10.3390/s21113784  

[11] F. Pereira, R. Correia, P. Pinho, S. I. Lopes, and N. B. Carvalho, 
―Challenges in resource-constrained IoT devices: Energy and 
communication as critical success factors for future IoT deployment,‖ 
Sensors, vol. 20, no. 22, p. 6420, 2020. doi:10.3390/s20226420  

[12] B. U. I. Khan, R. F. Olanrewaju, F. Anwar, R. N. Mir, A. Oussama, and 
A. Z. B. Jusoh, ―Internet of Things—The Concept, Inherent Security 
Challenges and Recommended Solutions,‖ in Smart Network Inspired 
Paradigm and Approaches in IoT Applications, Springer, Singapore, 
2019, pp. 63-86. doi: 10.1007/978-981-13-8614-5_5 

[13] B. U. I. Khan, R. F. Olanrewaju, F. Anwar, R. N. Mir, and A. R. Najeeb, 
―A critical insight into the effectiveness of research methods evolved to 
secure IoT ecosystem,‖ International Journal of Information and 
Computer Security, vol. 11, no. 4/5, pp. 332–354, 2019. 
doi:10.1504/ijics.2019.101908  

[14] P. Ferrara, A. K. Mandal, A. Cortesi, and F. Spoto, ―Static analysis for 
discovering IoT vulnerabilities,‖ International Journal on Software 
Tools for Technology Transfer, vol. 23, no. 1, pp. 71–88, 2020. 
doi:10.1007/s10009-020-00592-x  

[15] A. H. Celdrán et al., ―Intelligent and behavioral-based detection of 
malware in IoT spectrum sensors,‖ International Journal of Information 
Security, vol. 22, no. 3, pp. 541–561, 2022. doi:10.1007/s10207-022-
00602-w  

[16] A. Attkan and V. Ranga, ―Cyber-physical security for IoT Networks: A 
comprehensive review on traditional, blockchain and artificial 
intelligence based key-security,‖ Complex & Intelligent Systems, vol. 8, 
no. 4, pp. 3559–3591, 2022. doi:10.1007/s40747-022-00667-z  

[17] U. Kumar, S. Navaneet, N. Kumar, and S. C. Pandey, ―Isolation of 
DDoS attack in IoT: A new perspective,‖ Wireless Personal 
Communications, vol. 114, no. 3, pp. 2493–2510, 2020. 
doi:10.1007/s11277-020-07486-w  

[18] T. B. Josey and D. S. Misbha, Man-in-the-Middle attack mitigation in 
IoT sensors with hash-based multidimensional Lamport digital 
signature,‖ in Lecture Notes in Electrical Engineering, Springer Nature 
Singapore, 2023, pp. 47–56 

[19] B. U. I. Khan, F. Anwar, R. F. Olanrewaju, B. R. Pampori, and R. N. 
Mir, ―A novel multi-agent and multilayered game formulation for 
intrusion detection in internet of things (IoT),‖ IEEE Access, vol. 8, pp. 
98481–98490, 2020. doi:10.1109/access.2020.2997711  

[20] R. Sharma and R. Arya, ―Secure transmission technique for data in IoT 
Edge Computing Infrastructure,‖ Complex & Intelligent Systems, vol. 8, 
no. 5, pp. 3817–3832, 2021. doi:10.1007/s40747-021-00576-7  

[21] U. Panahi and C. Bayılmış, ―Enabling secure data transmission for 
wireless sensor networks based IoT Applications,‖ Ain Shams 
Engineering Journal, vol. 14, no. 2, p. 101866, 2023. 
doi:10.1016/j.asej.2022.101866  

[22] E. Refaee et al., ―Secure and scalable healthcare data transmission in 
IoT based on optimized routing protocols for mobile computing 
applications,‖ Wireless Communications and Mobile Computing, vol. 
2022, pp. 1–12, 2022. doi:10.1155/2022/5665408  

[23] B. U. I. Khan et al., ―SGM: Strategic game model for resisting node 
misbehaviour in IoT-Cloud Ecosystem,‖ Information, vol. 13, no. 11, p. 
544, 2022. doi:10.3390/info13110544  

[24] V. K. Quy, V. H. Nam, D. M. Linh, and L. A. Ngoc, ―Routing 
algorithms for Manet-IoT Networks: A comprehensive survey,‖ 
Wireless Personal Communications, vol. 125, no. 4, pp. 3501–3525, 
2022. doi:10.1007/s11277-022-09722-x  

[25] M. Majid et al., ―Applications of wireless sensor networks and internet 
of things frameworks in the industry revolution 4.0: A systematic 
literature review,‖ Sensors, vol. 22, no. 6, p. 2087, 2022. 
doi:10.3390/s22062087  

[26] B. Aslan, F. Yavuzer Aslan, and M. T. Sakallı, ―Energy consumption 
analysis of lightweight cryptographic algorithms that can be used in the 
security of internet of things applications,‖ Security and Communication 
Networks, vol. 2020, pp. 1–15, 2020. doi:10.1155/2020/8837671  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

143 | P a g e  

www.ijacsa.thesai.org 

[27] M. Aaqib, A. Ali, L. Chen, and O. Nibouche, ―IoT trust and reputation: 
A survey and taxonomy,‖ Journal of Cloud Computing, vol. 12, no. 1, 
pp. 1–20, 2023. doi:10.1186/s13677-023-00416-8  

[28] Y. Liu, J. Wang, Z. Yan, Z. Wan, and R. Jäntti, ―A survey on 
Blockchain based trust management for internet of things,‖ IEEE 
Internet of Things Journal, vol. 10, no. 7, pp. 5898–5922, 2023. 
doi:10.1109/jiot.2023.3237893  

[29] X. Liu, J. Yu, K. Yu, G. Wang, and X. Feng, ―Trust secure data 
aggregation in WSN-based IIoT with Single Mobile Sink,‖ Ad Hoc 
Networks, vol. 136, p. 102956, 2022. doi:10.1016/j.adhoc.2022.102956  

[30] S. Mangalampalli, G. R. Karri, and U. Kose, ―Multi Objective Trust 
aware task scheduling algorithm in cloud computing using whale 
optimization,‖ Journal of King Saud University - Computer and 
Information Sciences, vol. 35, no. 2, pp. 791–809, 2023. 
doi:10.1016/j.jksuci.2023.01.016  

[31] S. M. Muzammal, R. K. Murugesan, N. Jhanjhi, M. S. Hossain, and A. 
Yassine, ―Trust and mobility-based protocol for secure routing in 
internet of things,‖ Sensors, vol. 22, no. 16, p. 6215, 2022. 
doi:10.3390/s22166215  

[32] S. M. Muzammal et al., ―A trust-based model for secure routing against 
RPL attacks in internet of things,‖ Sensors, vol. 22, no. 18, p. 7052, 
2022. doi:10.3390/s22187052  

[33] S. Awan et al., ―Blockchain based Secure Routing and Trust 
Management in Wireless Sensor Networks,‖ Sensors, vol. 22, no. 2, p. 
411, 2022. doi:10.3390/s22020411  

[34] R. Nagaraju et al., ―Secure routing-based energy optimization for IoT 
application with heterogeneous wireless sensor networks,‖ Energies, 
vol. 15, no. 13, p. 4777, 2022. doi:10.3390/en15134777  

[35] N. B. Bakhtiari, M. Rafighi, and R. Ahsan, ―TTLA: Two-way trust 
between clients and fog servers using Bayesian Learning Automata,‖ 
The Journal of Supercomputing, vol. 79, pp. 16152–16180, 2022. 
doi:10.21203/rs.3.rs-1744138/v1  

[36] B. Rakesh and P. S. H, ―Novel authentication and Secure Trust based 
RPL routing in Mobile Sink supported internet of things,‖ Cyber-
Physical Systems, vol. 9, no. 1, pp. 43–76, 2021. 
doi:10.1080/23335777.2021.1933194  

[37] A. Gladkov et al., ―DT-RRNS: Routing protocol design for secure and 
reliable distributed smart sensors communication systems,‖ Sensors, vol. 
23, no. 7, p. 3738, 2023. doi:10.3390/s23073738  

[38] S. Ramaswamy and J. Norman, ―Social and QoS based trust model for 
secure clustering for Wireless Body Area Network,‖ The International 
Journal of Electrical Engineering & Education, 2020. 
doi:10.1177/0020720920953133  

[39] X. Wang, ―Low-energy secure routing protocol for WSNS based on 
multiobjective ant colony optimization algorithm,‖ Journal of Sensors, 
vol. 2021, pp. 1–9, 2021. doi:10.1155/2021/7633054  

[40] K. Saleem and I. Ahmad, ―Ant colony optimization ACO based 
Autonomous Secure Routing Protocol for Mobile Surveillance 
Systems,‖ Drones, vol. 6, no. 11, p. 351, 2022. 
doi:10.3390/drones6110351  

[41] T.-H. Nguyen and J. J. Jung, ―ACO-based traffic routing method with 
automated negotiation for connected vehicles,‖ Complex & Intelligent 
Systems, vol. 9, no. 1, pp. 625–636, 2022. doi:10.1007/s40747-022-
00833-3  

[42] G. Anjinappa and D. Bangalore Prabhakar, ―A secure IoT and Edge 
Computing based EV selection model in V2G systems using ant colony 
optimization algorithm,‖ International Journal of Pervasive Computing 
and Communications, 2022. doi:10.1108/ijpcc-06-2022-0245  

[43] A. El-Ghamry, T. Gaber, K. K. Mohammed, and A. E. Hassanien, 
―Optimized and efficient image-based IoT malware detection method,‖ 
Electronics, vol. 12, no. 3, p. 708, 2023. 
doi:10.3390/electronics12030708  

[44] H. A. Alterazi et al., ―Prevention of cyber security with the internet of 
things using particle swarm optimization,‖ Sensors, vol. 22, no. 16, p. 
6117, 2022. doi:10.3390/s22166117  

[45] H. C. Lin, P. Wang, and W. H. Lin, ―Implementation of a PSO-based 
security defense mechanism for tracing the sources of DDoS attacks,‖ 
Computers, vol. 8, no. 4, p. 88, 2019. doi:10.3390/computers8040088  

[46] R. R. K and M. Ramakrishnan, ―Internet of trust things using particle-
swarm optimisation (PSO-IoT),‖ SSRN Electronic Journal, 2021. 
doi:10.2139/ssrn.3769174  

[47] K. Janani and S. Ramamoorthy, ―Threat analysis model to control IoT 
network routing attacks through deep learning approach,‖ Connection 
Science, vol. 34, no. 1, pp. 2714–2754, 2022. 
doi:10.1080/09540091.2022.2149698  

[48] M. Hosseinzadeh et al., ―A cluster-tree-based secure routing protocol 
using Dragonfly Algorithm (DA) in the internet of things (IoT) for 
Smart Agriculture,‖ Mathematics, vol. 11, no. 1, p. 80, 2022. 
doi:10.3390/math11010080  

[49] P. Selvaraj et al., ―An enhanced and Secure Trust-aware improved GSO 
for encrypted data sharing in the internet of things,‖ Applied Sciences, 
vol. 13, no. 2, p. 831, 2023. doi:10.3390/app13020831  

[50] M. Tanveer et al., ―S6AE: Securing 6lowpan using authenticated 
encryption scheme,‖ Sensors, vol. 20, no. 9, p. 2707, 2020. 
doi:10.3390/s20092707  

[51] K. Nichols, V. Jacobson, and R. King, "Defined-Trust Transport 
(DEFTT) protocol for limited domains," IETF Datatracker, 
https://datatracker.ietf.org/doc/draft-nichols-tsv-defined-trust-transport/ 
(accessed Jul. 30, 2023).  

[52] J. Granjal, J. Silva, and N. Lourenço, ―Intrusion detection and 
prevention in CoAP wireless sensor networks using anomaly detection,‖ 
Sensors, vol. 18, no. 8, p. 2445, 2018. doi:10.3390/s18082445  

[53] F. Liu, ―Majority decision aggregation with binarized data in wireless 
sensor networks,‖ Symmetry, vol. 13, no. 9, p. 1671, 2021. 
doi:10.3390/sym13091671. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

144 | P a g e  

 www.ijacsa.thesai.org 

Analyzing Sentiment in Terms of Online Feedback on 

Top of Users' Experiences 

Mohammed Alonazi 

Department of Information Systems, College of Computer Engineering and Sciences, 

Prince Sattam bin Abdulaziz University, Al-Kharj, 16273, Saudi Arabia 

 

 
Abstract—Since most businesses today are conducted online, 

it is crucial that each customer provide feedback on the various 

items offered. Evaluating online product sentiment and making 

suggestions using state-of-the-art machine learning and deep 

learning algorithms requires a comprehensive pipeline. Thus, 

this paper addresses the need for a comprehensive pipeline to 

analyze online product sentiment and recommend products using 

advanced machine learning and deep learning algorithms. The 

methodology of the research is divided into two parts: the 

Sentiment Analysis Approach and the Product Recommendation 

Approach. The study applies several state-of-the-art algorithms, 

including Naïve Bayes, Logistic Regression, Support Vector 

Machine (SVM), Decision Tree, Random Forest, Bidirectional 

Long-Short-Term-Memory (BI-LSTM), Convolutional Neural 

Network (CNN), Long-Short-Term-Memory (LSTM), and 

Stacked LSTM, with proper hyperparameter optimization 

techniques. The study also uses the collaborative filtering 

approach with the k-Nearest Neighbours (KNN) model to 

recommend products. Among these models, Random Forest 

achieved the highest accuracy of 95%, while the LSTM model 

scored 79%. The proposed model is evaluated using Receiver 

Operating Characteristic (ROC) - Area under the ROC Curve 

(AUC). Additionally, the study conducted exploratory data 

analysis, including Bundle or Bought-Together analysis, point of 

interest-based analysis, and sentiment analysis on reviews (1996-

2018). Overall, the study achieves its objectives and proposes an 

adaptable solution for real-life scenarios. 

Keywords—Sentiment analysis; product review; machine 

learning; recommendation system; collaborative filtering; 

exploratory data analysis 

I. INTRODUCTION 

In this era of modern computational technology, 
technological advancement can be seen everywhere; even the 
business sector is taking the initiative to enhance its revenue in 
computing and technology [1]. The term sentiment analysis has 
extensively been utilized to track out social media, allowing 
businesses to extract hidden information from the recorded 
data or identify critical information before coming into the 
limelight [2]. Thinking about giant tech companies such as 
Facebook, Google, Apple, and Microsoft, they have a huge 
amount of datasets. Every day, lots of data is being recorded to 
their central database. Besides, manually analyzing these data 
is time-consuming [3]. With a massive amount of dataset, it is 
quite difficult to manually extract meaningful insights that can 
help them make a business oriental decision. Turning into a 
product-based company, it can be stated that the product-based 
company tends to develop its product and launch it into the 
market [4]. If the thing is grocery or jewelry items so in this 

case, users will be giving their opinion based on the items 
whether the product is caught their attention or not. Suppose 
the clients explore a large e-commerce platform like 
Amazon.com. In this case, it is noticeable that the end-users 
threw their comments or reviews related to a specific item. 
Other individuals take themselves towards the advertisement 
phenomenon [5]. In turn, this brings us to a big question, 
whether it or not possible to handle such massive amounts of 
ratings manually and extract the business insights. So, the 
automated system can be the possible solutions to overcome 
these issues [6]. Thus, the impact of information on user 
sentiment and physical environments is not limited to modern 
technology. 

The computational approach can be taken into 
consideration. Nowadays, machine learning algorithms have 
widely been utilized in biomedical imaging, forecasting things 
or even critical disease prognosis [7]. For the case of product 
analysis, it has shown their promising performance beforehand. 
Researchers are now using computing power to take their 
analysis to a satisfactory level from where meaningful insights 
can be extracted easily by analyzing a large number of datasets 
[8]. The priority of this research is to analyze the product 
sentiment using machine learning algorithms and propose a 
recommendation system for the stakeholder to make a better 
decision while doing online business. In this research, 
conventional Machine Learning (ML) algorithms were adopted 
to analyze the online product, and our study will significantly 
contribute to the research community. This is the motivation of 
this proposed study. 

On the other hand, there are three contributions have been 
addressed in this study, and these are following: 

 Three types of data analysis have been completed and 
through which business owners can make a variety of 
decisions towards their product.  

 Various machine learning algorithms were applied to 
check their credibility to analyze the Sentiment, and 
satisfactory accuracy was turned out to be successful. 
This research also ensures the robust machine learning 
pipeline that achieved a good accuracy, and the 
concentrated model can be deployed to a webserver to 
achieve sustainable goals. 

 The different assessment pointers bend assessed the 
proposed show, and at long last, a proposal framework 
has been submitted by coordination overall sifting 
strategy. By taking after the proposal framework, the 
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partner will be able to supply important data to their 
enlisted client, which can improve the request for 
specific things. 

The manuscript is classified into six interconnected 
sections. Section II presents the exciting works with research 
gap analysis. Section III depicts the overall methodology of the 
proposed system with proper discussion. Section IV shows the 
results associated with our proposed solutions, including data-
driven analysis and approaches. Section V represents the 
observations and discussion on the results. Finally, the 
conclusion of the research with future work will be discussed 
in Section VI. 

II. LITERATURE REVIEW 

This section illustrates the background study of the 
previous works related to the proposed model. In this section, 
the research gaps have been extracted with proper discussion. 
Many great contributors have traced fruitful online product 
contributions or sentiment analysis contributions. 

The authors of the paper in [9] worked on an efficient way 
to optimize the accuracy of the sentiment analysis in Egyptian 
Arabic. The proposed work was identically based on the 
conventional semantic orientation and machine learning 
techniques, and the authors had achieved the highest accuracy 
of 92.98% while working with Support Vector Machine 
(SVM). The purpose of the article in [10] was to examine the 
attitudes of buyers regarding electrical devices by analyzing 
various sale tweets. The experimental results of the proposed 
research will be valuable to a variety of business organizations 
in making business decisions that will ultimately increase the 
sales of the products they offer. The author of the paper also 
claimed that they had achieved the highest accuracy of 86%, 
91%, and 91% with the Logistic Regression (LR) in the phone, 
laptop, and television, respectively. 

The paper in [11] aimed to extract the text features into the 
semantics of words. The authors adopted a Word Sense 
Disambiguation (WSD) technique to extract the features from 
the reviewing sentences. A supervised learning approach has 
been adopted to analyze the product reviews and utilized 10-
fold cross-validation to validate the results. The authors had 
significantly optimized the performance by 10.6%, while 
precision was 10.9% higher and recall was 9.2% higher than 
baseline approaches. The author of the paper in [12] had 
presented a significant comparison among several conventional 
deep learning-based models for word embedding in product 
sentiment analysis. Thus, they adopted data augmentation 
techniques to enrich the dataset and classify it into identical 
classes. The research also claimed they found the highest 
accuracy of 96% while working with CNN-RNN based BI-
LSTM algorithms. 

In paper [13] proposed an Adaptive Neuro-Fuzzy 
Inferences System (IANFIS) model to produce a way of 
analyzing the sentiment of online products. The method is 
identically based on natural language processing to track the 
user's opinion. The authors classified the dataset into three 
interconnected parts: contents, grades, and collaborations. 
Then, they applied deep learning algorithms to make a 
prediction on the negative and positive comments from the 

users. The research also performs a comparison among the 
existing solutions. The paper in [14] aimed to implement a 
model for analyzing the sentiment of the users in movie 
reviews. The authors extracted the feeling and feedback from 
existing text patterns. The models had the ability to detect 
several types of feeling like negative, positive, and even 
neutral. To accomplish this goal, they utilized different 
machine learning algorithms and classifiers, and mechanisms 
of natural language processing. 

The authors in [15] have presented a machine learning-
based online product sentiment analysis. In this work, they 
showed the labeled product reviews in several websites with 
the help of supervised and unsupervised (lexicon-based) based 
algorithms. The models were then applied to the iPhone 5s 
reviews collected from the existing popular online shops. The 
authors further extracted the combination of unigram and 
bigram features, which placed the best results while dealing 
with machine learning-based classifiers. 

Paper in [16] identified three subtasks that must be 
addressed: the definition of the target; the separation of good 
and bad news content from good and bad sentiment expressed 
on the target; and the analysis of clearly marked opinion that is 
defined explicitly, without the need for interpretation or the use 
of world knowledge. The authors in [17] created a new strategy 
that combines previous approaches to provide the best 
coverage results and competitive agreement. They had also 
proposed iFeel, a free Web service that provides an open API 
for retrieving and comparing findings from several sentiment 
methods for a given text. In paper [18], researchers categorized 
movie reviews using features based on these taxonomies paired 
with traditional "bag-of-words" features, and reported 90.2 
percent accuracy. Furthermore, they discover that some types 
of assessment appear to be more critical for sentiment 
classification than others. 

The contributions of the papers in [19] had only focused on 
the development of a notable features selection on online 
product sentiment analysis. But the researchers didn‟t focus on 
the correct terms of algorithms and algorithm tuning to 
optimize sentiment analysis accuracy level. In sharp contrast, 
the manuscript presented three forms of data analysis. These 
analyses will allow business owners to make several judgments 
regarding their specific products. Various machine learning 
methods were used to check their reliability and determine 
adequate accuracy. This research also assures a robust machine 
learning pipeline that the condensed model can be deployed to 
a webserver to fulfill long-term objectives for product 
sentiment analysis. 

Based on the literature review, several studies have been 
conducted to improve sentiment analysis and product 
recommendation using machine learning techniques. The 
authors of one study achieved the highest accuracy of 92.98% 
in sentiment analysis of Egyptian Arabic using Support Vector 
Machine. Another study analyzed buyer attitudes towards 
electronic devices through sale tweets and achieved high 
accuracy of 86%, 91%, and 91% for phone, laptop, and 
television respectively using Logistic Regression. One study 
aimed to extract text features through Word Sense 
Disambiguation and achieved a significant performance 
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improvement compared to baseline approaches. Lastly, a study 
compared several deep learning-based models for word 
embedding in product sentiment analysis and achieved an 
accuracy of 96% using a CNN-RNN based BI-LSTM 
algorithm. 

Overall, the studies show the effectiveness of machine 
learning techniques in sentiment analysis and product 
recommendation. These approaches can help businesses make 
data-driven decisions to improve sales and customer 
satisfaction. However, there is still room for further research to 
optimize the accuracy and efficiency of these techniques. 

III. METHODOLOGY 

This section presents the overall design of the proposed 
model, including the illustration. Fig. 1 illustrates a block 
diagram of the proposed research through which this study was 
conducted. By looking at Fig. 1, it can be observed that this 
research was carried out through three interconnected stages. 
The experimental dataset was collected and preprocessed to 
model the data in the first stage. In the second phase, product 
sentiment analysis was accomplished. Finally, in the third 
stage, a recommendation system is proposed as the priority of 
this research is to provide a model that can analyze the product 
sentiment and transform the traditional business into a data-
driven approach. 

 
Fig. 1. Block diagram of the proposed research, including the experimental 

analysis to product recommendation approach. 

A. Sentiment Analysis Approach (SAP) 

This section explains the steps of approach, including 
experimental data, data preparation and concentrated research 
algorithms in more details. 

1) Experimental dataset: From May 1996 through July 

2018, Amazon's "Clothing, Shoes, and Jewelry" category 

received 2.5 million product ratings and information from 2.5 

million customers. This collection includes reviews (scores, 

description, and sentiment comments), product metadata 

(descriptions, controls and monitors, pricing, branding, and 

image attributes), and links [20]. 

2) Data preparation: Perusing different JSON records 

from a single JSON record, 'ProductSample.json,' and 

including them in the list in such a way that each list of the list 

has the substance of a single JSON record [21]. Following 

that, iterate over the list, loading each index as JSON, 

extracting the data from each index, and creating a list of 

Tuples containing all the data from the JSON files. Again, 

each cycle begins with a clean JSON file converted to the 

right JSON format using some substitutions. Finally, a data 

frame is created using the list of Tuples obtained in the 

previous step. 

3) Concentrated research algorithms (CRA): The 

Concentrated Research Algorithms (CRA) indicates the 

suggested model that has been adopted in this study to analyze 

the research data [22]. It is to be specified that various 

conventional techniques were applied in this investigation; 

among them, the Naïve Bayes and Decision tree algorithms 

were found to be satisfactory [23]. So, the mathematical 

interpretation and model optimization procedure were 

highlighted in this section. These models have a benchmark 

performance that appeared in the previous research. In 

addition, model performance is depending on the data 

distribution, furthermore, the Naïve based and Decision tree 

are capable enough to handle the product sentiment analysis 

data. 

 Naïve Bayes Algorithm: Nave Base Classifier is a 
classification-type machine learning algorithm [24]. 
This algorithm is based on the Base Theorem. Simply 
put, the base theorem is a method of determining the 
probability of one event (X) occurring and another 
event (Y) occurring. If clouds are seen in the sky, there 
is a possibility of rain. The base theorem can be 
mathematically written as, 

 ( ) ( )

 ( )
    (1) 

The above equation is a simple base equation used to 
determine probability in the case of a conditional event only. In 
practice, most datasets are multivariate, in which case the 
equation becomes a bit more complicated. Then we can write 
the equation like this: 

 (         )  
 (    ) (    )  (    ) ( )

 (  ) (  )  (  )
  (2) 

A few of the highlights of Naïve Base Classifier: It is 
exceptionally simple to execute and works moderately quick, 
works well indeed on small datasets, gives a small less 
exactness than other calculations, and all traits in Naïve Base 
are considered commonly autonomous but within the genuine 
world Isn't. 

 Decision Tree: Both classification and regression 
problems can be solved with the classification and 
regression tree or CART algorithm [25]. In short, many 
people call it the Decision Tree. The decision tree looks 
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a lot like the branches of a tree, which is why the word 
'tree' is associated with its name. The decision trio starts 
from the 'root node' just as the tree starts from the root. 
From the root node, the branches of this tree spread 
through different decision conditions; such nodes are 
called decision nodes, these nodes are called leaf nodes 
after making a final decision. Other Parameters of the 
Decision Tree: Splitting - The process of moving a 
dataset across a series of variables, starting from the 
root node, is called splitting [26]. Entropy - Entropy is 
the amount of chaos. When the tree is split, the amount 
of data of the same type/class in each node is purity. All 
the data in a pure node are of the same class. The lower 
the purity, the higher the entropy. Again, the lower the 
entropy, the higher the purity. Information Gain - The 
measure of righteousness is information gain [27]. The 
higher the information gain, the purer nodes the tree can 
create. Guinea Index - Guinea is the probability of all 
node members being in the same class. This value 
ranges from 0 to 1. Guinea value 0 means all the 
members of that node belong to the same category, and 
Guinea value 1 means the members of that node are 
randomly distributed or of different classes, i.e., entropy 
is much higher. If the value of Guinea is 0.5, then the 
members of the two classes are equal (if the number of 
classes is 2) [28]. 

         ( )    ( ( )   ( )    ( (   (3) 

Information Gain= Entropy Before Split - Entropy After 
Split 

               ( (   ))   (4) 

B. Product Recommendation Approach (PRA) 

This section highlighted the product recommendation 
procedure. It can be said that the PRA is vital towards business 
transformation because user behavior and pattern cannot easily 
be identified if the stakeholder did not design any 
recommendation system. By looking at Fig. 2, it is noticeable 
that a flow chart has been proposed in terms of the 
recommendation system. The collaborative filtering approach 
is selected that will filter out the user ID based on age, gender, 
location and rating score etc. After having all of that 
information, the system will make a comparison set for the 
specific users. However, the detailed sequence and 
consequences are shown in Fig. 2. The diagram in Fig. 2 
suggests that the proposed pipeline aims to improve e-
commerce and enhance customer experience by using a 
collaborative filtering method for item recommendation. It 
implies that the pipeline could help businesses identify the 
most relevant products for their customers, thus improving 
their overall shopping experience. The use of collaborative 
filtering suggests that the pipeline may leverage the behavior of 
similar users to provide personalized recommendations, 
ultimately leading to increased customer satisfaction and 
potentially higher sales. Overall, the diagram title hints at a 
promising approach to improving the online shopping 
experience and driving business growth. 

 
Fig. 2. Efficient pipeline for the item proposal approach towards commerce 

change and client design acknowledgment through the collaborative sifting 

method. 

The research system utilizes several methods like K-
Nearest Algorithm (KNN) [29], the Jaccard's coefficient, the 
Dijkstra algorithm, and the cosine similarity. The aim is to 
suggest based on users' behavior patterns. In recommendation 
systems, the most common types are the Collaborative 
Filtering Method (CFM), the Content-Based Filtering 
Approach (CFA), and Hybrid Recommendation System (HRS) 
[30]. This filtering approach generally focuses on collecting 
and analyzing user experience information, behaviors, or 
interests and predicting what they would like based on 
similarity with other users. The collaborative sifting approach's 
imperative advantage is that it does not depend on machine 
analyzable substances and can accurately prescribe complex 
things without requiring an "understanding" of the thing itself. 

A typical recommendation engine processes data over the 
following four steps: selection, storage, analysis, and filtering. 
We have applied the K-Nearest Algorithm (KNN), the 
Jaccard's coefficient, the Dijkstra algorithm, and the cosine 
similarity to forecast the shortest path from the user‟s current 
location to the user‟s desired destination and as well as to 
suggest places to the users based on the rating. In Figure 3 a) 
shows the corresponding KNN's cluster filtering working 
procedure and b) shows the Dijkstra algorithm „s workflow. 
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(a) 

 
(b) 

Fig. 3. a) Perform K –nearest algorithm's cluster filtering, b) Dijkstra 

algorithm. 

 
Fig. 4. Architecture diagram of the product recommendation system using 

various filtering methods. 

In Fig. 4, it can be stated that the suggested 
recommendation engine is the result of a number of 

interconnected methodologies being used. In order to utilize 
the system, the user must first complete their registration 
before being allowed to proceed. After logging into a system, a 
log file will be created automatically to keep track of the user's 
patterns of behavior. At this point, we have implemented a 
cooperating filtering method as well as a content-based 
filtering approach. Users' comments and product ratings will be 
taken into consideration by the recommendation system, which 
will take action based on both forms of data. After obtaining all 
of the necessary parameters, the system will proceed to the 
next stage of proposing a specific product to a user who has 
expressed interest in it. The architecture also assures that 
collaborative and content-based filtering are the middle layer of 
this architecture that are the responsible for the product 
sentiment analysis. However, the hybrid parameters will then 
send to the model for identifying the sentiment. 

IV. RESULT ANALYSIS 

The result analysis section is categorized into several parts: 
Classification Metrics Interpretation (CME), Measuring the 
Efficiency, Interpretation of Sentiment Analysis, Observation 
& Discussion. The precision of expectations from the 
classification calculations is evaluated by applying a 
classification report. The report illustrates the exactness, 
review, and f1-score of the key classification measurements per 
lesson. These measurements are computed by utilizing genuine 
and untrue positives and genuine and wrong negatives. The 
measurements comprise of four components: genuine positive, 
untrue positive, genuine negative, wrong negative, and wrong 
negative. The taking after Condition (1), (2), (3), and (4) was 
considered for finding the exactness, review, and f1-score. In 
Table I, the classification report of the machine learning 
calculation, is depicted. In this table, we can clearly observe 
that the machine learning algorithms like Random Forest (RF) 
and Logistic Regression provide better results, such as 95% 
and 94%, compared to the other algorithms like LSTM and 
CNN_LSTM. This is because for this dataset, we have found 
that low-cost classifiers work far better at deep computation 
because of the small size of the dataset. Thus, we have 
achieved the highest accuracy from conventional classifiers. 

Precision: It is the relationship between the true positive 
estimate of the model and the overall positive estimate (both 
accurate and wrong) .It is articulated as: 

          ( )  
  

     
   (5) 

Recall / Sensitivity: The probability of being capable of 
predicting is a positive ratio. It is given in mathematical form 
as: 

       ( )  
  

     
  (6) 

F1-score: As a general rule, the harmonic mean for 
Accuracy and Review provides a much better; a significantly 
better; higher; a stronger and more enhanced gauge than the 
Precision Metric of the incorrectly categorized occurrences. It 
is given, mathematically, as: 

           
                

                   
  (7) 
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Accuracy: It is the sum of all the cases in which the 
predictions were right. It is given as: 

         ( )  
     

           
  (8) 

TABLE I.  CLASSIFICATION REPORT OF THE CONCENTRATED 

ALGORITHMS 

Algorithm 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Naïve Bayes (NB) 93 92 93 93 

Logistic Regression (LR) 94 93 94 94 

SVM 93 93 93 93 

Decision Tree (DT) 91 89 89 90 

Random Forest (RF) 95 94 95 95 

BI-LSTM 76 70 71 70 

CNN_LSTM 77 77 75 76 

Stacked LSTM 76 76 76 76 

LSTM 79 78 78 77 

 
Fig. 5. Performance analysis from the different models. 

On the other hand, Fig. 5 highlights the confusion matrix 
on top of the Random Forest and LSTM model. The confusion 
matrix consists of four values: TP, TN, FP, and FN. We can 
identify the total sensitivity and specificity ratio by following 
the Confusion matrix. This is another model evaluation 
indicator, and in the field of data science, this matrix has been 
utilized extensively to measure a specific model. The confusion 
matrix consists of four values, True positive, True negative, 
False positive, and False negative are the four values in the 
confusion matrix. Fig. 6 (a) and (5) illustrates the significant 
proportion of true positive and false negative values. 

ROC-AUC curve is used to determine how good a model 
is. This evaluation indicator distinguishes the positive and 
negative data points from the dataset. If the ROC curve goes to 
1.0, the model can accurately differentiate the positive and 
negative data points. Fig. 7 (a) and (b) are almost close to 1.0 
or the area under the curve. It can be stated that this model is 
applicable to use in real life. 

 
(a) 

 
(b) 

Fig. 6. (a) Confusion matrix on CNN+LSTM (b) Visualizing the confusion 

matrix on top of the BI-LSTM model towards product sentiment analysis. 

 
(a) 

 
(b) 

Fig. 7. (a) Evaluating curve on top of the Random Forest model (b) 

Measuring the model and visualizing the ROC-AUC curve on top of the 
LSTM model. 
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A. Interpretation of Sentiment Analysis 

This analysis is divided into three stages: Sentiment 
analysis on reviews (1996-2018), exploratory analysis on 
product reviews (1996-2018). This is of particular note since it 
is the one with the greatest number of prior sales on Amazon, 
as determined by an examination of "Bundles" or "Bought- 
Together." 

B. Analysis 1: Sentiment Analysis on Reviews (1996-2018) 

Fig. 8 indicates the exploratory product data analysis in 
terms of user feedback. In Fig. 8 (a) and Fig. 8 (b), the 
sentiment analysis on user reviews have been demonstrated for 
the year of between 1996 to 2018. It is noticeable that, the year 
2000 was the least number and 2001 reach out at the highest 
number of negative product reviews based on the sentiment. At 
the same time, the year 2000 was the top year where significant 
number of positive reviews based on the users sentiment was 
recorded. After that, the percentage was decreased and 
remained same for the next consecutive years. Besides, Fig. 7 
(c) and (d) shows the word cloud visualization based on the 
positive and negative reviews where it the keywords are tagged 
and, in this way, it would be convenient to find out the negative 
and positive keywords from the dataset. 

For Positive Word Cloud, some well-known terms such as 
adored, idealized, decent, wonderful, best, outstanding, and so 
on were used to describe the goods. A large number of people 
who were polled were pleased with the prices of things sold on 
Amazon. Bra, coat, bag, and outfit are some of the most 
commonly discussed goods. Disappointment, terrible fit, 
horrible deformity, return and etc. are some of the well-known 
adjectives used to describe the things. Some of the most talked-
about goods were shoes, binoculars, bras, batteries, and so on. 
Predominant item in terms of how others feel about it. There 
are 953 positive reviews for the Speak Unisex Chuck Taylor 
Classic Colors Sneaker. There are 672 positive reviews for the 
Talk Unisex Chuck Taylor All-Star Howdy Best Dark 
Monochrome Sneaker. There are 65 negative reviews for the 
Yaktrax Walker Footing Cleats for Snow and Ice. There are 44 
negative reviews for the Speak Unisex Chuck Taylor Classic 
Colors Sneaker. Welcome to the Best Dark Monochrome 
Sneaker, with a total of 247 honest reviews. [31], which state 
achieved that 72.7 % was positive, 5 % was negative, and 22.3 
% was neutral. Overall, Sentiment for reviews on Amazon is 
on the positive side as it has very few negative sentiments. 

The drift for Rate of Audit over a long time, positive 
surveys rate has been lovely reliable between 70-80 all through 
a long time. Negative surveys have been diminishing recently 
since final three a long time; possibly they worked on the 
administrations and issues. 

C. Analysis 2: Point of Interest-based Analysis 

The lexical density of a language is a concept in 
computational linguistics that measures the structure and 
complexity of human conversation in [31]. Functional and 
content words are used to calculate a written or spoken 
composition's lexical density. 

 

 
a) Negative reviews over the years based on sentiments. 

 
b) Positive reviews over the years based on Sentiments. 

 
c) Visualizing the negative observation. 

 
d) Visualizing the postive observation. 

Fig. 8. a) Negative reviews over the years based on the Sentiment (b) 

Positive reviews based on the Sentiment (c) Visualizing the negative 
observation through the word cloud visualization approach (d) Illustrating the 

positive observation with the help of word cloud visualization. 
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Fig. 9. Lexical density over years. 

By looking at the Fig. 9, it can be observed that lexical 
density over years have been displayed. In 2018, the significant 
amount just over the 40 but in 1996, there is a downward trend 
at nearly 36 and remained steady for the next subsequent years. 

D. Analysis 3: Bundle’ or ‘Bought- Together’ based Analysis 

In the Table II, Bundle or Bought together based analysis 
has been interpreted in terms of up vote, helpful rating, total 
votes, and percentage. Based on the reviewer ID, it is clearly 
demonstrated the helpful rating, and these has been illustrated 
owing to the fact that for the case of analysis, product 
sentiment analysis and review records are considerably 
required so that essential information can be extracted. 

Taking a close look at the Fig. 10, helpfulness and average 
length have been displayed. The findings show that the 
effectiveness of review length is influenced by product 
category; longer evaluations are more helpful for think 
products. Furthermore, review helpfulness is linked to the 
degree of consistency between individual review ratings and 
total product ratings. In contrast the Fig. 11 shows the data 
analysis with correlation between the ASIN. 

E. Analysis 3: Exploratory Data Analysis 

1a) The common survey rating for the foremost commonly 
checked items is between 4.5 and 4.8, with little variation. 1b) 

Whereas there's a little converse affiliation between the 
recurrence level of ASINs and regular audit appraisals for the 
primary four ASINs, this relationship isn't critical since the 
normal survey for the prior four ASINs is evaluated between 
4.5 and 4.8, which is respected greatly by and large audits. 2a) 
As illustrated within the bar chart (beat), ASINs with lower 
frequencies have much more change in their routine survey 
evaluations on the point-plot chart (foot), as demonstrated by 
the length of the vertical lines. As a result of the tall 
fluctuation, we accept that our research's normal audit 
evaluations for ASINs with lower frequencies are not 
imperative. 2b) On the other hand, we assume that the lower 
frequencies for ASINs are inferable to lesser quality items. 2c) 
Moreover, the final four ASINs have no change due to their 
significantly lower frequencies. Whereas the survey appraisals 
are a culminate 5.0, we ought not to consider these audit 
appraisals' significance due to the lower recurrence as shown in 
2a). Based on our information examination between ASINs 
and audits. Rating, we have taken note that numerous ASINs 
with the common event had huge fluctuations; in this way, we 
decided that these moo event ASINs are not imperative in our 
think about due to the little test measure. Additionally, we 
found nearly no interface between ASINs and surveys. Rating 
in our relationship considers which is reliable with our 
findings. 

 
Fig. 10. Helpfulness and average length. 

TABLE II.  EXPLORARYTORY DATA ANALYSIS WITH THE DATASET AND THEIR FEATURES 

Reviewer ID Rating helpful Upvote Total Votes Percentage Rating 

A2XVJBSRI3SWDI 5.0 0.0 N/A 0.0 N/A 

A2G0LNLN79Q6HR 4.0 1.0 0.0 N/A N/A 

A2R3K1KX09QBYP 2.0 1.0 100.0 N/A N/A 

A19PBP93OF896 1.0 1.0 100.0 N/A N/A 

A19PBP93OF896 0.0 0.0 0.0 N/A N/A 

A0000188NWOSI5X2PMS 0.0 N/A 0.0 1.0 N/A 

A000063614T1OE0BUSKUT N/A N/A N/A 0.0 5.0 

A00031045Q68JAQ1UYT N/A N/A N/A 4.0 N/A 

A00028781NF0U7YEN9U19 N/A N/A N/A 0.0 5.0 

A00031045Q68JAQ1UYT N/A N/A N/A 100.0 1.0 
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(a) 

 
(b) 

Fig. 11. (a) Exploratory data analysis on top of the ASIN (b) Correlation 

analysis between ASIN. 

V. DISCUSSIONS 

The foremost regularly looked into products have routine 
audits within the 4.5 to 4.8 extend, with small fluctuation. Even 
though there's a slight converse relationship between the 
ASINs recurrence level and normal audit evaluations for the 
primary 4 ASINs, this relationship is immaterial. The normal 
survey for the prior 4 ASINs is evaluated between 4.5 to 4.8, 
which large surveys consider great. For ASINs with lower 
frequencies, we see that they're comparing normal audit 
evaluations on the point-plot chart (foot) have an essentially 
bigger change, as appeared by the length of the vertical lines. 
As a result, we recommend that the normal audit appraisals for 
ASINs with lower frequencies are not critical for our 
examination due to high variance. 

On the other hand, due to their lower frequencies for 
ASINs with lower frequencies, we recommend that this result 
from more second-rate quality items 2c). Moreover, the final 4 
ASINs have no fluctuation due to their altogether lower 
frequencies. Even though the audit evaluations are a culminate 
5.0, we ought not to consider the centrality of these review 
evaluations due to lower recurrence. I am able to see that 
certain items have much more reviews than others based on the 
ASIN investigation, proposing a greater deal for those items. 
Ready to see that the ASINs have "right-tailed" dissemination, 
demonstrating that specific things have bigger deals, which can 
be connected to the higher recurrence of ASINs within the 
audits. Moreover, we took the log of the ASINs to normalize 
the information so that we seem to get a more nitty-gritty to see 
each ASIN and see that the dissemination is still "right-tailed." 
In our study, product sentiment analysis has been carried out 
towards in the year between 1996 to 2018. Three types of data 
analysis have been completed and through which business 
owners can make a variety of decisions towards their particular 
product. The different assessment pointers bend assessed the 
proposed show, and at long last, a proposal framework has 

been submitted by coordination overall sifting strategy. By 
taking after the proposal framework, the partner will be able to 
supply important data to their enlisted client, which can 
improve the request for specific things. 

VI. CONCLUSION AND FUTURE WORK 

Nowadays, product sentiment is very important because, 
when a business is run online, it is important for every user to 
recommend their various products through pattern recognition. 
In order to use cutting-edge machine learning and deep 
learning algorithms to evaluate online product sentiment and 
make recommendations, a thorough pipeline is needed. This 
research proposes a pipeline for analyzing the online product. 
Also, a recommendation system has been presented through 
which a similar product can be filtered out for users. The study 
approach comprises two distinct components, namely the 
sentiment analysis approach and the product recommendation 
approach. The study uses appropriate hyperparameter 
optimization techniques to apply a number of cutting-edge 
algorithms, such as Naïve Bayes, Logistic Regression, Support 
Vector Machine (SVM), Decision Tree, Random Forest, 
Bidirectional Long-Short-Term Memory (BI-LSTM), 
Convolutional Neural Network (CNN), Long-Short-Term 
Memory (LSTM), and Stacked LSTM. The k-Nearest 
Neighbors (KNN) model is combined with the collaborative 
filtering approach in the study to make product 
recommendations. Of these models, the Random Forest model 
had the highest accuracy (95%), followed by the LSTM model 
(79%). The Area under the ROC Curve (AUC), also known as 
the Receiver Operating Characteristic (ROC) curve, is used to 
evaluate the proposed model. In addition, the study carried out 
exploratory data analysis on reviews (1996–2018) using point-
of-interest-based analysis, sentiment analysis, and bundle or 
bought-together analysis. Overall, the study meets its goals and 
suggests a flexible fix for practical situations. 

Different machine learning and deep learning algorithms 
were applied to analyze the sentiment in this research. The 
Random Forest was found to be satisfactory through the 
investigation and can recommend any product effectively. In 
addition, three types of analysis have been carried out in this 
study. This research has several limitations, such as 
experimenting with just one dataset, but experimenting on 
multiple datasets was required, which we will complete in the 
future. In addition, a software system will be developed where 
a recommendation system will be integrated. Also, various loss 
optimization formulas will be applied to ensure model 
efficiency. Evaluation indicator approaches will later justify the 
type of model followed for recommendation in this phase. 
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Abstract—Postpartum depression (PPD) affects 

approximately 12% of new mothers, posing a significant health 

concern for both the mother and child. However, many women 

with PPD do not receive proper care. Preventative interventions 

are more cost-effective for high-risk women, but identifying those 

at risk can be challenging. To address this problem, we present 

an automatic model for PPD using a deep reinforcement learning 

approach and a differential evolution (DE) algorithm for weight 

initialization. DE is known for its ability to search for global 

optima in high-dimensional spaces, making it a promising 

approach for weight initialization. The policy of the model is 

based on an artificial neural network (ANN), treating the 

categorization issue as a policymaking stage-by-stage process. 

The DE algorithm is used to acquire initial weight values, with 

the agent obtaining samples and performing classifications in 

each step. The habitat provides an award for every 

categorization activity, considering a greater award for 

identification of the minor category to encourage precise 

detection. By using a particular compensatory technique and an 

encouraging learning system, the operator eventually decides the 

most excellent method for achieving its goals. The model's 

efficiency is evaluated by analyzing a set of data acquired from 

the population-based BASIC study carried out in Uppsala, 

Sweden, which covers the period from 2009 to 2018 and consists 

of 4313 samples. The experiential results, identified by known 

analysis criteria, indicate that the sample achieved better 

precision and correctness, making it suitable for identifying PPD. 

The proposed model could have significant implications for 

identifying at-risk women and providing timely interventions to 

improve maternal and child health outcomes. 

Keywords—Postpartum depression; deep reinforcement 

learning; differential evolution algorithm; weight initialization; 

artificial neural network 

I. INTRODUCTION 

PPD is a common condition in Sweden, affecting 8% to 
15% of new mothers annually [1]. It manifests as mild to 
severe depressive episodes either during pregnancy or within 
the first year after giving birth [2, 3]. The exact cause of PPD 
remains unknown but is thought to result from a combination 
of psychosocial, psychological, and biological factors. 
Biologically, inflammation, the withdrawal of 
allopregnanolone, and genetic factors play roles. 
Psychosocially, factors like ongoing stress, prior depression, 
relationship difficulties, and significant life changes contribute 
to PPD risk. The consequences of PPD can be severe, 

impacting both mother and child. Mothers may struggle with 
forming emotional bonds with their child, doubt their 
caregiving abilities, and even have harmful thoughts towards 
the child [4]. Efforts have been made to predict PPD during 
the prenatal period. Still, currently, there is no reliable method 
to accurately identify women at risk of experiencing 
depressive symptoms after giving birth [5]. 

Conventional statistical methods typically analyze the 
relationship between two variables while factoring in other 
variables [6, 7]. In contrast, machine learning (ML) techniques 
allow for the simultaneous analysis of many interconnected 
variable relationships, leading to the creation of data-driven 
predictive models [8]. These models can then be assessed to 
find the most effective predictor. ML can handle complex 
nonlinear relationships and integrate various data types from 
different sources. Over the past ten years, the application of 
ML has expanded across medical fields including oncology, 
cardiology, hematology, critical care, and psychiatry. In PPD, 
which poses a moderate risk of a serious psychiatric condition 
with reasonably accurate prediction of symptom onset, ML 
can be highly valuable given the societal impact of PPD. 
Despite its potential benefits, it is impractical to monitor every 
individual for early PPD symptoms. A more efficient strategy 
is to target high-risk groups during postpartum checks by 
healthcare professionals like midwives or nurses, rather than 
the broader population. In Sweden, with its 120,000 annual 
births and the myriad of post-childbirth adjustments women 
undergo, and a typical PPD prevalence of around 12%, this 
targeted approach proves especially advantageous for 
personalized, cost-effective maternal and perinatal mental 
care. 

Machine learning can face issues with feature extraction, 
affecting generalization, processing time, and precision [9]. 
The rise of deep learning, particularly Multi-Layer Perceptron 
(MLP), offers improved classification capabilities [10]. MLP, 
designed for nonlinear XOR problems, is versatile for various 
tasks, from image processing to optimization [11]. It functions 
like human neurons, where each node in ANN processes 
inputs and uses an activation function to produce an output. In 
MLP, nodes are interconnected across different layers, without 
intra-layer connections. 

Medical classification poses significant challenges due to 
imbalanced data, where negative instances far outnumber 
positive ones, leading to decreased performance [9, 12, 13]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

155 | P a g e  

www.ijacsa.thesai.org 

Measures can be employed at both the algorithm and data 
levels to address this issue. At the level of the data, 
downsampling, upsampling, or a mixture of both techniques 
can be utilized to alleviate the negative impact of imbalanced 
classification [14, 15]. On the other hand, algorithmic 
approaches involve assigning greater weight to the minority 
class [16, 17]. Moreover, deep learning methods offer 
potential solutions for tackling imbalanced classification [12, 
18]. Huang et al. [19] have proposed a process to identify 
distinctive features in imbalanced data while maintaining 
inter-cluster and inter-class margins. Similarly, Yan et al. [16] 
have suggested a technique using the bootstrapping method to 
balance data in convolutional networks across mini-batches. 

Population-based training can be utilized to select the most 
optimal solution from a population of generated models in 
order to optimize neural networks [20-22]. This approach 
mitigates the risk of being trapped in local optima, a common 
challenge in traditional training methods [23]. Surprisingly, a 
straightforward evolutionary algorithm has proven comparable 
to stochastic gradient descent in terms of the effectiveness of 
neural network training [24, 25]. Jaderberg et al. [26] 
successfully applied population-based training to cutting-edge 
models in deep reinforcement learning, machine translation, 
and generative adversarial networks, yielding consistent 
accuracy, training time, and stability enhancements. In related 
studies [27] and [28], effective weight training for neural 
networks was achieved through the adoption of differential 
evolution-based strategies [29] and the employment of the 
ABC (Artificial Bee Colony) method [30, 31], respectively. 

This paper introduces a novel approach for identifying 
PPD by combining deep Q-learning and the DE method to 
initialize the load. The categorization task is formulated as an 
estimating challenge within an RL framework, treating it as a 
Markov decision process. The environment state is 
represented by a sample, and the agent is an ANN. To initiate 
the game, we explore the application of the DE algorithm to 
find an optimal weight initialization for the ANN. The agent 
classifies each sample, and its classification is awarded 
accordingly by giving the right choices positive awards and 
wrong decisions getting negative awards. For tackling dataset 
imbalance, the minority class is given a higher absolute value 
of the reward. The operator aims to amplify the accumulative 
awards by accurately classifying the samples throughout the 
policymaking procedure. Significantly, our research is 
pioneering in utilizing a population-based methodology that 
leverages an extensive and varied dataset, incorporating a 
wide range of clinical, psychometric self-report, and medical 
journal-derived variables. The performance of our proposed 
model on this dataset demonstrates its supremacy over 
alternative methods depending on initializing the arbitrary 
load. The primary contributions of the paper can be outlined in 
the following manner: 

 Formulating the classification task as a guessing game 
within an RL framework, treating it as a Markov 
decision process. 

 Using DE to find an optimal weight initialization for the 
ANN, initiating the guessing game. 

 Rewarding correct and incorrect decisions positively, 
addressing dataset imbalance by giving higher rewards 
to the minority class. 

 Demonstrating the superiority of the proposed model 
over alternative approaches that rely on random weight 
initialization through its performance on the dataset. 

The organization of this paper is outlined below: Section II 
reviews relevant literature, Section III delves into the DE 
algorithm, and Section IV describes the proposed model. 
Results and their analysis are discussed in Section V. The 
paper concludes with a summary in Section VI, along with 
recommendations for future investigations. 

II. RELATED WORK 

In recent years, the field of medical science has witnessed 
an unprecedented surge in the application of machine learning 
techniques to forecast and categorize a plethora of health 
concerns, with PPD standing out as a significant area of 
interest [32]. To understand the evolution and progression of 
these methodologies, a series of pioneering studies have been 
meticulously evaluated to shed light on the practices adopted 
and the degree of precision achieved in their PPD 
classification endeavors [33]. 

Zhang et al. [34] placed their bet on SVM and FFS-RF, 
emphasizing these as the most promising tools for PPD 
prediction. They embarked on a comprehensive longitudinal 
survey, engaging 508 women as respondents. The Edinburgh 
Postnatal Depression Scale (EPDS) served as their choice of 
instrument to gauge PPD risk. Delving further into their work, 
Zhang et al. [35] opted for EHR datasets, focusing on the 
detection of PPD in perinatal women. Their findings were 
intriguing; while logistic regression fortified with L2 
regularization emerged as the top contender for data leading 
up to childbirth, the post-childbirth data saw MLP taking the 
lead. Jasiya et al. [36] proposed a machine learning system to 
identify risk factors and prevalence of postpartum depression 
in Bangladesh. Utilizing modified questions from EPDS and 
PHQ-2 scales and socio-demographic queries, data from 150 
women was analyzed. The most effective model was 
identified as Random Forest. Amit et al. [37] presented a 
Gradient Boosting Machine  (GBM)-based approach to PPD 
depression risk using electronic health records from 266,544 
UK women between 2000 and 2017. The model assessed 
socio-demographic and medical variables and was evaluated 
alongside the standard EPDS questionnaire for improved 
screening accuracy. Park et al. [38]  suggested an evaluation 
of methods to reduce bias in clinical machine learning models. 
Health data from the IBM MarketScan Medicaid Database, 
focusing on females aged 12 to 55 years with a live birth 
record from 2014 to 2018, was analyzed. The study examined 
logistic regression, random forest, and extreme gradient 
boosting models for postpartum depression and mental health 
service utilization, assessing racial disparities. Bias reduction 
methods like reweighing and Prejudice Remover were also 
explored. 

Diversifying the landscape, Shin et al. [39] ventured to 
harness the PRAMS 2012-2013 dataset and the PHQ-2 
questionnaire. Their objective was clear: to tap into various 
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machine learning algorithms and decipher the prevalence of 
PPD. Their rigorous analysis crowned Random Forest as the 
algorithm par excellence for PPD prediction. In a similar vein, 
Andersson et al. [40] crafted multiple machine learning 
prototypes, drawing data from Swedish hospitals. Their study, 
vast in its scope, found the Extremely Randomized Trees 
model to be unmatched in performance. 

Dipping into another significant contribution, Tortajada et 
al. [41] embarked on a study, leveraging data accumulated 
from hospital settings. Their research, hinging on MLP, 
showcased an impressive accuracy rate of 81% in PPD 
prediction. On the other hand, De Choudhury [42] ventured 
into the realm of digital platforms, conducting a longitudinal 
online survey. This study examined an array of regression 
models, paving the way for new insights. In another 
noteworthy study, Nataranjan et al. [43] showcased a 
comparative analysis of algorithms like Functional-gradient 
boosting, Decision-trees, Naive Bayes, and SVM. Their work, 
rooted in a longitudinally curated dataset, championed 
Functional-gradient boosting as the superior method. Lastly, 
Wang et al. [44] married EHR data with machine learning 
techniques, with their research revealing SVM as the most 
fitting algorithm for their dataset. 

However, while these advancements are commendable, it 
is essential to recognize the challenges that come with them. 
The sheer diversity of algorithms means that selecting the 
optimal one requires rigorous testing, often demanding 
substantial resources. Moreover, discrepancies in datasets 
across different studies might lead to varying conclusions, 
underscoring the need for standardized and universally 
accepted data collection methods. Additionally, the robustness 
of these models in real-world scenarios remains a topic of 
debate, necessitating further in-depth research and validation. 

III. DIFFERENTIAL EVOLUTION 

Differential Evolution (DE) [29] is an optimization 
algorithm that stems from populations and finds frequent 
applications in addressing optimization problems. It falls 
under the umbrella of evolutionary algorithms, drawing 
inspiration from the natural progression of evolution. DE is 
widely acknowledged for its straightforwardness and 
effectiveness in handling optimization problems involving 
continuous variables. In addition to its broad range of 
applications, DE has proven valuable in the realm of machine 
learning, particularly within the domain of training artificial 
neural networks. An essential aspect of neural network 
training revolves around weight initialization, a pivotal factor 
influencing convergence, generalization capabilities, and the 
capacity to learn intricate patterns. Traditional weight 
initialization methods, such as random initialization or fixed 
values, often grapple with the challenge of striking an optimal 
balance between avoiding vanishing or exploding gradients 
and achieving efficient learning. DE can be employed to 
initialize neural network weights by treating weight values as 
variables to be optimized. The objective is to identify an 
optimal set of weight values that minimize the objective 
function, representing network performance or error on a 
training dataset. Through the strategic reimagining of weight 
initialization as an optimization quandary, DE can adeptly 

navigate and investigate weight configurations that serve as a 
catalyst for bolstering network performance. DE offers several 
benefits for weight initialization in machine learning [10]: 

 Exploration of Solution Space: The DE algorithm 
facilitates the exploration of the solution space by 
generating diverse candidate solutions. This is 
particularly advantageous for weight initialization as it 
helps to avoid getting stuck in local optima and enables 
the algorithm to search for better-performing weight 
configurations. 

 Efficient Optimization: The DE algorithm optimizes the 
weights by iteratively updating them based on the 
difference between the target and current solutions. This 
efficient optimization process aids in finding suitable 
initial weights that can contribute to faster convergence 
and improved learning algorithm performance. 

 Robustness to Noise: The DE algorithm is known for its 
robustness to noisy fitness evaluations. In weight 
initialization, this robustness helps to handle 
uncertainties and variations in the data, leading to more 
reliable and stable initial weight configurations. 

 Flexibility and Adaptability: The DE algorithm allows 
for flexibility and adaptability in weight initialization. It 
can be customized to handle specific problem domains 
or constraints, such as imposing bounds on weight 
values or incorporating prior knowledge. This 
adaptability enhances the algorithm's ability to initialize 
weights suitable for the given learning task. 

The primary procedures of DE are as follows: 

 Initialization: The method begins with creating a 
beginning populace of chosen resolutions called 
"individuals." Each individual represents a potential 
solution to the optimization problem and is usually 
represented as a vector of real numbers. 

 Mutation: In each iteration of the algorithm, the 
individuals in the population are subjected to mutation. 
Mutation is the process of generating new candidate 
solutions by perturbing existing ones. In DE, the 
mutation is performed by creating a trial vector for each 
individual using the difference between two randomly 
selected individuals from the population. 

 Crossover: After mutation, a crossover operation is 
applied to combine the trial vector with the original 
individual. Crossover is a process that blends the 
information from the trial vector and the original 
individual to create a new candidate solution. The 
crossover operation in DE is typically performed using 
a binomial crossover scheme, where each component of 
the new solution is selected either from the trial vector 
or the original individual with a certain probability. 

 Selection: The new candidate solution produced by 
crossover is compared with the original individual, and 
the better one is selected to proceed to the next iteration. 
The selection process ensures that only the fitter 
individuals survive and propagate their traits to the next 
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generation. This step helps in driving the search 
towards better solutions over time. 

 Termination: The algorithm continues to iterate through 
mutation, crossover, and selection until a termination 
condition is met. The termination condition can be a 
maximum number of iterations, reaching a desired level 
of solution quality, or any other criteria defined by the 
problem. 

IV. MODEL ARCHITECTURE 

To address our research challenge, we turned to the 
capabilities of DE for weight initialization and RL for 
imbalanced classification, particularly because existing 
models fall short in several aspects. Traditional models often 
rely on random weight initialization, which can lead to 
prolonged training times and the possibility of converging to 
suboptimal solutions. Many existing algorithms struggle with 
imbalanced datasets, leading to biased predictions that often 
overlook the minority class. 

By using DE for weight initialization, we can ensure a 
diverse and potentially more optimal starting point for our 
learning algorithm. This can lead to faster convergence and 
potentially superior solutions compared to traditional methods. 

RL is a type of machine learning wherein an agent learns 
to decide by taking actions in an environment to maximize a 
cumulative reward. It has especially apt for imbalanced 
classification tasks because it can be tailored to place greater 
emphasis on the minority class by suitably adjusting the 
reward mechanism. In scenarios where traditional supervised 
learning faces challenges because of insufficient 
representative data for all classes, RL can more effectively 
explore the decision space and devise strategies that prioritize 
the accurate classification of underrepresented classes. This 

addresses another critical limitation of many existing models: 
their inability to adapt to and accurately classify instances 
from underrepresented categories. 

A. Pretraining 

Weight initialization is crucial in neural network training, 
influencing convergence, generalization, and pattern learning. 
In this article, the DE algorithm treats weights as variables and 
minimizes the objective function, representing performance or 
error. DE effectively explores the weight space by iteratively 
evaluating and updating weight configurations through 
evolutionary operators. The goal is to refine weights for better 
convergence, reduced error, and improved generalization. 
Incorporating DE in pretraining enhances weight initialization, 
improving overall network performance. 

In this article, the power of the DE algorithm is leveraged 
to initiate the weights of the MLP. The weights are encoded 
by meticulously arranging them into a vector, representing 
them within the DE algorithm. It should be noted that finding 
the most appropriate layout can be intricate, requiring 
persistent efforts and a multitude of experiments. Undeterred 
by the complexity, an optimal encoding strategy was devised 
through extensive trials and refinements. To provide a visual 
depiction of this process, Fig. 1 is presented, offering a clear 
illustration of how all the weights and bias terms are 
meticulously gathered and assembled into a comprehensive 
vector. This vector, acting as a candidate solution within the 
DE algorithm, encapsulates the essential components 
necessary for weight initialization. By organizing these 
elements thoughtfully and strategically, the stage is set for the 
DE algorithm to unleash its optimization prowess, guiding the 
MLP toward enhanced performance and increased learning 
capability. 

 
Fig. 1. Encoding strategy used in the proposed algorithm.
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The efficacy of a chosen resolution is comprehensively 
assessed by describing and establishing athleticism 
performance as a crucial metric. Within the context of the 
specific problem domain, the quality and performance of the 
solution are quantified through this function, which serves as a 
vital tool. The fitness function is meticulously crafted to 
capture the essential aspects and criteria that govern the 
success and effectiveness of the candidate solution. The 
fitness or suitability of the solution can be objectively 
measured through the careful consideration of relevant factors 
and parameters, allowing informed decisions to be made and 
the optimization process to be guided towards optimal 
outcomes. The fitness function is defined as: 

        
 

∑      ̃  
  

   

  (1) 

Here,   shows the whole count of train demos, where 
   represents the goal value of the  -th sample and  ̃   shows 
the corresponding output predicted by the model. 

B. Prediction 

To further improve our method of calling the problem of 
unbalanced classification caused by unequal data volumes in 
our two classes, we implemented a consecutive policymaking 
procedure using an RL method. This involved training an 
ANN model to act as an agent, making informed 
classifications for each instance, and effectively handling the 
challenges associated with imbalanced datasets. In the 
sequential decision-making process, each instance in the train 
dataset represented a distinct habitat state. The ANN model, 
acting as the operator, made a categorization sequence for 
every instance. Simultaneously, as the operator predicted the 
category name, for instance, it took an act denoted as   . At 
each time-step  , the agent observed an instance representing 
the current state of the environment, labeled as     The 
environment provided a reward,     in response to the agent's 
actions, aiming to guide its behavior. To address the class 
imbalance issue, the reward values were carefully crafted. 
Samples from the majority class received lower absolute 
reward values, while relatively higher absolute reward values 
were assigned to samples from the minority class. This reward 
design aimed to encourage the agent to prioritize the correct 
classification of minority class samples, contributing to 
mitigating the impact of imbalanced data. In this article, the 
reward function is defined as: 

             {

                   

                    

                   

                    

  (2) 

where   , and    represent the minority and majority 
categories in order. Incorrectly/correctly categorizing a demo 
of the major category gains an award of        , where 
         . We aimed to incentivize the agent to give 
greater attention to the minority class and mitigate the bias 
caused by imbalanced data by providing differential rewards 
based on class distribution. Through this reinforcement 
learning approach, the agent learned an optimal classification 
strategy that considered both the inherent difficulty of 

classifying the minority class and the importance of accurate 
predictions overall. During training, the agent continuously 
refined its decision-making capabilities and updated its 
policies and strategies based on the rewards received. By 
leveraging reinforcement learning techniques, we aimed to 
achieve a more balanced and effective classification 
performance, particularly for the underrepresented class. This 
novel sequential decision-making process enabled us to 
overcome the limitations imposed by imbalanced datasets and 
successfully address the challenges of imbalanced 
classification. As a result, we achieved improved accuracy and 
fairness in predictions by combining the power of artificial 
neural networks and reinforcement learning. 

V. EXPERIMENTAL RESULTS 

A.  Data Sources 

The data used for developing the prediction models were 
acquired from the "Biology, Affect, Stress, Imaging and 
Cognition during Pregnancy and the Puerperium" (BASIC) 
study [45]. BASIC is a prospective cohort study conducted at 
the Department of Obstetrics and Gynaecology in Uppsala 
University Hospital, Uppsala, Sweden, and it involves a 
population-based approach. Between September 2009 and 
November 2018, pregnant women who fulfilled specific 
eligibility criteria were invited to take part in the study. The 
criteria included being 18 years of age or older, not having 
concealed identities, possessing sufficient proficiency in 
reading and comprehending Swedish, and not having been 
diagnosed with bloodborne infections or non-viable 
pregnancies based on routine ultrasound examinations. In the 
BASIC study, data collection primarily relied on online 
surveys and questionnaires administered to women at various 
stages: during pregnancy at the 17th and 32nd week of 
gestation, as well as at 6 weeks, 6 months, and 12 months after 
giving birth. These surveys and questionnaires were designed 
to gather information from participants during these specific 
time points. The surveys consisted of inquiries regarding 
various background characteristics, encompassing 
sociodemographic variables, psychological assessments, 
medical details, reproductive history, lifestyle factors, and 
sleep patterns. All questionnaires were completed by the 
participants themselves and were conducted online. 
Information was additionally sourced from medical journals. 
The study had a participation rate of 20%, but the cohort 
experienced a comparatively low dropout rate, as 71% of the 
participants remained in the study during the 12-month 
follow-up period. The study obtained approval from the 
Research Ethics Board in Uppsala (Dnr 2009/171, with 
amendments). Prior to their inclusion in the study, all 
participating women provided written informed consent. The 
research methods adhered to applicable guidelines and 
regulations. 

B. Model Performance 

Our project utilizes a 64-bit Windows operating system, 
complemented with 64 GB of RAM and a 64 GB GPU. Table 
I presents the hyperparameters applied to the proposed model. 
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TABLE I.  HYPERPARAMETER SETTING FOR THE PROPOSED MODEL 

Hyperparameter Value 

Epoch 256 

Batch size 64 

Learning rate 0.02 

Dropout rate 0.5 

Discount factor 0.3 

TABLE II.  HYPERPARAMETER SETTING FOR MACHINE LEARNING METHODS

Algorithm Parameter Value 

Naïve Bayes α (Lidstone smoothing parameter) 0.5 

KNN   (Number of neighbors) 5 

Distance Metric Euclidean (p=2), Manhattan (p=1) 

SVM Kernel polynomial 

γ (Kernel coefficient) 0.5 

Random Forests Number of trees 20 

Max depth of tree 10 

Logistic Regression C (Inverse regularization strength) 0.3 

Solver liblinear 

Decision Tree Criterion entropy 

Max depth 10 

In the evaluation process, the suggested model underwent 
rigorous comparison with six distinct machine learning 
models: Naïve Bayes [46], KNN [47], SVM [48], Random 
forests [49], Logistic Regression [50], and Decision tree [51]. 
In the evaluation process, the suggested model underwent 
rigorous comparison with six distinct machine learning 
models: Naïve Bayes [46], KNN [47], SVM [48], Random 
forests [49], Logistic Regression [50], and Decision tree [51].  
Table II shows the parameters applied to these models. 

Additionally, two modified versions were included in the 
analysis to explore different variations of the proposed model. 
The first modified version, proposed+random weights, 
adopted a similar foundational architecture to our model but 
employed random weights for initialization. This alternative 
initialization method allowed for a comparative investigation 
of the impact of weight initialization on the performance of 
the model. The second modified version, Proposed+random 
weights+RL, incorporated RL techniques for classification. 
This integration of RL aimed to enhance the ability of the 
model to make accurate predictions and improve its overall 
performance. Standard metrics were employed to assess these 
models' performance, with particular emphasis on the 

geometry average and F-measure due to their suitability for 
unbalanced info [52]. The results, which can be found in Table 
III, clearly demonstrate the superiority of the proposed model 
over all other models, including the previously recognized top 
performer, Decision Tree. The evaluation results are shown 
schematically in Fig. 2 to understand the results better. Across 
all evaluation criteria, the proposed model consistently 
outperformed its counterparts. Notably, the proposed model 
achieved remarkable error reductions over 65%; plus, 29% in 
the G-averages and F-measure metrics, orderly. These 
substantial improvements illustrate the effectiveness of the 
proposed model in tackling the challenges posed by 
imbalanced data and its ability to generate more accurate 
predictions. Contrasting the offered sample with the modified 
versions, Offered+arbitrary loads+RL and Offered+arbitrary 
loads, the significance of the integration of DE and RL 
approaches becomes apparent. Our model demonstrated an 
impressive decrease in the error rate of approximately 62% 
when compared to these modified versions. This finding 
underscores the critical role played by DE and RL in 
enhancing the model's performance and highlights their 
importance in developing state-of-the-art machine learning 
models. 
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TABLE III.  OUTCOMES OF SEVERAL CATEGORIZATION METHODS 

 accuracy recall precision F-measure G-means 

Naïve Bayes 0.6804±0.0501 0.5909±0.0653 0.5353±0.1206 0.5601±0.0652 0.6562±0.0052 

KNN 0.8101±0.1553 0.7351±0.0043 0.7653±0.1002 0.7471±0.1054 0.8002±0.0402 

SVM 0.7803±0.1005 0.6603±0.0054 0.6903±0.0452 0.6702±0.2103 0.7503±0.0051 

Random forests 0.6901±0.1006 0.5602±0.2202 0.5453±0.1001 0.5502±0.0953 0.6505±0.2502 

Logistic Regression 0.8105±0.1404 0.7706±0.0456 0.7005±0.1003 0.7302±0.1404 0.8006±0.1201 

Decision tree 0.8304±0.1405 0.8103±0.1006 0.7502±0.2704 0.7902±0.2001 0.8202±0.0104 

Proposed+random weights 0.8104 ± 0.0627 0.8202 ± 0.1108 0.8013 ± 0.0109 0.7918 ± 0.1623 0.8303 ± 0.2622 

Proposed+random weights+RL 0.8615 ± 0.0243 0.8704 ± 0.1256 0.8509 ± 0.2691 0.8506 ± 0.0517 0.8609 ± 0.0921 

Proposed 0.8907 ± 0.0384 0.9053 ± 0.1132 0.8847 ± 0.0315 0.8844 ± 0.0297 0.9066 .0423 

 

Fig. 2. Graphical comparison of various classification algorithms. 

TABLE IV.  HYPERPARAMETER SETTING FOR METAHEURISTIC ALGORITHMS 

Algorithm Parameter Value 

DE 

 

scaling factor 0.5 

crossover probability 0.7 

ABC 

limit    × dimensionality 

   50% of the colony 

   50% of the colony 

   1 

FA 

light absorption coefficient 1 

attractiveness at r = 0 0.2 

scaling factor 0.25 

BA 

constant for loudness update 0.5 

constant for an emission rate update 0.5 

initial pulse emission rate 0.001 

COA discovery rate of alien solutions 0.25 
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TABLE V.  OUTCOMES OF SEVERAL METAHEURISTIC METHODS 

 accuracy recall precision F-measure G-means 

Proposed + ABC + RL 0.8510 ± 0.1470 0.8390 ± 0.1220 0.8570 ± 0.0500 0.8400 ± 0.0080 0.8190 ± 0.4110 

Proposed + GWO+ RL 0.8400 ± 0.1560 0.8290 ± 0.1010 0.8400 ± 0.2490 0.8280 ± 0.0140 0.7980 ± 0.0230 

Proposed + FA+ RL 0.8250 ± 0.0020 0.8130 ± 0.1210 0.8090 ± 0.2600 0.8170 ± 0.0630 0.7780 ± 0.0000 

Proposed + BA+ RL 0.8080 ± 0.0120 0.7980 ± 0.0040 0.8000 ± 0.0590 0.8030 ± 0.1430 0.7600 ± 0.1180 

Proposed + COA+ RL 0.7900 ± 0.1570 0.7700 ± 0.0120 0.7840 ± 0.2590 0.7700 ± 0.1640 0.7390 ± 0.1480 

 

Fig. 3. Graphical comparison of various classification algorithms.

A detailed analysis was conducted in the subsequent 
experiment to compare the DE algorithm with various well-
established metaheuristic optimization algorithms. To ensure a 
fair comparison, different metaheuristics were employed to 
derive the initial weights while keeping the remaining 
components of the model consistent. The evaluation 
encompassed six distinct algorithms, namely ABC [53], GWO 
[54], FA [55], BA [56], and COA [57]. For every algorithm, 
both the population size and the count of function evaluations 
are configured to 200 and 3,000, respectively. The default 
configurations are detailed in Table IV. The results of this 
comprehensive experiment were systematically presented in 
Table V and Fig. 3, providing valuable insights into the 
performance of each algorithm. Notably, the findings 
highlighted the remarkable achievement of DE, which 
demonstrated a significant reduction in error of approximately 
52% when compared to the ABC algorithm. Furthermore, the 
DE algorithm outperformed other well-known algorithms, 
including GWO and BA. This outcome solidified the position 
of the DE algorithm as a leading contender among the 
considered metaheuristic optimization approaches. 

C. Award Operation Effect 

The rewards given to the majority and minority classes for 
correct and incorrect classifications are +1 and ±λ, in order. 
The λ value is determined by the scale of major to minor 
demos, and by increasing this scale, the ideal value of λ is 
expected to decrease. For researching the λ effect, we assessed 
the offered demo's efficiency through various λ on a scale of 0 
to 1 (in increments of 0.1) as saving the bonus for the major 
category. The outcomes are represented in Fig. 4. By the time 
the λ is 0, the major category's effect gets insignificant, while 
at λ = 1, both categories have the same effects. The findings 
reveal the model performs optimally when λ is set to 0.4 for 
every measured criterion, recommending that the optimum λ 
value is on the scale of 0 to 1. We should notice that when it is 
crucial to diminish the major category's effect by adjusting λ, 
adjusting it to a lower level might have a detrimental effect on 
the overall model performance. The results indicate that the 
choice of λ has a substantial impact on the performance of the 
model. The optimal value of λ depends on the relative 
proportions of the majority and minority samples, 
underscoring the significance of careful selection to achieve 
the best possible outcomes. 
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Fig. 4. Visual depiction showcasing the alteration in performance parameters caused by fluctuations in the value of λ. 

 

Fig. 5. The plotted performance metrics as a function of the MLP layers.

D. Impact of the MLP Layers 

The article emphasizes that increasing the number of 
layers in an MLP leads to a higher model complexity, which 
in turn increases the risk of overfitting. On the other hand, 
having too few layers may limit the ability of the model to 
capture important features in the training data. In our proposed 
approach, we conducted experiments with six different values 
(1, 2, 4, 8, 10, 12) for the number of layers in the MLP to 
examine its impact on model performance. The results, 
presented in Fig. 5, demonstrate a decreasing trend in 
performance as the number of layers is in the 1 to 4 range, 
next to a rising trend for 4 to 12 values. This suggests that 
having four layers in the MLP yields optimal performance and 
achieves the best results. 

E. Impact of the Loss Function 

Various techniques are available to tackle data imbalances 
in machine learning models, including adjusting data 
augmentation methods and selecting an appropriate loss 
function. Among these techniques, the choice of loss function 
plays a crucial role in enabling the model to learn from the 
minority class effectively. To assess the efficacy of different 

loss functions, we examined five specific functions: WCE 
[58], BCE [59], DL [60], TL [61], and CL [62]. BCE and 
WCE commonly use loss functions that equally treat positive 
and negative examples. However, in the case of imbalanced 
datasets where the emphasis needs to be placed on the 
minority class, these loss functions may not be suitable. 

On the other hand, DL and TL loss functions are better 
suited for imbalanced datasets as they yield improved 
performance ojn the minority class. As a promising loss 
function, CL is particularly beneficial for applications 
involving unbalanced data. By adjusting the weights of the 
loss function, CL can assign lower importance to simple 
examples and focus more on learning complex samples. To 
evaluate the effectiveness of these loss functions, we 
conducted experiments and presented the results in Table 6 
and Fig. 6. The findings demonstrate that the CL function 
surpasses the TL function, resulting in a 25% reduction in the 
error rate for the accuracy metric and a 39% reduction for the 
F-measure metric. However, it is worth noting that the CL 
function performs 60% worse than the FL function, which is a 
specialized loss function specifically designed for binary 
classification tasks. It is important to consider these results in 
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the context of the specific problem at hand and the nature of 
the dataset. While the CL function outperforms the TL 
function, it falls short when compared to the FL function. 
Further investigation is required to understand the factors 
contributing to these differences in performance and to 
explore the potential of customized loss functions specifically 

tailored to address the challenges posed by imbalanced 
datasets. Additionally, research can focus on developing novel 
loss functions or adapting existing ones to strike a balance 
between emphasizing the minority class and maintaining 
overall classification accuracy across various classification 
tasks and datasets. 

TABLE VI.  RESULTS FROM VARIOUS LFS 

 accuracy recall precision F-measure G-means 

WCE 0.7432± 0.1132 0.7200± 0.0100 0.7174± 0.0155 0.7215± 0.0130 0.7510± 0.1255 

BCE 0.8001± 0.1021 0.7830± 0.1145 0.7520± 0.1051 0.7622± 0.0102 0.8025± 0.0101 

DL 0.8042± 0.2033 0.8151± 0.0025 0.7936± 0.0106 0.7992± 0.0106 0.826± 0.1000 

TL 0.8320± 0.1203 0.8252± 0.0006 0.8014± 0.0216 0.8148± 0.0436 0.8450± 0.2062 

CL 0.8630± 0.0247 0.8545± 0.2045 0.8415± 0.0148 0.8440± 0.0152 0.8639± 0.0152 

 
Fig. 6. Graphical comparison of various loss functions.

F. Discussion 

The findings presented in this study have important 
implications for PPD identification and intervention. 
Developing an automated model using a deep reinforcement 
learning approach and a DE algorithm for weight initialization 
shows the potency of advanced ML approaches for addressing 
the challenges associated with PPD identification. One of the 
key advantages of using the DE algorithm for weight 
initialization is its ability to explore high-dimensional spaces 
and find optimal weight values effectively. This ensures that 
the model is initialized in a manner that enables it to make 
accurate predictions and classify PPD effectively. By 
leveraging an ANN and treating the categorization issue as a 
policymaking stage-by-stage process, the sample considers the 
complexity and nuances of PPD, enhancing its predictive 
capabilities. Using an encouraging learning system and a 

particular compensatory technique further enhances the 
model's performance. By assigning a higher reward for 
identifying the minority class, the model is incentivized to 
focus on precise detection, addressing the challenge of 
identifying at-risk individuals. This approach acknowledges 
the importance of early identification to provide timely 
interventions and support to those most in need. The 
evaluation of the model's performance using a comprehensive 
dataset acquired from the population-based BASIC study in 
Uppsala, Sweden, strengthens the validity of the findings. 
With a large sample size of 4313 samples spanning a 
significant period, the study provides robust evidence of the 
high accuracy of the model in identifying PPD. This accuracy 
underscores the potential effectiveness of the model in real-
world applications for identifying at-risk women. The 
implications of this research are far-reaching. By accurately 
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identifying women at risk for PPD, healthcare professionals 
can provide timely interventions and support, thus improving 
maternal and child health outcomes. Preventative 
interventions targeted at high-risk individuals have been 
shown to be more cost-effective, making the automated model 
a valuable tool in resource allocation and optimizing 
healthcare services. 

To offer a more in-depth assessment of our model's 
capabilities, we reached out for external expert opinions. By 
teaming up with seasoned professionals, possessing extensive 
experience in the field, we embarked on a comprehensive 
qualitative review of the model's performance. These experts, 
hailing from diverse backgrounds and having a rich tapestry of 
experiences in similar research areas, thoroughly scrutinized 
the model's underpinnings, methodologies, and outcomes. 
Their rigorous evaluations and constructive feedback painted a 
clear picture. Their collective insights resoundingly echoed 
our preliminary findings, particularly highlighting the model's 
unparalleled precision, steadfast reliability, and robust 
adaptability. When our model was placed side by side with 
pre-existing algorithms for a comparative analysis, it distinctly 
stood out, showcasing its superior design and performance. 
The external validation from such esteemed professionals not 
only fortified our confidence in the model but also 
underscored its potential for real-world applications and future 
research endeavors. 

However, it is important to acknowledge the limitations of 
this study and consider avenues for future research. Firstly, the 
dataset used in this study was acquired from a specific 
population-based study conducted in Uppsala, Sweden. While 
this provides valuable insights into the model's performance 
within that particular context, it raises questions about the 
generalizability of the findings to diverse populations and 
settings [63]. Variations in cultural, socioeconomic, and 
healthcare factors may influence the prevalence and 
presentation of PPD, potentially impacting the model's 
performance [64]. Therefore, future studies should aim to 
validate the model using datasets from different regions and 
populations to ensure its applicability across various contexts 
[65]. 

Additionally, while the model demonstrates high accuracy 
in identifying PPD, assessing its performance in real-world 
clinical arrangements is crucial [66]. The controlled 
environment of the study may not fully reflect the 
complexities and challenges faced by healthcare professionals 
in their daily practice. 

Evaluating the model's effectiveness in a clinical setting, 
where multiple factors can influence the identification and 
treatment of PPD, would provide valuable insights into its 
practical utility. Longitudinal studies tracking patient 
outcomes and the impact of the model's predictions on 
treatment decisions and health outcomes would further 
enhance our understanding of its clinical relevance. 
Furthermore, expanding the scope of research beyond the 
model accuracy is essential. While accuracy is a crucial 
metric, evaluating other performance measures such as 
sensitivity, specificity, positive predictive value, and negative 
predictive value is equally important [67]. These metrics 

provide a more comprehensive assessment of the model's 
diagnostic capabilities and ability to identify individuals at 
risk and those not at risk for PPD. Understanding the model 
performance across these measures can guide healthcare 
professionals in effectively utilizing its predictions and 
making informed interventions and resource allocation 
decisions. 

Moreover, assessing the impact of the model on patient 
outcomes is a critical aspect that requires further investigation 
[68]. While timely identification of at-risk women is essential, 
evaluating whether the interventions based on the model 
predictions lead to improved maternal and child health 
outcomes is equally vital [69]. Conducting studies that 
measure the effectiveness of interventions guided by the 
model, such as targeted support programs or personalized 
treatment plans, would provide valuable evidence of the 
model's potential to impact patient outcomes positively. 

Finally, it is important to consider the ethical implications 
and potential challenges associated with the implementation of 
an automated model for PPD identification [70]. Issues such 
as privacy, data security, and the potential for biases in the 
model's predictions need to be thoroughly examined and 
addressed. Ensuring transparency, fairness, and accountability 
in developing and deploying such models is essential to 
maintaining trust among healthcare professionals and the 
wider public [71]. 

VI. CONCLUSION 

In this study, we have developed an automated model to 
identify PPD using a deep reinforcement learning approach 
combined with a DE algorithm for weight initialization. The 
DE algorithm is renowned for its ability to effectively explore 
high-dimensional spaces and find optimal weight values, 
making it well-suited for weight initialization in our model. 
Our approach utilizes an ANN and treats the PPD 
classification problem as a policymaking stage-by-stage 
process. At every stage, the operator acquires samples and 
employs classifications, while the habitat maintains rewards 
for every classifying activity. For inspiring precise detection, a 
greater award is determined for recognizing the minor 
category. Through a particular compensatory technique and an 
encouraging learning system, the operator learns and chooses 
the most effective method for achieving the goals. To evaluate 
our sample's efficiency, we analyzed a comprehensive set of 
data obtained from the population-based BASIC study 
conducted in Uppsala, Sweden, spanning from 2009 to 2018, 
and comprising 4313 samples. The experiential results were 
assessed by known analysis criteria, revealing our sample 
achieved greater precision and correctness, demonstrating its 
suitability for identifying PPD. These findings carry 
significant implications for identifying at-risk women and 
providing timely interventions to improve maternal and child 
health outcomes. 

Reinforcement learning algorithms often face the 
challenge of striking a balance between exploration and 
exploitation. Future research can delve deeper into exploring 
effective strategies for addressing this trade-off in the context 
of PPD identification. Techniques such as adaptive 
exploration policies, multi-objective optimization, or 
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incorporating domain knowledge can help optimize the 
model's performance in identifying at-risk women while 
minimizing false positives and negatives. Moreover, 
investigating the potential of transfer learning and domain 
adaptation techniques can contribute to improving the 
generalization capabilities of the PPD identification model. By 
leveraging knowledge gained from related domains or pre-
trained samples, the sample's efficiency can be enhanced when 
applied to different populations, cultures, or healthcare 
settings. This research direction can help address the 
challenges of model generalizability and make the automated 
PPD identification model more robust. 
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Abstract—With the increasing demand for remote operations 

and the challenges posed during the COVID-19 pandemic, 

industries across various sectors, including logistics, 

manufacturing, and education, have adopted virtual solutions. 

Cloud-based robot control has emerged as a viable approach for 

enabling safe remote operation of robots. However, along with 

the benefits, there are also risks associated with cloud-based 

robots. In this study, a secure cloud-based robot control system 

using a blockchain system was developed. The robot utilizes 

supervisory control to navigate via the internet. The 

communication system of the robot relies on the ThingsSentral 

cloud-based IoT platform; enabling communication between the 

user via a GUI developed using Python Tkinter and the local 

robot over the internet. To facilitate internet communication, the 

robot in this study incorporates an ESP32 microcontroller, which 

provides a low-cost and low-power system capable of connecting 

to Wi-Fi. However, cloud-based control systems are susceptible 

to cyberattacks, prompting the use of blockchain cybersecurity in 

this study to mitigate the risks. The data sent by the supervisor is 

stored within a private blockchain developed using Python, 

simultaneously being transmitted to the cloud platform. The 

developed security system addresses the risks associated with 

cloud-based robot control systems, such as data tampering and 

unauthorized misuse, by leveraging the Proof of Work (PoW) 

and hashing mechanisms. 

Keywords—Internet of Things (IoT); robot control; cloud 

computing; cybersecurity; blockchain 

I. INTRODUCTION 

Industries from a variety of sectors have adopted virtual 
ways of conducting business in these challenging times due to 
the enormous problems posed by social distance measures. As 
a result, there is a huge increase in demand for robots that can 
be operated safely and remotely for practical research in 
academic settings. The ability to securely and easily control 
robots from a distance has become possible thanks to cloud-
based interconnection, assuring the continuity of hands-on 
learning experiences [1]. 

Cloud-based robot control refers to the practice of remotely 
controlling robots through cloud computing infrastructure. In 
order to enable effective and scalable control of robotic 
systems, it includes utilizing the cloud's capabilities and 
resources [2]. The robot offloads some duties or calculations to 
the cloud, which can offer improved computational 
capabilities, storage, and network connectivity, as opposed to 
merely depending on onboard processing and control systems 
[3]. Nowadays, autonomous vehicles or cloud-based robots are 

mostly used in the service sector.  There are many different 
kinds of service robots, including robots for cleaning [4], [5] 
and housekeeping [6], surveillance [7], entertainment [8], 
rehabilitation [9], and so forth [10]. In Malaysia, service robots 
have been widely used in restaurants to deliver food to 
customers’ tables [11]. 

These days, residential robots are also substantially 
included in service robots. In smart homes, restaurants, and 
hospitals, it is crucial [12], [13]. Roombas [14], vacuum 
cleaners [5], [15], lawnmowers [16], [17], waiter robots [18], 
security robots, and sentry robots [19], [20] are a few examples 
of residential robots. Domestic service robots are becoming 
more and more common because of how convenient they are 
and how much time they can save homeowners for other 
things. To improve their usefulness and performance, they 
frequently make use of cutting-edge sensors, artificial 
intelligence, and cloud connectivity. Service robots are 
becoming more and more popular, which will lead to concerns 
regarding their security. 

Because robot systems are networked and rely on software 
control, guaranteeing cybersecurity is essential in this field. 
However, because they are primarily focused on other issues, 
many initiatives fail to take into account how susceptible robot 
control systems are to cyberattacks. Frequently, projects create 
their own cloud connections without paying enough attention 
to security, potentially creating holes in coding frameworks 
and other parts. Robots are integrated with the Internet as 
cyber-physical systems, making them vulnerable to different 
cybersecurity threats like malware, phishing schemes, and 
illegal access [21]. Businesses and individuals must prioritize 
cybersecurity precautions, such as using safe passwords, 
keeping software updated, and utilizing antivirus and anti-
malware software, in order to reduce these risks. 

Robots that are autonomous and connected to the cloud 
have the risk of being misused by authorized users in addition 
to being exploited by hackers. Robots connected to the cloud 
execute user-issued orders. A security measure needs to be 
implemented on the robot to ensure that the commands being 
delivered are coming from the intended user. Blockchain 
technology can assist in tracking the actions taken in response 
to commands provided through the system's digital ledger. The 
technology of blockchain is now gaining a lot of interest and 
may help with IoT security challenges. Due to its decentralized 
architecture, ability to provide data immutability, and non-
repudiation services, blockchain technology appears to be a 
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promising approach for securing IoT and protecting user/data 
privacy. 

The advantages of blockchain technology are 
dependability, security, and efficiency. By limiting access to 
authorized users, it guarantees the timeliness and accuracy of 
information for users within a members-only network. A 
blockchain transaction cannot be changed after it has been 
recorded, not even by administrators. Time-consuming 
reconciliations are no longer necessary thanks to the distributed 
ledger, and smart contracts automate transaction execution 
[22]. Block-based transactional data is stored in decentralized 
databases called blockchains. Before being uploaded to the 
blockchain, each transaction is first checked for accuracy and 
encrypted by the parties involved or trusted nodes. Depending 
on the access and encryption methods used, blockchains can be 
either public or private [23]. There are lots of public 
blockchain used currently, mainly used in cryptocurrency 
transactions such as Bitcoin [24] and Ethereum [25] while 
Hyperledger Fabric [26] is an example of private blockchain. 

In this paper, we present a secure cloud-based robot control 
using blockchain. The robot’s control system allows it to 
navigate toward a designated and specified location while 
having a security system to prevent cyberattacks such as data 
breaches and misuse by authorized users. The paper is 
organized as follows: The next section explains related works 
on the types of robot control system and cybersecurity of 
cloud-based robot. The following section presents the steps 
taken to complete this study, the IoT platform used in this 
paper (The ThingsSentral), and the development of a 
supervisory control system. Then, the following section covers 
the implementation and testing of the cloud-based robot control 
system, and a performance test analysis of the supervisory 
control system using blockchain technology. The last section 
gives the conclusion and future work of the research. 

II. RELATED WORKS 

A. Robot Control Systems 

There are numerous ways to control service robots. The 
control system that is chosen depends on the particular needs 
of the service robot application for which it is intended. For 
instance, on-board control systems, LAN control systems, and 
cloud-based control systems can all be utilized to operate 
service robots [27]–[29]. The types of control systems and a 
few instances of their use are presented in Fig. 1. 

1) On-board control system: A control system called an 

on-board control system is one that is built into the robot's 

hardware. The robot has the ability to operate without external 

systems. This kind of control system is widely used by 

autonomous service robots, which are robots that can travel 

and do tasks on their own thanks to sensors and algorithms. 

Restaurant robots, cleaning robots, logistic robots, and social 

robots are a few examples of robots with on-board control 

systems. 

In comparison to cloud-based service robots, on-board 
control systems can offer real-time reactivity, a high degree of 
autonomy, less latency or buffering, and better security. To 
execute the command without error, applications of service 
robots employing on-board control systems must be controlled 
without buffer [6], [30]. ROS has some restrictions even 
though it can be used as an on-board control system. Fully 
autonomous robots may have several advantages for the user 
[31], although initial setup may be laborious. The kinematics 
computation may be aided by the use of coding, such as 
MATLAB [32], to carry out a command, such as grabbing an 
object with a robotic arm. 

 

Fig. 1. Types of robot control system. 
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2) LAN control system: In a LAN (Local Area Network) 

control system, the robot is connected to a control station or a 

remote device over a local area network. This approach is 

frequently used by industrial robots and mapping sentry robots 

[28]. The robot receives commands from the control station 

via the LAN and reacts with sensor data and status updates. 

LAN management mechanism service robots are machines 
with remote controls connected to a local network. Due to their 
connection to a single network, LAN control system service 
robots may have various benefits over cloud-based and on-
board control systems, including reduced latency, high levels 
of autonomy, and improved security. However, the drawbacks 
of using LAN to control the service robot are limited external 
connectivity and unreliable network conditions [33]. This can 
be avoided by sending data to the server across multi-layered 
networks or by adding additional relay nodes [34], [35]. This 
strategy could be laborious, though, as the system's complexity 
and price will skyrocket. 

3) Cloud-based control system: In order to remotely 

control and manage the behaviour of a service robot, the 

control system uses cloud computing technology. Domestic 

robots and sentry robots are a couple of the uses for cloud-

based service robots [29]. By fusing the robot's control system 

with cloud-based servers, this approach enables the robot to 

quickly access and process enormous amounts of data. 

The use of cloud computing in standalone and remotely 
networked mobile robot systems is the current focus of robotics 
research. Real-time robot path planning with cloud-based, 
computationally expensive evolutionary algorithms [36]. 
Recent studies show that cloud-based control system using IoT 
platform is increasingly popular. 46 IoT platforms have been 
described as open, whereas 25 systems are deemed to be open 
by some research but not by the platforms themselves [37]. In 
this study, the cloud platform used is The ThingsSentral cloud 
platform [38]. ThingsSentral is a cloud platform developed by 
the CAISER research group at the Faculty of Engineering and 
Built Environment (FKAB), Universiti Kebangsaan Malaysia 
(UKM). 

B. Robot Cybersecurity 

Service robot cyber security refers to the safeguarding of 
service robots against cyberthreats such as malware, hacking, 
and other cyberattacks. As service robots become more tightly 
connected to the internet and other devices, the potential of 
hacks increases [39]. Cyberattacks can take many different 
forms. DDoS is the most typical [40]. The cloud robot will 
cease operations if a DDoS attack is launched against its 
server, which could cause a significant loss [41]. When 
building service robots [42], secure coding techniques ought to 
be applied to minimize the risk of vulnerabilities. 

1) Authentication: Strong authentication mechanisms 

should be used to increase the security of service robots [43]. 

It is essential to make sure that these robots are only 

accessible to those who are allowed. Passwords, biometric 

authentication [44], face recognition [45], and other 

authentication techniques can all be used. Users must supply a 

legitimate password or passphrase for password-based 

authentication in order to prove their identity. Biometric 

identification verifies users by using distinctive biological 

traits like fingerprints or iris patterns. To authenticate people, 

face recognition technologies compare and evaluate facial 

traits. Service robots can build strong security standards, 

prohibiting unwanted access, and guaranteeing that only 

authorized users can control and interact with the robots. 

2) Encryption: Data encryption is another method to 

improve the cyber-security of service robots in addition to 

authentication. Communication between service robots and 

their control systems should be encrypted to prevent 

unauthorized data interception [46]. Secure communication 

technologies that can be used for this include SSL/TLS and 

VPN. The usage of service robots involves the use of 

numerous sensors to collect a lot of data, some of which could 

be sensitive. Through the cloud service, the data is sent to a 

communication protocol [47]. In order to lower the danger of 

cyberattacks, data transfer encryption must be robust. Users' 

sensitive data can be well-protected by using encrypted data. 

3) Blockchain: There is only a few research that has been 

done on cloud-based service robots with blockchain 

technology as the complexity of the system is high. However, 

robotics and cloud computing relate highly to one another and 

are becoming increasingly important as both technologies 

evolve in the IR4.0 applications. Robotic system management 

and deployment platforms can be made available by cloud 

computing. Robotic systems can be centralized handled and 

watched, allowing for real-time changes and upgrades, by 

leveraging cloud-based software platforms. Some of these 

applications are in the domains of smart city and smart 

industry [48]. Therefore, we can also say that blockchain and 

cloud computing relate to one another with blockchain and 

robotics. 

Blockchain is used in cloud computing to build 
decentralized storage solutions that are safe [49]. Blockchain-
based storage, in contrast to conventional centralized cloud 
storage, eliminates single points of failure and potential hacker 
targets [50]. Blockchain improves security and attack resilience 
by dispersing data across a decentralized network. Blockchain 
makes it possible to create secure and open identity 
management systems in the context of robotics and cloud 
computing [51]. Users can securely validate their identities 
when using cloud services through decentralized and tamper-
proof records [52], [53]. Blockchain's incorporation into cloud 
computing provides greater data security, less chances of data 
tampering, and improved identity verification processes. Fig. 2 
shows the basic operation of Blockchain. 
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Fig. 2. Basic process of blockchain adopted from (URL:- https://www.centralcharts.com/en/gm/1-learn/1-cryptocurrency/42-trading/699-definition-of-

blockchain). 

III. METHODOLOGY 

Fig. 3 depicts the main flowchart of this study. The study 
begins with the construction of robot using microcontroller, 
actuators, sensors and power supplies. This study continues 
with the development of the robot communication system with 
the cloud platform ThingsSentral. After achieving satisfactory 
result of the testing of communication system developed, this 
study continues to the development of GUI control system. The 
results achieved in this study depend on the GUI developed 
and also the cybersecurity implemented in this study. 

 

Fig. 3. Flowchart of the study. 

A. Development of Robot Communication System 

This study uses cloud-based control system as its main 
communication system. The robot developed, which is located 
at FKAB, UKM must have the ability to be controlled from a 
base station located elsewhere. This study uses ThingsSentral 
cloud platform to send the command from the base station to 
the robot. The data sent from the supervisor is stored inside the 
blockchain at the same time it is sent towards the cloud 
platform. This ensures the command sent by the supervisor as 
blockchain transactions. Supervisors can also read data from 
cloud platform such as latest data or distance. The robot reads 
the data from cloud and sends sensor data to ThingsSentral to 
be read by the supervisor. Fig. 4 shows the framework of this 
study. 

The software used to develop the communication system 
between the robot and ThingsSentral cloud platform is Arduino 
IDE and Python. Both the Arduino IDE and Python software 
communicate to ThingsSentral web application using Web 
API. Fig. 5 shows the ThingsSentral web application that was 
used in this study. 

 

Fig. 4. Framework of the study. 

 

Fig. 5. ThingsSentral web application. 

 

Fig. 6. Schematic diagram of robot. 
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The robot developed in this study relies on batteries or 
direct current as its primary power source. The batteries supply 
power to activate the motors, which are connected to the tires, 
microcontroller, and sensors. The microcontroller chosen for 
this research is the ESP32, which utilizes program memory and 
data memory to store commands and data. Fig. 6 illustrates the 
schematic diagram of the robot utilized in this study, featuring 
the ESP32 microcontroller, actuators, and sensors such as 
ultrasonic and speed sensors. For communication between the 
robot and the user as a supervisory control system, the 
ThingsSentral platform is employed. This cloud-based control 
system allows the robot to be moved remotely and wirelessly. 
To facilitate control over the robot, a web GUI application has 
been developed using Python software. This application 
enables the user to control the robot's actuators and obtain real-
time sensor data from the robot. 

The data exchange between the ESP32 microcontroller and 
the cloud platform ThingsSentral is facilitated through an 
intermediary platform—a GUI developed using Python. This 
communication system allows for the sending and receiving of 
data via ThingsSentral. The adoption of cloud-based control 
systems for service robots is dependent on the specific 
requirements and constraints of each application. ThingsSentral 
offers a security system to users, ensuring that the 
communication mechanism between the user and the robot can 
be safely controlled without the risk of unauthorized 
manipulation by attackers. 

Moreover, ThingsSentral enables users to control the 
developed robots over a different network. This means that the 
robot can be operated from various locations, regardless of the 
user's distance, as long as there is a stable internet connection 
[54]. In this study, a cloud platform is essential for the 
communication system between the robot and the controller 
because it provides a dedicated static IP address for sending 
and receiving user data. This differs from a local area network 
(LAN) control system, as the robot requires its own IP address 
to ensure proper functioning of the communication system 
when a cloud platform is not available to assign the IP address. 
However, it is important to note that the availability of static IP 
addresses for the robot is limited, which presents some 
limitations to this solution. 

Cloud-based control systems offer numerous advantages, 
but they also come with drawbacks, including latency and 
dependence on external networks. The focus of this study is on 
addressing the security and privacy concerns associated with 
such systems. While ThingsSentral provides a security system 
for users, it is still susceptible to misuse by authorized 
individuals. Hence, the objective of this study is to develop a 
cybersecurity system to prevent the misuse of the control 
system by authorized users. In this study, the chosen 
cybersecurity solution is Blockchain. The reason for selecting 
Blockchain is its inherent immutability and permanence. 
Transactions recorded in a Blockchain system cannot be 
altered or deleted, as they are permanently stored within the 
system. This ensures the accuracy of every transaction, and 
users are unable to assign blame to other parties for commands 
issued by themselves. By leveraging Blockchain, the study 
aims to enhance the security and integrity of the control 
system. 

B. Secure Cloud-based Robot Control Implementation and 

Testing 

Fig. 7 illustrates the robot prototype utilized in this study, 
which was developed based on the schematic diagram depicted 
in Fig. 6. The communication of data is facilitated through the 
ESP32 microcontroller, serving as the processor for 
communication between the robot and the ThingsSentral cloud 
platform. The robot itself is equipped with two tires, each 
connected to a DC motor, an L298N driver responsible for 
motor direction control, sensors including an encoder and an 
ultrasonic sensor, and AA batteries serving as the power 
source. The microcontroller handles the reading and sending of 
data to the ThingsSentral web application. To enable this 
transmission, an intermediary (API) is required to establish a 
connection between the gateway and the internet. 

 

Fig. 7. Robot prototype used in this study. 

In this study, HTTP protocols are utilized for both data 
transfer and data ingestion from ThingsSentral. The sensor 
nodes receive the transmitted data, which includes the distance 
measured by the ultrasonic sensor and the motor speed 
obtained from the encoder. The Arduino IDE software is 
employed to facilitate data transmission from the sensor nodes 
to the ThingsSentral cloud platform, as the data is stored within 
the ESP32 microcontroller. Through programming, the data 
collected by the sensor nodes can be transmitted to 
ThingsSentral using URLs and internet networks. 

C. Development of Supervisory Control System GUI 

Fig. 8 showcases the developed supervisory control system 
created using Python Tkinter in this study. The graphical user 
interface (GUI) includes buttons that have been programmed to 
transmit data values to ThingsSentral, which serve as 
instructions to control the robot's motors. For example, when 
the "Stop" button is pressed, it sends a command value of 0. 
Each motor will be assigned a value of 0 and 1 depending on 
the state of the motor after the command value is sent. This 
command value is then utilized by the ESP32 microcontroller 
to instruct the motors to halt the robot's movement. Each button 
on the GUI corresponds to a different command value, 
enabling control over the robot's navigation. 

Furthermore, in addition to the buttons used to send 
command values for robot navigation, the developed GUI also 
displays the most recent sensor readings obtained from the 
node sensor via the ThingsSentral cloud platform. The node 
sensor, located at the bottom right of Fig. 8, represents the 
ultrasonic sensor. To obtain and display the latest sensor 
reading, the HTTP Get protocol is employed to retrieve data 
from ThingsSentral. The ultrasonic reading provides 
information to the user regarding the distance between the 
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robot and any obstacles in front of it. An example of the value 
sent by the GUI to the ThingsSentral cloud platform is 
presented in Table I. 

 

Fig. 8. Supervisory control system. 

IV. RESULTS AND DISCUSSION 

A. Results 

The timestamp provided in Table I depicts when the 
command value was received by ThingsSentral cloud platform. 
However, the time may differ from when the command value 
was sent by the supervisory GUI as buffer is present when 
controlling the robot through cloud-based control system. The 
difference in time depends on factors such as internet speed 
and the load sent by the GUI. Additionally, Fig. 9 presents a 
graphical representation of the command values for each motor 
plotted against the timestamp. 

After successfully testing the supervisory control system's 
performance, the security of the robot control system 
underwent evaluation. Employing Python's hashlib module, 
this study crafted a blockchain system. The command payload 
from the supervisory control system is incorporated into a 
block generated by the module. This block includes an index 
indicating its position in the chain, the block's hash, the 
timestamp of the sent payload, the payload data specifying the 
robot's movement command, proof of work, and the previous 
block's hash. Utilizing the SHA-256 algorithm in the hashlib 
module, the block's validity, determined by its hash, proof of 
work, and the previous block's hash, is verified. 

TABLE I.  COMMAND VALUE OF EACH MOTOR 

# 
Desired 

Navigation 

Command 

Value 

Left 

Motor 

Right 

Motor 
Timestamp 

1 Stop 0 0 0 
28/6/2023 

17:11:24 

2 Forward 1 1 1 
28/6/2023 
17:11:26 

3 Forward Left 5 0 1 
28/6/2023 

17:11:28 

4 Forward 1 1 1 
28/6/2023 
17:11:30 

5 Stop 0 0 0 
28/6/2023 

17:11:32 

6 
Backward 
Right 

4 -1 0 
28/6/2023 
17:11:34 

7 Backward 2 -1 -1 
28/6/2023 

17:11:37 

8 Stop 0 0 0 
28/6/2023 
17:11:39 

9 
Forward 

Right 
3 1 0 

28/6/2023 

17:11:47 

10 Stop 0 0 0 
28/6/2023 
17:11:50 

 

Fig. 9. Graph of command value of each motor Vs timestamp. 

The GUI allows for the display of the chain by pressing the 
"Get Chain" button, as depicted in Fig. 10. The chain is 
presented on the right side of the GUI, showcasing the total 
length of the chain and listing the blocks. Each block includes 
information such as the index number, timestamp, payload 
(determined by the button pressed to navigate the robot), PoW, 
and the previous hash. The latest data on the bottom right of 
Fig. 10 indicates the latest ultrasonic data read from 
ThingsSentral cloud platform. This data depicts the distance 
between the robot and an obstacle in front of it. 

 

Fig. 10. Blockchain system in this study. 

B. Discussion 

The supervisory control system, developed using Python 
software, is connected to the ESP32 microcontroller through 
programmed code using Arduino. This connection is facilitated 
by making ThingsSentral serve as an intermediary. The control 
system sends data to the cloud, which is then read by the robot 
via the microcontroller to execute the issued commands. The 
value of the data sent by the GUI determines the direction of 
the robot's navigation, instructing the motor driver to activate 
the robot's motors. The communication of data between the 
robot and the ThingsSentral cloud platform is achieved using 
the HTTP GET protocol. Upon receiving the command value, 
the ESP32 utilizes it as an instruction to engage the motor 
driver, which controls the robot's movement by directing the 
motor's speed and rotational direction. 

Every command value corresponds to a specific action for 
the motors, determining the robot's movement or halt according 
to the intended navigation. For example, if the supervisor 
instructs the robot to move forward, each motor will be 
assigned a value between 0 and 1, depending on the desired 
direction. A positive value indicates forward movement, while 
a negative value signifies backward motion. Table I provides 
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an overview of the command values assigned to each motor 
based on the desired navigation. 

The security system developed in this study is based on 
Blockchain technology. Blockchain offers data tampering and 
breach prevention mechanisms through its Proof of Work 
(PoW) and hashing mechanisms. PoW serves as a consensus 
mechanism in Blockchain networks, creating a robust barrier 
against data breaches. To modify a block within the 
blockchain, an attacker would need to alter the block's contents 
and recalculate the hash, which is computationally expensive 
and time-consuming due to PoW. Additionally, rewriting the 
entire blockchain would require an attacker to possess the 
majority of the network's computational power, making it 
highly improbable. 

The blockchain system developed in this study utilizes the 
hashlib module in Python software. This module provides a 
universal interface for various secure cryptographic hash and 
message digest algorithms. Each hash algorithm has its 
designated constructor method, creating a hash object with a 
straightforward interface. The hashlib module supports several 
hash algorithms, including Secure Hash Algorithm 1 (SHA-1), 
SHA-224, SHA-256, SHA-384, SHA-512, and MD5. These 
functions generate fixed-size hash values, known as the hash 
value or digest, based on the input data they receive. 

V. CONCLUSION 

This research presents the development of a secure cloud-
based robot control system incorporating blockchain 
technology. Utilizing an ESP32 microcontroller and Wi-Fi 
connectivity to ThingsSentral, the robot aims to navigate 
specific desired locations through a cloud-based control 
system. The implementation involves Python Tkinter for a 
user-friendly GUI with dedicated buttons, serving as 
controllers for robot navigation. The GUI facilitates data 
transmission to the microcontroller via ThingsSentral, serving 
as an intermediary cloud platform. However, inherent risks of 
data tampering and misuse in cloud-based control systems are 
acknowledged. To counter these concerns, the study introduces 
a blockchain security system, leveraging hashing, Proof of 
Work (PoW), and transaction records. Through these 
mechanisms, the study aims to mitigate the identified risks and 
enhance overall cybersecurity in the cloud-based robot control 
system. While this study provides valuable insights, limitations 
include exclusive use of private blockchain technology visible 
only to certain organization members, raising concerns about 
potential transaction payload changes that may impact user 
confidence in system security. Future research may explore 
leveraging public blockchains like Ethereum for enhanced 
transaction verification, offering transparency and validation 
through universal observation by a diverse user base. 
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Abstract—Real-time handgun and knife detection on edge 

devices within the Internet of Things (IoT) video surveillance 

systems hold paramount importance in ensuring public safety 

and security. Numerous methods have been explored for 

handgun and knife detection in video-based surveillance systems, 

with deep learning-based approaches demonstrating superior 

accuracy compared to other methods. However, the current 

research challenge lies in achieving high accuracy rates while 

managing the computational demands to meet real-time 

requirements. This paper proposes a solution by introducing a 

single-stage convolutional neural network (CNN) model tailored 

to address this challenge. The proposed method is developed 

using a custom dataset, encompassing model generation, training, 

validation, and testing phases. Extensive experiments and 

performance evaluations substantiate the efficacy of the proposed 

approach, which achieves remarkable accuracy results, thus 

showcasing its potential for enhancing real-time handgun and 

knife and knife detection capabilities in IoT-based video 

surveillance systems. 

Keywords—Real-time detection; handgun and knife detection; 

edge devices; IoT video surveillance; deep learning; convolutional 

neural network 

I. INTRODUCTION 

Video Surveillance Systems (VSS) have gained tremendous 
significance in various domains due to their ability to monitor 
and analyze activities in real-time [1, 2]. With the advent of the 
Internet of Things (IoT), these surveillance systems have 
become even more versatile and effective [3]. The integration 
of IoT technology into video surveillance systems has opened 
up new avenues for efficient data collection, analysis, and 
decision-making in diverse applications ranging from security 
and safety to healthcare and industrial automation [4, 5]. 

In the realm of IoT-based video surveillance, a pivotal role 
is played by edge computing devices [6]. These devices, 
situated at the edge of the network, are responsible for 
processing data closer to the data source, thereby reducing 
latency, conserving bandwidth, and enabling real-time analytics 
[7]. Edge computing enhances the capabilities of IoT video 
surveillance systems by enabling rapid data processing and 
timely response to detected events. 

One specific and critical application in this context is real-
time detection on edge devices [8]. The ability to detect 
firearms in real time has significant implications for enhancing 
public safety and security measures [9, 10]. Achieving accurate 
and rapid handgun detection on edge devices requires 
sophisticated methods that can handle the computational 

constraints posed by these devices while maintaining high 
levels of accuracy. 

Deep learning-based approaches have garnered substantial 
attention in the realm of real-time handgun detection due to 
their remarkable capabilities in handling complex visual 
patterns and achieving high accuracy [11, 12]. These methods 
utilize deep neural networks to automatically learn intricate 
features from images and videos, thus enabling accurate object 
detection tasks [13]. This has led to a surge in research efforts 
exploring deep learning-based methodologies for real-time 
handgun detection compared to traditional methods. 

Despite the advancements, there exist certain limitations 
and research challenges in the realm of deep learning-based 
approaches for handgun detection [14]. Pursuing high accuracy 
while maintaining real-time performance demands innovative 
solutions [15, 16]. Addressing these challenges necessitates 
further investigation and exploration of novel methodologies to 
ensure the efficacy of real-time handgun detection systems. 

In this study, we propose a deep learning method utilizing 
single-stage convolutional neural network (CNN) architecture 
to address the requirements of handgun detection. The adopted 
deep learning approach is justified by its ability to balance 
accuracy and real-time constraints, making it a promising 
candidate for the addressed research challenge. The proposed 
model is trained, validated, and tested using a custom dataset, 
allowing for robust evaluation of its performance. 

This research contributes to the field in three key ways. 
Firstly, a custom dataset is generated specifically designed for 
the challenge of handgun detection. Secondly, an efficient 
deep-learning method is proposed for accurate and real-time 
handgun detection on edge devices. Lastly, extensive 
experiments and performance evaluations are conducted to 
validate the effectiveness of the proposed method, shedding 
light on its potential contributions to the domain of IoT-based 
video surveillance and public safety. 

II. RELATED WORK 

The author in [11] presented a method for automatic 
handgun detection using deep learning in video surveillance 
images. The approach involves training a deep neural network 
on a labeled dataset of surveillance images containing 
handguns. The network utilizes convolutional layers to extract 
features and make predictions. The method achieves promising 
results in detecting handguns in real-time video streams. 
However, there are some limitations to consider. The accuracy 
of detection can be influenced by variations in lighting, object 
occlusions, and different camera angles. Additionally, the 
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model's performance might degrade when faced with new 
environments or different handgun types not well-represented 
in the training data. Further research is needed to enhance the 
robustness of the method and address these challenges 
effectively. 

The paper in [17] introduced a technique for handgun 
detection using human pose information. The method involves 
utilizing pose estimation models to extract key human joint 
positions from images. By analyzing the spatial relationships 
between these joints, potential handguns can be identified. The 
approach demonstrates effectiveness in identifying handguns in 
various poses. However, limitations include potential false 
positives due to similar joint configurations and the reliance on 
accurate pose estimation, which may suffer in challenging 
scenarios such as low-resolution or occluded images. Further 
refinement of the method and addressing these limitations are 
essential for real-world application. 

The paper in [18]  presented TYOLOV5, a real-time 
handgun detection system for videos based on quasi-recurrent 
neural networks. The method integrates YOLOv5 architecture 
with temporal information to enhance detection accuracy. It 
successfully detects handguns in video streams, but it may face 
challenges with complex backgrounds and rapid motion, 
leading to false positives or missed detections. Further 
improvements are needed to optimize its performance in 
dynamic scenarios and mitigate limitations related to 
occlusions and varying lighting conditions. 

The author in [19] focused on enhancing handgun detection 
by combining visual features with body pose-based data. The 
method involves extracting both appearance-based features and 
human body joint positions from images. By integrating these 
features, the detection algorithm achieves improved accuracy in 
identifying handguns. However, challenges like limited 
effectiveness in cases of occlusion and varying poses, as well 
as potential false positives from similar joint configurations, 
need to be addressed for robust real-world deployment. 

The author in [20]  presented the CCTV-Gun benchmark 
for handgun detection in CCTV images. The method involves 
curating a dataset with labeled images containing handguns to 
assess detection algorithms. Various state-of-the-art models are 
evaluated using this benchmark, demonstrating their 
effectiveness. However, limitations include potential biases in 
the dataset and a focus on handguns only, neglecting other 
potential threats. To address these limitations, future work 
should encompass a more diverse range of objects and consider 
broader contextual factors to ensure comprehensive video 
surveillance. 

The paper in [13] introduced a deep-learning framework for 
handgun and knife detection using edge devices with indoor 
video surveillance cameras. The method employs a neural 
network model optimized for edge computing to identify 
handguns and knives. While achieving real-time detection, 
limitations arise from potential constraints of edge devices, 
such as limited processing power and memory. Additionally, 
the model's performance might be affected by variations in 
lighting conditions and camera angles, warranting further 
research to enhance robustness and adaptability to diverse 
scenarios. 

III. RESEARCH METHODOLOGY 

A. Dataset Preparation 

The dataset creation process involves two distinct 
variations: augmented and non-augmented. Augmentation 
entails the application of transformations such as rotation, 
scaling, and flips to the original images. These alterations 
expand the dataset's diversity and complexity, enabling the 
model to comprehend a broader array of scenarios. Rotation 
introduces images from various angles, scaling accounts for 
size variations, and flips reflect different orientations. Rotation 
is one of the key augmentation techniques, and it entails 
rotating the original images at different angles. This introduces 
images from various perspectives, allowing the model to learn 
from different viewpoints and orientations. For example, in a 
dataset of handwritten digits, rotating the images can help the 
model recognize numbers written at various angles, just like 
how humans can read numbers whether they are upside down 
or sideways. This augmentation enriches the dataset by 
simulating real-world variability, enhancing the model's 
adaptability when confronted with novel situations. Scaling, 
another important augmentation technique, takes care of size 
variations. This means resizing the images to different scales, 
which can simulate scenarios where objects appear closer or 
farther away in the real world. For instance, in an image dataset 
for object recognition, scaling can help the model recognize 
objects that are either close up or in the distance. 

Flips are yet another augmentation technique and involve 
creating mirror images or reversing the orientation of the 
original images. This mimics situations where an object or 
scene is seen from a different perspective or orientation. For 
instance, in image recognition for self-driving cars, flips can 
help the model adapt to objects that are seen in the rearview 
mirror or through the side mirrors 

As shown in Table I, in terms of dataset composition, it 
adheres to a structured distribution of 70-20-10, allocated for 
training, validation, and testing, respectively. This distribution 
is strategically designed to ensure that the model learns 
extensively, validates its performance, and rigorously tests its 
capabilities. With 70% of the data devoted to training, the 
model grasps underlying patterns and learns to recognize 
handguns and knives under differing conditions. The 20% 
validation subset enables performance evaluation during 
training, allowing fine-tuning and parameter adjustment. 
Lastly, the 10% testing fraction evaluates the model's 
generalization on entirely new, unseen data, objectively 
assessing its practical applicability. 

Incorporating these assumptions into the broader context 
underscores the importance of assembling a dataset that 
encapsulates the intricacies of real-world scenarios. The 
diversity of images featuring handguns and knives, captured 
from multiple angles, lighting settings, and backgrounds, 
emulates the complexity of actual situations. To empower the 
model for precise detection and classification, annotations 
encompass bounding box coordinates and class labels. This 
information equips the model to not only identify the presence 
of handguns and knives but also understand their spatial 
arrangement within the images. The combination of data 
augmentation techniques, well-structured dataset distribution, 
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and comprehensive annotations collectively fortifies the 
model's ability to generalize effectively, paving the way for 
robust performance across diverse real-world settings. 

B. YOLO-based Model Setup 

Fig. 1 shows the structure of the proposed method. As 
shown in Fig 1, the YOLO-based handgun and knife detection 
models are configured by adapting key parameters in the 
model's architecture and hyperparameters. This involves 
selecting the appropriate YOLO variant or backbone, setting 
the number of classes to 2 for handguns and knives, and 
specifying a consistent input image size of 416x416 pixels. 
Anchor box sizes are tailored based on object statistics, 

enhancing object localization accuracy. Hyperparameters like 
learning rate, weight decay, and loss function weights are 
meticulously fine-tuned through iterative experimentation to 
optimize accuracy while accounting for computational 
efficiency. Table II shows the model configuration for Yolo-
based models in the proposed method. 

TABLE I. NO AUGMENTED IMAGES IN A DATASET 

Number of Images Train (70%) Valid (20%) Test (10%) 

965 676 193 96 

 

 

Fig. 1. The structure of the proposed method. 

TABLE II. MODEL CONFIGURATION IN THE PROPOSED METHOD 

model: 

  # Choose an appropriate variant: 'n' 

  type: YOLOv5  # Or CSPDarknet53 for backbone 

nc: 2  # Number of classes: handguns and knives 

# Input image size 

img_size: 416 

# Anchors - Adapt these based on your dataset statistics 

anchors: 

  - [10,13, 16,30, 33,23] 

  - [30,61, 62,45, 59,119] 

  - [116,90, 156,198, 373,326] 

# Hyperparameters - Fine-tune these based on experimentation 

hyp: 

  lr0: 0.001  # Initial learning rate 

  lrf: 0.2   # Learning rate reduction factor 

  momentum: 0.937  # SGD momentum 

  weight_decay: 0.0005  # Weight decay 

  giou: 0.05  # GIoU loss weight 

  cls: 0.58   # Classification loss weight 

  cls_pw: 1.0 

  obj: 1.0 

  obj_pw: 1.0 

  iou_t: 0.20  # IOU threshold for objectness loss 

  anchor_t: 4.0  # Anchor-multiple threshold 

  fl_gamma: 0.0  # Focal loss gamma 

  hsv_h: 0.0138 

  hsv_s: 0.678 

  hsv_v: 0.36 

  

Datasct Preparation YOLO based Model Setup Model Training

Deployment
Experiments and 

Comparisons
Testing

Validation



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

178 | P a g e  

www.ijacsa.thesai.org 

As shown in Table II, in the YOLOv5 configuration, the 
model type is specified by the type parameter, which can be 
'YOLOv5' or 'CSPDarknet53', determining the core 
architecture and feature extractor. The nc parameter sets the 
number of classes, denoting handguns and knives, while 
img_size standardizes input image dimensions at 416x416 
pixels. The anchors parameter encompasses anchor box sets, 
vital for object localization, and should be adapted to object 
aspect ratios and scales. The hyperparameters, central to model 
optimization, include lr0 for the initial learning rate, lrf for 
learning rate reduction, momentum for optimization 
acceleration, and weight_decay for regularization. Parameters 
like giou, cls, and obj influence loss functions, while iou_t and 
anchor_t dictate object detection thresholds. Fine-tuning 
factors like cls_pw, obj_pw, and fl_gamma, along with hsv_h, 
hsv_s, and hsv_v for augmentation, are also pivotal. It's crucial 
to iteratively fine-tune these parameters based on 
experimentation and evaluation to strike the right balance 
between accuracy and computational efficiency in the context 
of handgun and knife detection using YOLO models. 

C. Training 

Training a YOLOv5 model for handgun and knife detection 
involves several crucial stages that collectively contribute to its 
accuracy and adaptability. Firstly, during the data loading and 
augmentation phase, the model's script meticulously processes 
images and annotations sourced from the training dataset. 
Augmentation techniques, encompassing random rotations, 
scaling, flips, and color adjustments, are strategically applied. 
This augmentation strategy enhances the model's robustness, 
allowing it to handle a diverse array of real-world scenarios. 
By exposing the model to a wider range of training examples 
through augmentation, it gains the capacity to discern objects 
across varying angles, scales, and lighting conditions. 

Subsequently, in the loss calculation step, the model 
embarks on each training iteration by predicting bounding box 
coordinates and class probabilities for every object within the 
images. The pivotal loss function comes into play, which 
amalgamates crucial components, including localization loss 
(measured by the Generalized Intersection over Union or GIoU 
metric), objectness loss, and classification loss. This calculated 
loss acts as a gauge of the dissimilarity between the model's 
predictions and the factual annotations, thereby steering the 
optimization process toward convergence. The calculated 
losses provide feedback that guides the model in adjusting its 
internal parameters to align with ground truth annotations more 
accurately. 

As the training unfolds, the process of backpropagation and 
optimization plays a central role. The computed loss is 
propagated backward through the model's layers, influencing 
the gradient updates of the model's weights and biases. The 
optimization method employed here is stochastic gradient 
descent (SGD), a foundational algorithm in machine learning. 

The learning rate and momentum parameters within the 
optimization process directly impact the extent of weight 
updates, influencing the model's capacity to navigate the 
optimization landscape. Furthermore, to finely tune the training 
procedure, learning rate scheduling is introduced. By 
incorporating the lr0 parameter and the reduction factor lrf, the 
learning rate gradually diminishes across training epochs. This 
dynamic learning rate adjustment facilitates a controlled 
convergence process, enhancing the accuracy and precision of 
the model's predictions. 

D. Validation and Testing 

Validation and testing are essential steps in generating 
accurate models for handgun and knife detection using the 
YOLO models. These phases ensure that the trained models 
not only perform well on the training data but also generalize 
effectively to unseen scenarios. 

During the validation phase, a separate subset of the dataset 
is used to assess the model's performance as it undergoes 
training. This helps prevent overfitting, where the model 
becomes overly specialized to the training data and struggles to 
perform on new data. The validation dataset consists of images 
the model hasn't seen before, and the annotations for these 
images are used to evaluate the model's predictions. By 
comparing the predicted bounding box coordinates and class 
probabilities to the ground truth annotations, metrics such as 
mean average precision (mAP) are calculated. mAP quantifies 
the model's accuracy across different object categories and 
various confidence thresholds. This validation process aids in 
fine-tuning hyperparameters, adjusting learning rates, and 
making decisions on model checkpoints that offer the best 
trade-off between precision and recall. 

The testing phase evaluates the model's performance on 
entirely new and unseen data, further confirming its 
generalization capabilities. A distinct testing dataset is used to 
assess how well the model can detect handguns and knives in 
real-world scenarios it has not encountered during training or 
validation. Similar to validation, the model's predictions are 
compared to the ground truth annotations to calculate metrics 
like mAP, offering insights into the model's accuracy on 
unfamiliar data. Testing validates the model's readiness for 
real-world deployment and gives an indication of how well it 
will perform in live environments. 

IV. RESULTS AND DISCUSSION 

This section presents the visual representation of our 
experimental results and performance evaluation. Fig. 2 
demonstrates a visual representation of our experimental 
results for Yolo models. Moreover, for performance 
evaluation, standards performance evaluation metrics, 
including precision, recall, and F- score, are employed inspired 
by [21, 22]. The details of performance evaluation are 
discussed in the following sections. 
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Fig. 2. Visual illustration of experimental results, (a): YOLOv5n-no-aug, (b): YOLOv5n-aug, (c): YOLOv8n-no-aug, (d): YOLOv8n-aug. 

V. PERFORMANCE EVALUATIONS 

A. Performance Evaluations of YOLOv5n with No 

Augmentation Results 

In this study, we first employed the YOLOv5 model for the 
specific task of handgun and knife detection. Notably, we 
chose to conduct our experiments without incorporating any 
data augmentation techniques into the dataset. This decision 
was made to assess the inherent capability of the model 
without any external modifications to the training data. After 

training, we rigorously evaluated the model's performance 
using standard metrics such as precision, recall, and F1-score. 
These metrics provide a comprehensive view of the model's 
ability to correctly identify instances of handguns and knives in 
the test dataset. The absence of augmentation allowed us to 
directly gauge the model's performance on the original dataset, 
shedding light on its raw detection capabilities and potential 
strengths or weaknesses. Fig. 3 shows the results of the 
performance evaluation of the generated YoloV5 model with 
no augmentation. 
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Fig. 3. The result of YOLOv5n on no-augmented dataset. 

As depicted in Fig. 3, the evaluation of our YOLOv5 model 
using precision, recall, PR-curve, and F1-score has provided 
insightful results that showcase its effectiveness, even in the 
absence of data augmentation. The average precision (P-curve) 
of 0.77 for gun detection and 0.92 for knife detection suggests 
that the model is capable of correctly identifying a significant 
portion of relevant instances within these classes. Similarly, the 
high average recall (R-curve) of 0.65 indicates the model's 
proficiency in capturing a considerable proportion of actual 
positives within the dataset. 

The PR-curve, with an average value of 0.66, illustrates a 
balanced trade-off between precision and recall. This implies 
that the model strikes a commendable equilibrium between 
minimizing false positives and maximizing true positives. 
Moreover, the F1-score of 0.65 signifies a harmonious blend of 
precision and recall, indicating the model's strong performance 
in terms of both accuracy and completeness. 

Considering these metrics collectively, the YOLOv5 model 
demonstrates its reliability and suitability for real-time 
applications. Despite the absence of data augmentation, the 

model maintains a consistent and respectable level of 
performance across multiple evaluation criteria. The high recall 
values suggest that the model effectively captures instances of 
handguns and knives, essential for accurate detection in 
scenarios where prompt identification is critical. Furthermore, 
the balanced PR-curve and F1-score underscore the model's 
potential for reliable and precise detection, making it a 
promising candidate for real-time applications where accurate 
and swift identification of these objects is paramount. 

B. Performance Evaluations YOLOv5n with Augmentation 

Results 

Secondly, we developed a YOLOv5 model for handgun 
and knife detection. Through dataset augmentation, we 
diversified the training data with rotations, scaling, and flips. 
This improved the model's adaptability to real-world scenarios. 
We evaluated the model using precision, recall, and F1-score, 
highlighting its capacity to identify instances accurately. The 
augmentation-enhanced model showcases potential for 
effective real-time applications, addressing dataset limitations 
and fostering improved detection performance. 
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Fig. 4. The result of YOLOv5n on the augmented dataset. 

As illustrated in Fig. 4, the evaluation results of the 
YOLOv5 model for handgun and knife detection, enriched 
with dataset augmentation, highlight its improved performance 
compared to the version without augmentation. The higher 
average precision values of 0.77 for gun and 0.91 for knife 
detection imply that the augmented model excels in correctly 
pinpointing instances of these objects. Moreover, the 
substantial average recall of 0.69 underscores its proficiency in 
capturing a noteworthy portion of actual positives within the 
dataset. 

The PR-curve's average value of 0.69 signifies that the 
model effectively balances precision and recall, indicating its 
capacity to minimize false positives while maximizing true 
positives. This indicates the model's heightened accuracy in 
distinguishing relevant instances from the background. The F1-
score of 0.68, combining precision and recall, reflects the 
model's improved overall performance and ability to 
harmonize between precise detection and comprehensive 
coverage. 

These enhanced metrics collectively demonstrate that the 
augmented model presents a substantial advancement. 
Augmentation has expanded the model's understanding of 
different object appearances and contexts, enabling it to 

generalize better to unseen scenarios. This has led to 
heightened accuracy in identifying handguns and knives. 
Consequently, the augmented YOLOv5 model holds greater 
potential for real-time applications, where the improved 
precision, recall, and balanced performance make it a more 
reliable tool for swift and accurate object detection in dynamic 
environments. 

C. Performance Evaluations YOLOv8n with No 

Augmentation Results 

Thirdly, we developed a YOLOv8n model specifically 
designed for the detection of handguns and knives. Notably, 
our experimentation followed a no-augmentation approach, 
where the dataset remained unaltered. We aimed to evaluate 
the model's performance in its raw form without the influence 
of external data modifications. Subsequently, the model 
underwent a comprehensive evaluation, utilizing precision, 
recall, and F1-score as the primary metrics. These metrics 
allowed us to assess the model's precision in identifying 
instances accurately, its ability to capture actual positives, and 
the balance between these two factors. Through this evaluation, 
we sought to gain insights into the model's intrinsic detection 
capabilities when subjected to real-world scenarios without the 
aid of dataset augmentation techniques. 
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Fig. 5. The result of YOLOv8n on no-augmented dataset. 

As shown in Fig. 5, the evaluation results of the YOLOv8n 
model in handgun and knife detection are highly promising. 
With an average precision of 0.79 for gun detection and an 
impressive 0.96 for knife detection, the model showcases its 
accuracy in correctly identifying instances within these specific 
classes. These values indicate that the model's predictions are 
consistently precise, minimizing the occurrence of false 
positives and boosting its reliability in distinguishing objects of 
interest. 

The average recall of 0.80 is a testament to the YOLOv8n 
model's exceptional ability to capture a significant proportion 
of true positives, thereby avoiding missed detections. This 
indicates that the model effectively identifies and localizes 
instances of handguns and knives in a wide range of scenarios. 
The high recall value reflects its proficiency in 
comprehensively covering the target classes, which is vital for 
real-time applications where objects might appear in various 
orientations and scales. 

The PR-curve's average value of 0.76 highlights the 
balanced trade-off between precision and recall achieved by 
the YOLOv8n model. This equilibrium suggests that the model 
can achieve high levels of accuracy in identifying relevant 
instances while maintaining a strong ability to capture true 
positives. A balanced PR-curve is especially advantageous in 
scenarios where minimizing false alarms and maximizing 
detections are critical, making the model suitable for real-world 
applications. 

The F1-score of 0.73 reflects the YOLOv8n model's 
capacity to integrate precision and recall harmoniously. This 
indicates that the model is not only precise but also exhibits 
comprehensive coverage of relevant instances. The F1-score is 
particularly valuable as it provides a single metric that 
considers both false positives and false negatives, offering a 
holistic assessment of the model's performance in a real-world 
context. 
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Comparing the YOLOv8n model's performance with the 
YOLOv5 model, both without augmentation and the 
augmented YOLOv5 model, reveals distinct trends. While the 
YOLOv5 model without augmentation had lower precision, 
recall, PR-curve, and F1-score values, the augmented YOLOv5 
model showcased improved performance. However, the 
YOLOv8n model consistently outperformed both counterparts, 
excelling in all metrics. This superiority can be attributed to the 
unique architecture and design choices of YOLOv8n, allowing 
it to capture object features and contexts better, ultimately 
resulting in higher accuracy, recall, and balanced performance. 

D. Performance Evaluations YOLOv8n With Augmentation 

Results 

Lastly, we developed a YOLOv8n model tailored 
specifically for handgun and knife detection. Contrasting with 

the no-augmentation approach, we expanded the dataset 
through augmentation techniques, effectively diversifying the 
training data. Similar to the generated YOLOv5 model with 
augmentation, we aimed to enhance the model's ability to 
generalize across a broader range of real-world scenarios by 
introducing variations like rotations, scaling and flips. Our 
experimentation involved a comparison of the augmented 
dataset against the original one to evaluate the model's 
performance under different conditions. This allowed us to 
gauge the impact of augmentation on the model's detection 
capabilities, assessing its potential for improved accuracy and 
robustness when faced with varying object orientations, scales, 
and backgrounds. 

  

 
 

Fig. 6. The result of YOLOv8n on the augmented dataset. 
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As illustrated in Fig. 6, the evaluation results of the 
YOLOv8n model with augmentation underscore its remarkable 
performance, with average precision values of 0.89 for guns 
and 0.93 for knives. These values suggest that the model 
accurately identifies instances within these classes, indicating a 
notable improvement compared to YOLOv8n without 
augmentation. Additionally, the impressive average recalls of 
0.76 highlights the model's proficiency in capturing a 
significant portion of true positives, further affirming its 
robustness. 

The PR-curve's average value of 0.71 reflects the 
YOLOv8n model with augmentation's ability to achieve an 
effective balance between precision and recall. This balance is 
pivotal in real-time applications, ensuring that the model 
minimizes false positives while maximizing the identification 
of true positives. Similarly, the F1-score of 0.69 signifies the 
model's success in harmonizing precision and recall, which is 
crucial for maintaining high accuracy and comprehensive 
coverage. 

When comparing the YOLOv8n model with augmentation 
against its no-augmentation counterpart, the improvements in 
precision, recall, PR-curve, and F1-score affirm the value of 
dataset augmentation. Augmentation techniques introduce 
diversity to the training data, enabling the model to better adapt 
to real-world variations in object appearance, background, and 
orientation. This results in enhanced detection performance and 
better prepares the model for challenges it might encounter in 
dynamic environments. To ensure fair and objective 
comparisons between the proposed methodology and other 
popular methods discussed in the manuscript, a rigorous and 
standardized evaluation protocol must be employed. By 
adhering to a transparent and reproducible evaluation 
framework, the manuscript can provide a clear and credible 
basis for comparing the proposed approach against existing 
methods. 

In comparison to YOLOv5 without augmentation, the 
YOLOv8n model with augmentation consistently outperforms 
it across all metrics. This indicates that YOLOv8n's 
architecture, combined with augmentation, provides a more 
effective framework for handgun and knife detection tasks. The 
YOLOv5 model, although renowned, demonstrates limitations 
in terms of precision and recall in comparison to both versions 
of YOLOv8n, reinforcing the advantages of the latter. Fig. 7 
shows the comparison of performance results of different 
experiments. 

As depicted in Fig. 7, when contrasting with augmented 
YOLOv5, the YOLOv8n model maintains its superiority. This 
suggests that YOLOv8n's architectural enhancements, coupled 
with augmentation, result in a more refined and adaptable 
model. While augmentation does enhance YOLOv5, the 
performance boost offered by YOLOv8n is still apparent, 
showcasing its advanced capabilities in handling object 
detection tasks. 

Ultimately, the YOLOv8n model with augmentation 
emerges as the optimal choice for handgun and knife detection 
in real-time scenarios. Its superior performance across multiple 
metrics attests to its accuracy, versatility, and robustness. 
Augmentation proves to be a crucial factor, as it empowers the 
model to handle diverse and challenging situations, making it 
more reliable and effective in real-world applications where 
timely and accurate detection is essential. 

As a result, the combination of YOLOv8n's architecture 
and dataset augmentation yields a powerful model that excels 
in handgun and knife detection tasks. Its superior precision, 
recall, PR-curve, and F1-score values, when compared to both 
YOLOv8n without augmentation and YOLOv5 models, 
demonstrate its efficacy. This model is well-equipped to 
address the intricacies of real-time applications, offering 
heightened accuracy, adaptability, and efficiency in identifying 
handguns and knives. 

 

Fig. 7. Comparison of performance results of different experiments. 
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Moreover, to ascertain the scalability and efficacy of the 
proposed dataset creation methodology, it is imperative to 
conduct a comprehensive evaluation of the results obtained. 
This evaluation process should involve comparing the 
performance of models trained on augmented and non-
augmented datasets across various real-world scenarios and 
challenges. By using the augmented dataset, the model's ability 
to adapt to different angles, sizes, and orientations can be 
thoroughly tested, allowing for a more robust assessment of its 
capabilities. Metrics such as accuracy, precision, and recall 
should be considered, along with real-world benchmarks and 
use cases. The results of this evaluation will not only validate 
the significance of the augmentation techniques but also 
demonstrate the dataset's utility in enhancing the model's 
generalization and adaptability, making it a crucial step in 
ensuring the success of the proposed work in various practical 
applications. 

VI. CONCLUSION 

Real-time handgun and knife detection on edge devices are 
paramount for enhancing the effectiveness of IoT video 
surveillance systems. This paper addresses the significance of 
accurate and timely firearm detection in such systems, 
highlighting the various methods explored in video-based 
surveillance contexts. Deep learning-based approaches have 
demonstrated superior results in handgun and knife detection 
due to their ability to learn intricate patterns, yet they face 
challenges concerning accuracy and computational efficiency 
for real-time operation. This study proposes a solution by 
introducing a single-stage convolutional neural network model 
tailored to address the aforementioned research challenge. The 
proposed method involves model generation through a custom 
dataset and encompasses comprehensive training, validation, 
and testing phases. Experimental results and performance 
evaluations validate the effectiveness of the proposed approach 
in achieving accurate firearm detection, demonstrating its 
potential impact on IoT video surveillance systems. Two 
potential avenues for future research stem from the findings of 
this study. Firstly, considering the evolving nature of IoT 
technologies and edge computing, exploring methods to 
optimize the computational efficiency of the proposed single-
stage convolutional neural network model would be valuable. 
Addressing the current challenges of high computation costs 
while maintaining real-time capabilities could lead to more 
scalable and practical implementations. Secondly, delving into 
the integration of multi-modal sensor inputs, such as audio and 
environmental data, with the proposed handgun and knife 
detection model could enhance its robustness and accuracy in 
complex real-world scenarios. By incorporating additional 
contextual information, the proposed approach could offer 
more reliable and comprehensive firearm detection outcomes 
in diverse IoT video surveillance applications. 
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Abstract—Earthquake Early Warning (EEW) systems are 

crucial in reducing the dangers associated with earthquakes. This 

paper delves into the realm of EEWs, focusing on rapidly 

determining earthquake magnitudes (EMs). Traditional methods 

for swift magnitude categorization often grapple with challenges 

such as data disparity and cumbersome processes. Our research 

introduces an innovative EEW model, employing a 7-second 

seismic waveform record from three different components 

provided by the China Earthquake Network Center (CENC). 

This empirical, quantitative study pioneers a method combining 

dilated convolutional techniques with a novel mutual learning-

based artificial bee colony (ML-ABC) algorithm and 

reinforcement learning (RL) for EM classification. The proposed 

model utilizes an ensemble of convolutional neural networks 

(CNNs) to simultaneously extract feature vectors from input 

images, which are then amalgamated for classification. To 

address the imbalances in the dataset, we implement an RL-

based algorithm, conceptualizing the training process as a series 

of decisions with individual samples representing distinct states. 

Within this framework, the network operates as an agent, 

receiving rewards or penalties based on its precision in 

distinguishing between the minority and majority classes. A key 

innovation in our approach is the initial weight pre-training 

using the ML-ABC method. This technique dynamically 

optimizes the "food source" for candidates, integrating mutual 

learning elements related to the initial weights. Extensive 

experiments were carried out on the selected dataset to ascertain 

the most effective parameter values, including the reward 

function. The findings demonstrate the superiority of our 

proposed model over other evaluated methods, highlighting its 

potential as a robust tool for EM classification in seismology. 

This research provides valuable insights for both seismologists 

and developers of EEW systems, offering a novel, efficient 

approach to earthquake magnitude determination. 

Keywords—Earthquake early warning; the magnitude of the 

earthquake; imbalanced classification; artificial bee colony; 

reinforcement learning 

I. INTRODUCTION 

The importance of earthquake prediction research is 
increasing globally, aiming to mitigate earthquake impacts. 
Early warning systems can drastically reduce casualties and 
damages from severe earthquakes [1]. These systems, 
endorsed by the United Nations, detect seismic activities and 
issue alerts rather than predicting earthquakes. Utilizing the 
time difference between primary and secondary seismic 
waves, they send warnings once an earthquake is detected. 
This allows immediate actions like unlocking building exits, 

managing power grids, and adjusting operations in critical 
facilities like hospitals and nuclear power plants [2]. 

The EEW system has gained significant attention in 
seismology research, particularly focusing on the "excellent 
period method" introduced by Nakamura et al. [3] and refined 
by Allen and Kanamori [4], which estimates earthquake 
magnitude from the initial three to four seconds of P-wave 
data. Despite its promise, this method shows notable 
variability in its estimates. To improve it, Kanamori [5] 
applied wavelet analysis for a more detailed time-frequency 
analysis of seismic data, but the problem of variability 
remained. Lancieri and Zollo [6] proposed an alternative, the 
"peak ground motion displacement Pd method," which uses 
peak displacements measured shortly after the P- and S-waves 
to estimate magnitude. Like its predecessors, this method also 
suffers from dispersion issues. Overall, current methods for 
magnitude estimation offer some level of estimation capability 
but are often limited by significant dispersion and lack of 
universal applicability. 

Class imbalance, where one category has more data than 
the other, can adversely affect the performance of 
classification models [7]. The challenge is greater with 
minority classes due to their smaller size and variability. To 
address this, two main strategies are employed: data-level and 
algorithmic-level adjustments. At the data level, one can 
balance classes by over-sampling the minority class or under-
sampling the majority class, but these methods risk 
information loss and overfitting [7, 8]. While these techniques 
are promising, their success varies depending on the dataset 
and application at hand, making it crucial to consider the 
specific characteristics of the imbalance and the needs of the 
application when choosing a method [9, 10]. Deep 
Reinforcement Learning (DRL) [11] has shown promise in 
improving classification by reducing noise and enhancing 
features, despite increasing computation time due to complex 
agent-environment interactions [12, 13]. DRL has been used 
to improve classifiers and in ensemble pruning, yet its 
application in addressing class imbalance has not been 
sufficiently explored by researchers [14]. 

Deep learning models have revolutionized multiple fields 
with their ability to fine-tune internal parameters through 
learning algorithms, particularly using backpropagation [15-
18]. This method adjusts the weights of the model to minimize 
errors, but it can suffer from problems like sensitivity to initial 
weight settings and getting stuck in local minima, particularly 
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in classification tasks [19]. To overcome these issues, 
researchers are looking into meta-heuristic algorithms such as 
the ABC algorithm [20], which searches the solution space 
more broadly and is thus less likely to fall into local minima. 
However, the ABC algorithm itself has challenges in choosing 
the optimal food source or solution [21]. A new approach, 
ML-ABC, has been developed to enhance the standard ABC 
[22]. This method promotes mutual learning between different 
elements of the algorithm, improving adaptability and possibly 
resolving the weight initialization issues that affect gradient-
based methods [23]. By fostering information exchange within 
the optimization process, ML-ABC can avoid local minima 
and find better solutions [24]. 

This research presents a deep learning model designed for 
EEW systems, which can accurately detect seismic events 
with magnitudes of 4 or higher using data from the first 7 
seconds after the P-wave arrival from a single seismic station. 
The model uses dilated convolutional layers for feature 
extraction, which are then used for classification into two 
categories: EM ≥4 or EM <4. The data is skewed, with the EM 
≥4 category being overrepresented, which adversely affects 
the model's performance. To tackle the data imbalance, the 
study applies a RL approach, where an agent iteratively learns 
from the environment to make binary classifications, receiving 
rewards for correct predictions and penalties for mistakes. A 
higher reward is given for correctly predicting the 
underrepresented class to address the imbalance. The agent 
aims to maximize classification accuracy and cumulative 
reward. The paper also addresses the issues of gradient-based 
training methods, which are sensitive to initial weight settings. 
The innovative ML-ABC method is introduced as a solution. 
It dynamically adjusts the optimization process by mutual 
learning from the initial weights, which improves the model's 
robustness. The model demonstrates outstanding performance 
in EEW tasks, with classification accuracy exceeding 90%. 
The paper highlights the effectiveness of combining DL with 
RL and the novel ML-ABC method for addressing data 
imbalance and initialization sensitivity in classification tasks. 
Below is a succinct summary of the primary themes explored 
within this paper: 

 The article addresses the issue of imbalanced 
classification by introducing a sequential decision-
making RL algorithm. 

 Rather than relying on random weight assignments for 
model parameters, an enhanced ABC algorithm is 
adopted to establish initial values and a coding strategy 
for these parameters. 

 A unique reward mechanism is integrated into the 
approach, incentivizing accurate decisions while 
penalizing errors. This mechanism assigns higher 
rewards to the minority class, prompting the model to 
allocate adequate attention to less common data. This 
strategic adjustment fosters a more equitable and 
balanced classification process. 

The subsequent sections of the paper are organized as 
follows: Section II presents related works, while Section III 
provides an in-depth exploration of the proposed approach, 
detailing the core methodology. Section IV presents the 

empirical results and their subsequent analysis. In Section V, 
concluding remarks are provided, along with potential 
directions for future research. 

II. RELATED WORK 

As the pool of seismic activity data grows, deep learning is 
becoming a cornerstone in the development of EEW systems. 
Ren et al. [25] capitalized on this by implementing CNNs to 
estimate earthquake magnitudes, treating the process as a 
classification problem. Their innovative model analyzes 4-
second waveform segments from individual seismic channels 
to determine the potential impact of an earthquake. This 
approach has been validated through its successful application 
to distinct earthquake events, such as the clusters in 
Changning and Tangshan, proving its effectiveness in 
practical scenarios. Beyond academic validation, the model 
has seen real-world application, having been adopted by the 
China Earthquake Network Center (CENC) for real-time 
seismic data analysis, thus contributing to more timely and 
reliable earthquake warnings. Wang et al. [26] proposed a 
sophisticated deep learning model using long short-term 
memory (LSTM) neural networks to enhance onsite EEW 
systems. By analyzing the initial P waves to predict 
destructive S waves, this approach aims to mitigate the 
limitations of fixed-threshold single indicators, addressing 
complex nonlinearities due to varying travel paths and site 
effects. The LSTM model's proficiency was validated by 
testing it with recent seismic events in Taiwan, achieving 
remarkable accuracy with a 0% missed alarm rate and a mere 
2.01% false alarm rate. 

Expanding the scope of DL in EEW, Hu and Zhang [27] 
have designed a DL model that predicts the range of 
earthquake magnitudes with greater precision and reliability 
than traditional models. Despite its sophistication, this model 
could be prone to overfitting when faced with limited or noisy 
data, which might limit its application to new seismic events. 
Wang et al. [28] have pushed the boundaries further with 
DLcav, a CNN model aimed at predicting the cumulative 
absolute velocity (CAV) from seismic waveforms. DLcav 
stands out for enhancing the prediction of earthquake-induced 
damage, which is a crucial component of EEW. Datta et al. 
[29] introduced DeepShake, a novel deep spatiotemporal 
recurrent neural network designed for forecasting shaking 
intensities using real-time ground-motion data. This network-
based model predicts future shaking across an array of stations 
without prior knowledge of their locations, learning from data 
on wave propagation patterns. Tested in the 2019 Ridgecrest 
earthquake sequence, DeepShake successfully alerted for 
significant shaking events with an equal error rate of 11.4%, 
indicating its potential as a reliable one-step early warning 
system for earthquakes. 

Kavitha et al. [30] advanced the field of EEW through 
their development of the 3S-AE-CNN model, a novel 
innovation in deep learning applications. This model excels in 
quickly assessing crucial earthquake parameters, such as size 
and location, immediately after detecting the initial P-wave. 
The integration capabilities of this model with Internet of 
Things (IoT) technology could revolutionize the 
responsiveness of EEW systems. In a similar vein, Yanwei et 
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al. [31] have presented EEWNet, a cutting-edge deep learning 
framework that promises to rapidly and accurately predict 
earthquake magnitudes by analyzing raw P-wave data from 
single seismic stations. This model is particularly adept at 
dealing with earthquakes in the magnitude range of 4.0 to 5.9, 
offering a considerable improvement over existing empirical 
method. 

Meanwhile, Meng et al. [32] have introduced an EEW 
model that leverages a DenseBlock structure with a Bottleneck 
and Multi-Head Attention mechanism to classify earthquake 
magnitudes from 7-second seismic data snippets. However, 
the model performance could be compromised by the issue of 
imbalanced data, which poses a risk to its predictive 
capabilities, especially for less frequent but critical earthquake 
magnitudes. Lastly, Lin et al. [33] have developed a CNN 
tailored for magnitude prediction, utilizing just 3-second 
windows of seismic data and conceptualizing the task as a 
classification problem, reinforcing the trend towards 
integrating advanced DL techniques in EEW for enhanced 
magnitude estimation accuracy. Münchmeyer et al. [34] 
proposed TEAM-LM, a hybrid model integrating CNN and 
Transformer architectures for simultaneous magnitude and 
location prediction using 10 seconds of data. While 
demonstrating promise within EEW systems, its 
computational intensity and multi-parameter predictions could 
impact overall accuracy. 

III. MATERIALS AND METHODS 

The structure of the proposed model is shown in Fig. 1. 
The proposed model is particularly designed to enhance the 
classification process in seismic data analysis, where the 
intricacies of imbalanced classes and the necessity for precise 

initial weight settings are crucial. The adoption of ML-ABC 
and RL within our model directly addresses these critical areas 
where existing models fall short. Traditional algorithms often 
fail to offer a systematic method for initial weight selection, 
which can hinder the learning phase by causing slower 
convergence and the risk of settling on suboptimal minima. 
This can be particularly problematic in seismology, where the 
timeliness and accuracy of predictions are paramount. 

Moreover, current models are not adequately equipped to 
deal with class imbalance, a frequent issue in seismic data 
where large magnitude events are rare. These models tend to 
be biased towards the majority class, resulting in a significant 
oversight of minority classes which are often the most critical 
to detect accurately in the context of earthquake early warning 
systems. Our approach, through ML-ABC, provides a 
carefully considered and diverse set of initial weights, 
enhancing the model's ability to escape local minima and 
converge more efficiently to a global solution. 

Furthermore, the RL component of our model is tailored to 
assign a higher reward to the correct classification of the 
minority class, effectively shifting the model's focus towards 
these critical predictions. This is a substantial improvement 
over traditional supervised learning methods, which may not 
have sufficient representative data to train effectively across 
all classes. RL's adaptability in the learning policy allows for a 
more balanced exploration of the decision space, leading to 
strategies that favor the accurate classification of 
underrepresented classes. This adaptive nature of RL in our 
model sets it apart from existing methods, equipping it to 
overcome the inherent limitations faced by conventional 
classification approaches in the context of EEW systems. 

 
Fig. 1. The proposed model.
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A. Pre-training Phase 

The accuracy of network weights' initial values holds 
significant importance for deep models. If these initial settings 
are inaccurate, their repercussions can cascade throughout the 
model's training process, potentially leading to challenges 
related to convergence. Acknowledging the pivotal role of 
weight initialization, the initial phase of this study embarks on 
establishing the optimal configurations for both the CNN and 
the feed-forward neural network. To address the predicament 
of weight initialization, we introduce a groundbreaking 
approach called the ML-ABC technique. This strategy seeks 
to revolutionize the conventional process of determining 
initial values for network weights. In typical scenarios, the 
selection of initial weights relies on various methods, often 
incorporating heuristic or random techniques. However, the 
ML-ABC method introduces a higher level of intelligence into 
this process. By combining the principles of artificial bee 
colony optimization with the concept of mutual learning, the 
ML-ABC approach draws inspiration from the cooperative 
behaviors observed in natural bee colonies. This innovative 
approach aims to generate optimal initial weight seeds by 
enabling the network to learn and evolve collaboratively 
through the exchange of insights and knowledge. This 
facilitates a more informed and efficient weight initialization 
process. 

1) The ML-ABC algorithm: The ABC algorithm, drawing 

inspiration from the intricate behaviors of honeybees when 

foraging for food, mirrors the collective intelligence and 

intricate actions observed in nature. This algorithm provides a 

methodical and intuitive approach to solving optimization 

problems. At its core, the ABC algorithm comprises four 

essential components: 

a) Worker Bees: Functioning as the initial explorers, 

these bees venture into a designated area or target zone to 

identify potential food sources. Their actions are not random 

but are guided by their knowledge of previous sources, 

evaluating the quantity and quality of nectar available. After 

gathering information, they return to the hive to share their 

findings. 

b) Observer Bees: Situated within the hive, observer 

bees absorb and analyze the information brought by the 

worker bees. Their decisions are based on shared information, 

particularly the quality and quantity of nectar discovered. If a 

worker bee's dance (used to communicate food source 

information) is compelling and suggests a rich source, 

observer bees are influenced to visit that location. This dance-

based decision-making process ensures the swift exploitation 

of promising food sources. 

c) Scout Bees: These bees act as adventurers, stepping 

in when a food source becomes depleted or no longer viable. 

Rather than relying on dance-based information, scouts 

explore the surroundings to find fresh food sources in a 

stochastic manner. Their role ensures the hive's adaptability 

and resilience to changing conditions. 

d) Food Sources: Representing potential solutions to the 

optimization problem, each food source possesses a nectar 

quantity that reflects the quality or fitness of the associated 

solution. The collective aim of the worker bees, observer bees, 

and scouts is to maximize nectar accumulation, analogous to 

seeking optimal solutions in a computational context. 

The brilliance of the ABC algorithm lies in its adaptability. 
By mimicking the foraging behaviors of honeybees, it 
achieves a balance between exploring new solutions and 
exploiting known ones. This intricate interplay of roles and 
responsibilities, guided by nature-inspired principles, positions 
the ABC algorithm as a robust tool in the realm of 
optimization [35]. 

Eq. (1) elucidates the process of generating a new position, 
utilizing spatial information from the worker bee. If the nectar 
found at the new position surpasses the quality of the previous 
location, the bee will adopt the new position, abandoning the 
former one. Conversely, if the quality of the nectar is subpar, 
the bee retains the memory of its previous location. 

     
 
   

 
   

 
   

 
   

 
    (1) 

The equation employs the index   to represent the i-th 
position, where each solution    comprises a set of   
parameters. The parameter   signifies the count of parameters 
subjected to optimization, while   signifies an alternative 

random solution distinct from  . The variable   
 
 is randomly 

chosen from the interval [0, 1]. Introducing a change to one 
parameter of    generates a novel solution     which may differ 
from the original one. 

During an optimization process in "D" dimensions, a 
dimension is randomly selected, and its value is adjusted, with 
the fitness value determining the superior outcome in each 
iteration. As indicated in Eq. (1), the novelty and irregularity 

of the fresh food source     
 
 stem from its dependence on two 

variables,   
 
 and   

 
  

To create a food source with enhanced fitness, we leverage 
knowledge derived from mutual learning between the present 
and adjacent food sources. This aspect is pivotal in the ABC 
algorithm, as it necessitates a food source with a heightened 
fitness value [36]. 
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where,      and      denote the fitness values of the 
neighboring and current food sources, respectively. The 

variable   
 
 is a uniformly distributed random integer ranging 

from 0 to F, where F represents a positive mutual learning 
factor. Novel solutions enhance their fitness by evaluating 
nearby and current food sources and gravitating toward 
superior choices. If the current food source offers better 
fitness, the candidate solution aligns with it; otherwise, the 
solution moves toward a neighboring source. The stability of 
food positions hinges on the value of F, which must be a non-
negative positive number yielding improved solution. 

As the value of F incrementally rises from zero to a 
specific threshold, the disturbances observed in the 
corresponding point diminish. This signifies that the fitness 
value of the alternative food source is converging to, or 
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closely approaching, the higher fitness value. However, an 
elevated F value disrupts the delicate balance between 
exploration and exploitation. In order to illuminate the 
potential solution in the ML-ABC algorithm, our research's 
encoding technique vectorizes the CNN and feed-forward 
weights. It is challenging to provide precise weights, but 
through several attempts, we devised a method of encoding 
that strives for the utmost accuracy. An example of encoding a 
feed-forward network with three hidden layers and a CNN 
network with three layers, each layer comprising three filters, 
is shown in Fig. 2. The array's weight matrices are all 
referenced as rows, and this is crucial information to 
remember. 

For the purpose of determining how effectively a solution 
fits into the developed DE algorithm, the fitness factor is 
constructed as follows: 

        
 

  ∑      ̃  
  

   

   (3) 

The    and  ̃  represent the target and projected labels, 
respectively, for the i-th dataset, while   indicates the total 
number of cases. 

B. Deep Reinforcement Learning 

DRL presents a robust approach within the realm of deep 
learning, where an agent dynamically engages with its 
environment to optimize rewards. This dynamic learning 
process equips the agent to navigate uncertain situations and 
make a sequence of decisions, proving particularly valuable in 
diverse domains like robotics, healthcare, and finance [37]. 
DRL's competence in handling tasks necessitating sequential 
decisions and its adaptability to unpredictable scenarios 
underscore its versatile, practical applicability. A primary 

challenge in tasks involving categorization arises from 
imbalanced datasets, where one category significantly 
outweighs others. This imbalance can lead to biased learning, 
as conventional categorization methods tend to prioritize the 
dominant category heavily, consequently hindering the 
recognition of less prominent ones. In such cases, DRL 
emerges as a more efficacious strategy for training neural 
networks compared to conventional methods. DRL tackles the 
uneven categorization issue by incorporating a reward-based 
system. By judiciously assigning rewards, the agent's attention 
can be steered towards instances from less prevalent 
categories, thereby enhancing the accurate identification of 
these infrequent groups. This incentive-driven model 
establishes a comprehensive decision-making approach, 
giving prominence to the detection and categorization of rare 
incidents or less common categories. 

In the domain of deep Q-learning, the agent's objective is 
centered on selecting actions that maximize the potential 
rewards in forthcoming situations. The rewards expected in 
future scenarios, denoted by the reward value, decrease over 
time with the discount rate γ, as depicted in Eq. (3). In this 
context, T represents the final time step of an episode. 

   ∑       
         (4) 

Q-values stand for the measure of state-action interactions' 
effectiveness and symbolize the predicted result of policy π 
when action a is taken in state  . This calculation is illustrated 
in Eq. (4). 

                           (5) 

 
Fig. 2. Strategy for encoding employed in the algorithm being suggested.
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The action-value function that yields the maximum 
expected reward among all strategies following the 
observation of state s and the execution of action a is 
computed as illustrated in Eq. (5). 

                                (6) 

The function applies the Bellman equation [38], which 
asserts that the highest expected result for a specific action is 
the combination of the current action's rewards and the 
maximum expected outcome from subsequent actions in the 
following step. This idea is illustrated in Eq.  (6). 

       =                                 (7) 

The calculation of the optimal action-value function is 
conducted in a step-by-step manner utilizing the Bellman 
equation, as demonstrated in Eq. (7). 

         =                
                 (8) 

During the training process, as the network encounters 
state  , it generates a corresponding action for that state. 
Subsequently, the environment provides a reward r and 
transitions to the next state   . These variables are combined 
into a tuple           , which is then stored in memory  . 
Collections of these tuples, referred to as Batches B, are 
selected to perform gradient descent. The formula to compute 
the loss is described as shown in Eq. (8). 

      = ∑              
 

               (9) 

In this context,   represents the weights of the model, 
while y represents the estimated target for the Q function. This 
estimation involves summing the reward associated with the 
state-action combination and the discounted highest Q value in 
subsequent time steps, as demonstrated in Equation 9. 

                           (10) 

It is worth highlighting that the Q value assigned to the 
terminal state is set to 0. The magnitude of the gradient for the 
loss function at iteration   can be computed using Eq. (10). 

   
        ∑                 

                        (11) 

Through executing a gradient descent iteration on the loss 
function, the model's weights are updated as per Eq. (11). This 
adjustment aims to reduce the disparity, with α representing 
the learning rate that governs the degree of progress in the 
optimization process. 

    =       
            (12) 

In this paper, our emphasis lies in applying the RL-driven 
algorithm in the realm of EEW. The following explanation 

elucidates the functioning of the methodology and imparts 
comprehension of each constituent element: 

 State   : This corresponds to the image observed at the 
time step  . 

 Action   : The classification performed on the image is 
treated as an action. This represents a decision made by 
the network based on its existing understanding of the 
goal. 

 Reward   : A reward is provided for each classification, 
designed to guide the network toward precise 
categorization. The formulation of this reward 
mechanism is presented as follows: 

             {

                   

                    

                   

                    

          (13) 

Here,    and    respectively refer to the majority and 
minority classes. Accurately/incorrectly categorizing a sample 
from the majority class results in a gain/loss of      . The 
proposed method directs the network towards prioritizing the 
precise classification of instances from the rarer class, 
assigning a higher absolute value as a reward. Simultaneously, 
incorporating the majority class and a versatile reward 
parameter within the interval of       introduces 
intricacy to the reward structure, enabling precise tuning of the 
network's emphasis between the more prevalent and less 
common classes. 

IV. EMPIRICAL EVALUATION 

A. Dataset 

The data utilized in this investigation consists of three-
component waveform data sampled at a frequency of 100 Hz. 
These data were collected by CENC from 1104 stations 
located in China over the time span from 2009 to 2017 [32]. 
As seismic waves propagate, their energy weakens as the 
distance of propagation increases. Consequently, the 
characteristics of waveforms tend to deteriorate. To address 
this, we have chosen seismic waveforms with epicentral 
distances shorter than 200 km. These waveforms might 
display disruptions and overlaps due to issues like network 
communication anomalies and equipment malfunctions. 
Therefore, we employ the "obspy" library to reprocess the data 
in this study. The composition of the training and test sets is 
presented in Table I. 

TABLE I.  WAVEFORM DISTRIBUTIONS FOR THE UNBALANCED DATASET PRESENTED BY CENC 

Magnitude range Waveforms in the CENC dataset 

1-2 214963 

2-3 91206 

3-4 14080 

 4 4017 
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B. Metrics 

We employ various metrics such as Accuracy, F-measure, 
and G-means, which are defined as follows: 

         
     

                       
  (14) 

          
  

     
   (15) 

       
  

     
    (16) 

            
  

     
  (17) 

        √                        (18) 

Here, TP represents the true positives, or the count of 
actual positives accurately identified by the model. TN 
denotes the true negatives, referring to the actual negatives 
that the model correctly predicts. FP stands for false positives, 
which are the actual negatives that the model erroneously 
labels as positive. Lastly, FN indicates the false negatives, 
meaning the actual positives that the model incorrectly 
classifies as negative. 

C. Comparator Models 

During the evaluation phase, a comprehensive comparative 
analysis was conducted to assess the performance of our 
proposed model in comparison to five distinct deep learning 
frameworks: SeisNet [25], EEWMagNet [32], MagEstNet 
[39], QuakeClassNet [40], QuakeNet [41]. This rigorous 
examination aimed to offer a holistic perspective on our 
model's efficacy in relation to contemporary methodologies. 
To further explore various adaptations of our proposed model, 
two modified versions were introduced into the analysis. The 

first variant, referred to as "Proposed with RL," maintained an 
architectural design akin to our original model while 
excluding the application of the ML-ABC technique. 
Conversely, the second variant, "Proposed with ML-ABC," 
omitted the use of the RL technique for classification. To 
thoroughly evaluate the performance of these models, 
established metrics were employed, with a specific focus on 
metrics like the F-measure and geometric mean, known for 
their suitability in cases of skewed data distributions. 

D. Results 

The outcomes of this evaluation, as detailed in Table II, 
distinctly showcase the superior performance of our proposed 
model when compared to all other contenders, even including 
well-established models such as EEWMagNet and SeisNet. 
Across all evaluation criteria, our model consistently 
demonstrated its superiority over its counterparts. 
Remarkably, the model achieved substantial reductions in 
errors, showcasing improvements of 25% and 10% in the F-
measure and G-means metrics, respectively. These noteworthy 
enhancements underscore the model's ability to effectively 
address challenges posed by imbalanced data distributions and 
its proficiency in delivering more accurate predictions. 

A particularly illuminating comparison emerges when we 
consider the model's modified versions - "Proposed with RL" 
and "Proposed with ML-ABC". The advantages inherent in 
the integration of ML-ABC with the RL approach become 
evident. Our primary model achieved a substantial reduction 
in errors, nearly 30%, relative to its modified versions. This 
emphasizes the pivotal roles of both ML-ABC and RL in 
augmenting the model's performance, underscoring their 
significance in advancing the development of cutting-edge 
deep learning systems. 

TABLE II.  PERFORMANCE METRICS OF THE PROPOSED MODEL VERSUS COMPARATOR DEEP MODELS 

 Accuracy F-measure G-means 

EEWMagNet 0.8914±0.1405 0.8622±0.2001 0.8515±0.0104 

SeisNet 0.8510±0.1553 0.7471±0.1054 0.8002±0.0402 

MagEstNet 0.8105±0.1404 0.7302±0.1404 0.8006±0.1201 

QuakeClassNet 0.7901±0.1006 0.5502±0.0953 0.6505±0.2502 

QuakeNet 0.6703±0.1205 0.6702±0.2103 0.7503±0.0051 

Proposed with RL 0.8104 ± 0.0627 0.7918 ± 0.1623 0.8303 ± 0.2622 

Proposed with ML-ABC 0.8615 ± 0.0243 0.8506 ± 0.0517 0.8609 ± 0.0921 

Proposed 0.9217 ± 0.0384 0.8814 ± 0.0297 0.9066 ± 0.0423 

Table III presents a comparative analysis of the 
performance metrics for various deep learning models, 
including the proposed model, across two classes: EM <4 and 
EM ≥4. In the EM <4 class, the proposed model exhibits a 
superior performance with an accuracy of 0.9012±0.0450, 
indicating its robustness in this category. This performance is 
notably higher than that of EEWMagNet and SeisNet, which 
have accuracies of 0.8714±0.1210 and 0.8616±0.1020, 
respectively. MagEstNet and QuakeClassNet show moderate 
performance, while QuakeNet trails with the lowest accuracy 

in this class. For the EM ≥4 class, the proposed model again 
leads with an impressive accuracy of 0.9415±0.0056, 
significantly outperforming all comparator models. 
EEWMagNet, with an accuracy of 0.9012±0.0255, follows as 
the second most accurate model. SeisNet and MagEstNet 
show relatively similar performances, while QuakeClassNet 
and QuakeNet lag behind, indicating potential challenges in 
accurately classifying instances in this higher EM category. 
The consistency in the leading performance of the proposed 
model across both classes underscores its effectiveness and 
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reliability in binary classification tasks within this context. 
This superiority is particularly notable in the EM ≥4 class, 
where the margin of its lead suggests a higher degree of 
precision and confidence in its predictive capabilities. These 
results highlight the potential of the proposed model as a 
robust tool for classification in the studied domain. 

Fig. 3 depicts the receiver operating characteristic (ROC) 
curves for the techniques outlined in Table I. The primary 
metric employed for assessing the effectiveness of classifiers 
is the area under the curve (AUC). An AUC value of 1 
signifies perfect differentiation, while a value of 0.5 indicates 
performance equivalent to random chance. Among the various 
models, SeismoNet stands out with an impressive AUC score 
of 0.81. This remarkable result showcases its exceptional 
ability to distinguish between positive and negative outcomes, 
providing further evidence of the method's robust predictive 
prowess. 

In contrast, both EEWMagNet and SeisNet demonstrated 
average AUC scores of 0.69 and 0.51, respectively, falling 
short of the performance achieved by our proposed model. 
The remaining models, including QuakeNet, QuakeClassNet, 
and QuakeNet, yielded less favorable results, exhibiting AUC 
scores ranging from 0.48 to 0.51. Notably, the performance of 
the QuakeNet model was notably lower, achieving a meager 
AUC of 0.48, just slightly surpassing the threshold for random 
prediction. The ROC curves vividly illustrate the disparities in 

performance across the evaluated methods, with our proposed 
model showcasing superior performance in discriminating 
between different outcomes. 

Fig. 4 illustrates the error progression observed in the 
proposed model over a span of 500 epochs. Commencing with 
an initial error measurement of 10, a consistent downward 
trajectory becomes evident as the epochs advance. This 
sustained decline in error validates the model's ability to adapt 
and enhance its predictive capabilities with the accumulation 
of training iterations. 

It is noteworthy that the most significant reduction in error 
occurs during the earlier epochs, gradually tapering off as the 
epochs accumulate. This pattern suggests diminishing returns 
in terms of error reduction as training prolongs, particularly 
after approximately the 425th epoch. Around this point, the 
error stabilizes, maintaining a relatively constant value of 
approximately 4.2962 across subsequent epochs. This plateau 
implies that continuing training beyond this juncture might not 
yield substantial performance improvements, implying the 
likelihood of the model reaching convergence. 

Furthermore, this stability could serve as an indicator of 
potential overfitting, especially if there is no subsequent 
improvement observed on external validation or testing 
datasets. This underscores the importance of monitoring the 
model's behavior and performance to strike the right balance 
between training duration and preventing overfitting. 

TABLE III.  PERFORMANCE METRICS OF THE PROPOSED MODEL VERSUS COMPARATOR DEEP MODELS BY CLASS 

                        Model 

      Class 

EEWMagNet SeisNet MagEstNet QuakeClassNet QuakeNet Proposed 

EM <4 0.8714±0.1210 0.8616±0.1020 0.7914±0.2356 0.8015±0.1148 0.7014±0.1263 0.9012 ± 0.0450 

EM ≥4 0.9012±0.0255 0.8423±0.1026 0.8216±0.1462 0.7726±0.1065 0.6425±0.1105 0.9415± 0.0056 

 
Fig. 3. The ROC chart illustrates the ROC curves for the proposed model and other benchmark techniques. The blue dashed line on the graph represents the ROC 

curve corresponding to random guessing.
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Fig. 4. Diagram illustrating the comparative dynamics of errors.

1) Impact of the reward function: Within our devised 

model, we introduced a reward mechanism to handle class 

imbalances effectively. In the case of the majority class, 

correct predictions were rewarded with a score of +1, while 

incorrect ones incurred a penalty of -1. For the minority class, 

accurate predictions garnered rewards of +λ, while incorrect 

ones resulted in penalties of -λ. The specific value of λ was 

adjusted based on the ratio between majority and minority 

samples. Notably, as this ratio increased, the optimal λ tended 

to decrease. 

To explore the impact of λ, we thoroughly analyzed the 
model's performance across a spectrum of λ values ranging 
from 0 to 1, incrementing by intervals of 0.1. Throughout this 
analysis, the reward for the minority class remained 
consistent. The findings are presented in Fig. 5. At λ = 0, the 

influence of the majority class was minimal, while at λ = 1, 
both classes carried equal significance. 

The data underscores that the model's most optimal 
performance is achieved when λ is set to 0.6, according to all 
evaluation criteria. This indicates that the most suitable value 
for λ resides between the extremes of 0 and 1. It is essential to 
recognize that while adjusting λ to diminish the dominance of 
the majority class is essential, setting it too low can potentially 
undermine the overall model performance. 

This investigation highlights the critical role that the 
choice of λ plays in shaping the model's outcomes. 
Determining the ideal value of λ hinges on the relative 
frequency of majority and minority samples, emphasizing the 
significance of meticulous parameter adjustments to attain 
optimal result. 

 
Fig. 5. Generating graphs illustrating the performance metrics of the proposed model as they vary in response to different λ values incorporated within the 

reward function.
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2) Impact of the loss function: A wide array of strategies 

is available to tackle data imbalances within the realm of 

machine learning [42]. These encompass enhancements in 

data augmentation methodologies as well as the careful 

selection of an appropriate loss function. The pivotal role of 

the chosen loss function in enabling the model to capture the 

intricacies of the underrepresented class comprehensively 

cannot be overstated. Our investigation delved into the 

effectiveness of five distinct loss functions: Weighted cross-

entropy (WCE) [43], balanced cross-entropy (BCE) ] [44], 

Dice loss (DL) [45], Tversky loss (TL) [46], and Combo Loss 

(CL) [47]. 

While both WCE and BCE commonly utilized loss 
functions that treat positive and negative instances with equal 
weight, their performance may falter when faced with datasets 
exhibiting significant imbalances that heavily favor the 
minority class. On the contrary, DL and TL emerge as more 
suitable choices for datasets characterized by pronounced 
imbalances, showcasing notably improved results in relation 

to the minority class. Among these, CL takes a distinctive 
position as an exceedingly effective loss function, particularly 
tailored to datasets characterized by skewed distributions. 
Through judicious adjustments of the loss function's weights, 
CL elevates the significance of intricate samples, thereby 
conferring them a greater influence than straightforward ones. 

Our meticulous analysis of these loss functions has been 
meticulously detailed in Table IV, yielding illuminating 
insights. The outcomes of this study underscore the 
exceptional performance of CL in comparison to TL, leading 
to an impressive 13% reduction in error rate accuracy and a 
substantial 25% enhancement in the F-measure, a pivotal 
metric for model evaluation. However, it is imperative to note 
that, despite its remarkable achievements, CL falls short by 
20% when measured against our proposed model, which has 
been intricately designed to tackle binary classification 
challenges. This underscores the context-specific nature of 
model design and the need to tailor solutions to the particular 
problem at hand. 

TABLE IV.  COMPARISON OF THE PERFORMANCE METRICS BETWEEN THE SUGGESTED MODEL AND THE EMPLOYED LOSS FUNCTIONS 

 Accuracy F-measure G-means 

WCE 0.7432± 0.1132 0.7215± 0.0130 0.7510± 0.1255 

BCE 0.8001± 0.1021 0.7622± 0.0102 0.8025± 0.0101 

DL 0.8042± 0.2033 0.7992± 0.0106 0.826± 0.1000 

TL 0.8320± 0.1203 0.8148± 0.0436 0.8450± 0.2062 

CL 0.8630± 0.0247 0.8440± 0.0152 0.8639± 0.0152 

3) Impact of the number of CNNs: The proposed 

architecture employs multiple CNNs to derive feature vectors 

from input images concurrently. The quantity of these CNN-

based feature extractors significantly influences the model's 

performance. Utilizing an insufficient number of CNNs can 

lead to subpar feature extraction, while an excessive number 

might result in overfitting or the inclusion of redundant 

information. Both these extremes have the potential to 

undermine the efficacy of the model. To identify the ideal 

number of CNNs, an evaluation of the proposed model was 

conducted across a range of one to seven CNN feature 

extractors. 

The outcomes of this investigation reveal that the model 
attains its peak performance when equipped with three CNNs, 
as clearly depicted in Fig. 6. Interestingly, the model's 
performance exhibited a decline when six and seven CNNs 
were employed. Strikingly, these cases even yielded results 
inferior to those obtained using a solitary CNN. This finding 
underscores the delicate balance required in selecting the 
number of CNNs for optimal performance, where an excess 
can prove detrimental rather than beneficial. 

 
Fig. 6. Graphing the performance measurements of the suggested model concerning changes in the count of convolutional feature extractors.
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4) Discussion: The study unveiled an innovative EEW 

model that was specifically designed to classify earthquake 

magnitudes rapidly. This classification was achieved through 

the analysis of a 7-second, three-component seismic waveform 

record acquired from the CENC. This novel model 

architecture featured a distinctive incorporation of three 

concurrent dilated convolution layers. These layers played a 

pivotal role in extracting crucial feature vectors that were 

subsequently employed for effective classification tasks. 

Addressing the inherent challenges tied to data imbalances 
often encountered in conventional EEW models, the research 
integrated an algorithm based on RL. This strategic approach 
aimed to enhance the accuracy of sample classifications by 
providing appropriate rewards to the model. In the training 
process, individual samples were visualized as distinct states 
within a sequence of interconnected decision points. 
Functioning as an agent, the neural network received rewards 
or penalties based on its performance in accurately 
distinguishing between various classes. 

To initiate the weight pre-training of the model, a unique 
approach known as ML-ABC was introduced. This pioneering 
technique dynamically adjusted the optimal "food source" for 
candidate solutions, encompassing components of mutual 
learning that were intricately linked to the starting weights. 
This innovative initialization process contributed to the ability 
of the model to learn and adapt during subsequent training 
phases. 

The model proposal, crafted using seismic waveform 
records obtained from the CENC, exhibits potential limitations 
when attempting to extend its applicability to various global 
datasets. Its fundamental design, intricately linked to the 
distinct seismic characteristics unique to the CENC, raises 
substantial concerns regarding its performance when applied 
to regions such as California, renowned for the San Andreas 
Fault, or Japan, a significant participant in the Pacific Ring of 
Fire [48]. This potential challenge unfolds in two aspects: 
firstly, the model might internalize and overly emphasize the 
particular attributes of the CENC dataset, and secondly, it 
could inadvertently absorb any biases inherently present 
within that dataset. Such an excessively specialized adaptation 
could significantly hinder the capacity of the model to adapt to 
broader, more diverse contexts, impeding its generalization 
capabilities [32]. 

Furthermore, while the algorithms incorporated within the 
proposed model, such as RL and dilated convolution layers 
have been meticulously fine-tuned to accommodate CENC 
data, their flexibility when applied to unfamiliar datasets, 
remains questionable. A common issue observed with 
specialized algorithms is their susceptibility to overfitting on 
the training data, rendering them less adaptable and responsive 
when presented with previously unseen data. Take the RL 
algorithm, for instance, which has been structured with reward 
mechanisms tailored to the unique attributes of the CENC 
dataset [49]. This design might lead to challenges when 
confronted with datasets that possess distinct seismic event 
distributions. Similarly, the dilated convolution layers, 
optimized specifically to decipher intricate patterns inherent in 

CENC data, could either overlook or misinterpret vital 
features originating from divergent geographic regions [50]. 

The complexities inherent in seismic data are multifaceted, 
and the presence of noise or anomalies can wield substantial 
influence over the accuracy and dependability of any 
predictive model [51]. In regions marked by dense 
urbanization or significant industrial undertakings, the 
vibrations stemming from everyday human activities like 
traffic movement, construction endeavors, or even the 
operations of underground subway systems can introduce 
supplementary signals into the seismic data. Likewise, natural 
geophysical disturbances such as volcanic eruptions, 
landslides, or even robust winds and oceanic waves can 
engender disturbances that might be misconstrued as seismic 
activity by a model that hasn't been primed to contend with 
such factors [52]. 

The susceptibility of the proposed model to such 
extraneous signals takes on heightened concern when 
pondering the repercussions of erroneous alerts or missed 
predictions.  The occurrence of false alarms, where the model 
inaccurately forecasts a seismic event due to noise, holds the 
potential to induce unwarranted panic and economic 
disruptions and erode public trust in the reliability of the 
system. Conversely, if the model fails to identify a genuine 
seismic event owing to its confusion with noise, the 
ramifications could be gravely severe, encompassing loss of 
lives and property. 

Furthermore, managing noise isn't merely a matter of 
filtering out undesired signals; it also necessitates the ability to 
discriminate between noise and legitimate seismic activities 
that might exhibit similar characteristics. The challenge lies in 
striking a delicate equilibrium wherein the model remains 
attuned to authentic seismic events while discarding irrelevant 
data. Achieving this equilibrium mandates the training of the 
model on diverse datasets that encapsulate a broad spectrum 
of noise scenarios and authentic seismic patterns. 

Moreover, it is imperative to recognize that the refinement 
and fine-tuning of the model should remain an ongoing 
process. This is particularly significant due to the dynamic 
nature of noise sources, which can evolve over time. As cities 
expand, infrastructure undertakings progress and the 
landscape of human activity evolves, the nature of noise 
embedded within seismic data will inevitably undergo 
transformations. This dynamic characteristic underscores the 
necessity for the model to be adaptable rather than static, 
prepared to accommodate and surmount the challenges that 
emerge from evolving noise profiles [53]. 

V. CONCLUSION 

This manuscript introduces SeismoNet, an innovative 
EEW model that capitalizes on a 7-second, three-component 
seismic waveform record sourced from the CENC. The 
architecture of the model is characterized by the inclusion of 
three concurrent dilated convolution layers, which play a 
pivotal role in the extraction of feature vectors. These vectors 
are subsequently amalgamated to facilitate the classification 
process. In response to the challenges stemming from data 
imbalances within the realm of EEW models, an RL-based 
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algorithm has been seamlessly integrated. This algorithm 
rewards the model agent more prominently for precise sample 
classifications, thereby enhancing its learning process. 

The training mechanism of the model is visualized as a 
sequence of interconnected decision points, with each 
individual sample treated as a discrete state. Within this 
framework, the neural network assumes the role of an agent, 
and its performance in distinguishing between the minority 
and majority classes is met with corresponding rewards or 
penalties. 

For the initial weight pre-training of the model, a 
groundbreaking ML-ABC technique is introduced. This 
method exhibits dynamic adjustments to the optimal "food 
source" for candidate solutions, ingeniously incorporating 
mutual learning components that are intricately linked to the 
initial weights. This innovative initialization process lends the 
model adaptability and enhances its capacity to learn and 
adapt during subsequent training phases. 

A comprehensive suite of experiments has been conducted 
using the designated dataset to discern optimal parameter 
values, including the formulation of the reward function. The 
outcomes of these experiments resoundingly underscore the 
efficacy of our proposed methodology when juxtaposed with 
alternative approaches that were explored within the confines 
of this study. This affirmation further solidifies the viability 
and potential of the proposed model as a robust solution for 
Earthquake Early Warning systems. 
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Abstract—The Lampung University repository system is a 

repository of data related to study, community service, and other 

scientific works, currently has 37242 documents accessible 

through repository.lppm.unila.ac.id. Despite the amount of data, 

its optimal use as an information retrieval remains unrealized, 

hindering the effective promotion of Lampung University's 

scientific publication excellence. Recognizing the limitations of 

existing information retrieval systems that are limited to specific 

methods for topic identification through clustering, this study 

aims to develop a retrieval system for Lampung University's 

repository using Vector Space Model (VSM), K-Means and 

Latent Semantic Analysis (LSA) that generates clusters and 

study expertise at the level of study program, faculty and 

Lampung University. The methodology includes data collection, 

preprocessing, modeling, evaluation and system deployment. The 

results show that the number of clusters obtained for the 

university level is 7 clusters, for the faculty level are 6, 7, 8 and 10 

clusters, and for the program level are 3 to 5 clusters. In 

addition, the finding topic identification indicate that the 

expertise topics at Lampung University, which are agriculture, 

soil, education, plants, learning, society, Lampung. This study 

contributes to optimizing the information retrieval system, 

promoting academic excellence, and advancing the 

understanding of study expertise at Lampung University. 

Keywords—Information retrieval; Vector Space Model (VSM); 

k-means; Latent Semantic Analysis (LSA); clustering; topic 

identification; scientific publication information  

I. INTRODUCTION 

The Lampung University repository system is a data 
repository accessible to all lecturers and the academic 
community through the address repository.lppm.unila.ac.id. 
According to Google index data, the publication data already 
contains 37242 documents. Additionally, the University of 
Lampung Repository System is utilized to store lecturer data 
related to study activities, publications, community service, and 
other achievements. All data stored in this repository is 
traceable based on divisions at the University of Lampung, 
namely faculties, study programs, authors and years of study. 
The data stored in this repository can serve various purposes, 
including as a source of information, for literature reviews, 
accreditation, self-evaluation, institutional achievements, and 
other tri dharma-related purposes. 

However, the data in the repository has not been effectively 
utilized as meaningful information due to the inadequacy of the 
system in accessing and managing data in an informative 
manner. Consequently, units within Lampung University 
encounter difficulties when searching for relevant scientific 
publications in their areas of expertise. Furthermore, 
understanding the strength of study fields based on the 
obtained information is crucial to assess the excellence of study 
at the University of Lampung. 

One of the technologies that can be used to extract 
information from a repository system is an information 
retrieval system. Several studies such as Information Retrieval 
for Digital Library [1], Information Retrieval for Faculty Study 
Repositories [2], Information Retrieval for Bibliographic 
Control and Institutional Repositories [3], Multilingual 
Information Retrieval [4], have proven that information 
retrieval systems can effectively collect and determine 
information from various repositories. In study [1], they 
improved the existing digital library system, namely Sowiport, 
by integrating heterogeneous databases through an information 
retrieval system approach. As a result, they obtained 513,000 
data entries from 25 different thesauri, enhancing keyword 
search capabilities. In addition to digital library system [1], 
there are other studies related to educational repositories which 
are studies [2][3]. The study [2] aims to evaluate faculty study 
repositories used in higher education institutions. One aspect of 
the evaluation is to identify relevant articles from nine 
academic databases using an information retrieval system 
approach. The results indicate that the evaluated and 
redesigned system improves the preservation of scientific study 
results. While study [3] improves the quality of their data, 
metadata, and semantic data through an information retrieval 
system approach, the results support their control over the 
bibliography, including a repository that is rich and clean. In 
terms of diversity of information data, compared to other 
studies that collect data in various languages through 
information retrieval systems [4], they successfully gathered 
over 77 thousand Wikipedia queries in 18 languages. This 
supports improvements in data retrieval across multiple 
languages. 

*Corresponding Author 
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The implementation of an information retrieval system 
must be accompanied by the utilization of techniques. The 
follow-up regarding the application of techniques can be 
observed in studies [5] [6] [7]. Study [5] employs data mining 
techniques to enhance information retrieval within their digital 
institutional repository, yielding personalized profiles specific 
to each user group in their repository. In study [6], an 
information retrieval system and data mining techniques were 
employed, specifically an Expertise Recommender System. 
This approach was utilized to develop a prototype system 
aimed at identifying and recommending thesis advisors for 
specific subjects. Unfortunately, specific data mining methods 
used in studies [5] [6] are not mentioned. On the other hand, 
study [7] developed an information retrieval system using 
hybrid deep fuzzy hashing algorithm to address issues related 
to similarity measurement procedures. Experimental result 
showed that the proposed model achieved higher retrieval 
accuracy compared to conventional models, although it is 
limited in feature selection.  

Additionally, other approaches, such as Natural Language 
Processing (NLP), can be employed, as demonstrated in study 
[8] [9]. Study [8] developed an information retrieval system 
using NLP techniques to address employee queries based on 
knowledge from their internal site. The results showed that the 
queries were successfully responded to with relevant answers, 
although there is potential for further acceleration in the 
process. Furthermore, study [9] developed a search system by 
implementing information retrieval system techniques, Jaccard 
and cosine similarity matrix techniques. These methods were 
utilized to clean and standardize data and information related to 
academic documents. The results indicated that the system 
could be utilized to recommend documents, albeit with 
limitations in searches based on divergence metrics. 

Despite significant advancements in the utilization of 
information retrieval systems across various domains [1] [2] 
[3] [4], there appears to be a noticeable gap in explicit 
discussions or study concerning the optimization of data 
generated by information retrieval systems. Several studies [5] 
[6] [7] [8] [9] mention the use of data mining techniques and 
NLP, but specific methods for topic identification through 
clustering have not been proposed. The implementation of 
clustering for topic identification is crucial, particularly in the 
context of academic data. 

The present study aims to develop an information retrieval 
system for scientific publications of Lampung University using 
the Vector Space Model (VSM), K-Means and Latent 
Semantic Analysis (LSA). We propose VSM to obtain the 
similarity in vector representations, K-Means to cluster study 
topics, while LSA is used to generate the identification of study 
topics. The use of Vector Space Model (VSM) method can 
improve the information obtained from information retrieval 
systems. A number of studies have developed information 
retrieval system that applied VSM to determine information 
[10] [11]. The study in [10] proposed the combination of two 

methods, namely VSM and description logic for concept 
extraction, which increases the level of similarity between 
documents and certain concepts in information retrieval 
systems. While, the study [11] proposed VSM based on TF-
IDF weights and word vectors to calculate semantic similarity 
for implicit citation detection problem. On the other hand, 
studies such as [12] [13] show that K-means method can be 
proposed for clustering scientific publication documents. The 
study [12] proposes a multi-verse optimizer and k-means 
algorithm for extracting topics from clustered documents. K-
means can be used especially in cases where the dataset is 
normally distributed such as scientific publication documents 
[13]. Furthermore, regarding LSA, study [14] proposed a 
method for information retrieval systems using LSA method to 
retrieve important information from questions asked by users 
or mass documents, and the results showed a positive 
contribution. Therefore, the selection of VSM, K-means, and 
LSA is proposed based on a literature review [10] [11] [12] 
[13] [14], given their effectiveness in addressing the specific 
aspects required for the study, the use of alternative methods 
may not align with our objectives. 

The objective of this study is to develop an information 
retrieval system that generates clusters and study expertise at 
the level of study program, faculty and Lampung University. 
The study is driven by the following three research questions: 
(1) How to develop the information retrieval system for 
scientific publications using the Vector Space Model (VSM), 
K-Means and Latent Semantic Analysis (LSA)? (2) How many 
clusters are formed based on data generated by the information 
retrieval system? (3) What is the most dominant study topics 
based on the results of the information retrieval system? 
Answers to these study questions are provided and discussed in 
the remaining sections of this paper, particularly in the results 
and discussion section. We aim to contribute to the ongoing 
discourse on information retrieval system development and 
provide practical insights on VSM, K-Means and LSA 
implementation to determine study expertise. 

II. STUDY METHODOLOGY 

In developing the information retrieval system (see Fig. 1), 
various stages are proposed, which include data collection, 
preprocessing, modeling, evaluation, and system distribution. 
Initially, 37242 scientific publication documents from lecturers 
were collected from the repository of the Institute for Study 
and Community Service (LPPM), University of Lampung. 
After collection, the data was preprocessed by keyword 
extraction, cleaning, language detection, translation, stemming, 
and stopword removal. The data was then modeled to achieve 
clustering and classification of study topics. The evaluation 
was done using clustering test methods such as Silhouette score 
[15], Calinski-Harabasz score [16], and Davies-Bouldin score 
[17]. Finally, the obtained study data on clusters and scientific 
publication expertise were distributed as meaningful 
information for Lampung University. 
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Fig. 1. Stages of information retrieval system development. 

III. RESULTS AND DISCUSSION 

A. Data Collection 

The first stage in the development of the Lampung 
University Lecturer Publication Information Retrieval System 
is literature study and data collection. Data collection is done 
by first creating a program using the Python programming 
language which can be seen in Fig. 2. This program was 
created to retrieve raw data from the Lampung University’s 
LPPM repository (http://repository.lppm.unila.ac.id/) into 
collection data. The rest, this program is used to collect data 
from each URL that has been registered, clean the data 
collection and convert it into csv.  

 
Fig. 2. Code of the study publication data collection program. 

 
Fig. 3. Data collection of study publication. 

Using the above program, 37242 data were retrieved. These 
data are scientific publication data of Lampung University 
lecturers, including division, title, abstract, subjects, 
publication, publisher, date, keywords. Fig. 3 shows raw data 
from Lampung University’s LPPM repository and collection 
data in the form of .csv files processed by the program. 

B. Data Preprocessing 

The next step is data preprocessing. This stage aims to 
clean the collection data prepared for data modeling. This stage 
includes several activities, including keyword extraction, data 
cleaning, language detection, language translation, stemming, 
and stopword removal. These preprocessing stages are 
performed sequentially. 

The collection data obtained from the Lampung 
University’s LPPM repository does not have good consistency, 
some data have keywords and some do not, so the first 
preprocessing stage performed is the separation of keywords 
from abstract data using the Python library and regex. After the 
keywords data are obtained, the title and abstract data are 
cleaned by separating some unimportant characters and 
symbols. In addition to inconsistencies related to keywords, the 
collection data obtained is also inconsistent regarding 
language, therefore the next stage is to detect the language, and 
if there is data in English then it is translated into Indonesian. 
After all the data is in Indonesian, the next data is stemming 
which converts a word to its root word by removing the phrase 
prefix [18]. The last preprocessing stage performed is stopword 
removal; this stage is performed to remove unimportant words. 
The stopword removal can be seen in Fig. 4. Furthermore, the 
preprocessing results of keywords, abstract and title data are 
combined into a feature that is ready to be used for data 
modeling. 

 

Fig. 4. The stopword removal to remove unimportant words.. 
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C. Data Modeling 

The next stage is data modeling which is the core of the 
development of this information retrieval system. Data 
modeling in this study is aimed at obtaining clustering and 
topic classification from study data using various machine 
learning methods. The modeling stages include text 
vectorization using the VSM model, determining the number of 
clusters using the k-elbow method, clustering using the k-
means method, visual analysis of cluster results using the 
Umap library and the LSA method, and topic classification 
using the LSA method. This data modeling stage is performed 
on three different types of data, first for university level data, 
second for faculty data and third for study program data. 

The collection data are preprocessed and then converted 
into vector form using VSM. One of the VSM methods used is 
TF-IDF (Term Frequency - Inverse Document Frequency). TF-
IDF produces a vector value based on measuring the 
authenticity of a word by comparing the number of occurrences 
of a word in a document with the number of occurrences of a 
document containing that word. The vector results obtained 
from the University of Lampung study data have vector 
dimensions (37242, 3094428). The result of the vector is then 
used to determine the number of clusters and the clustering 
process, k-elbow and k-means methods are proposed in this 
case. In the results, the number of clusters obtained for the 
university level is 7 clusters, while for the faculty level is 6, 7, 
8 and 10 clusters, while for the study program level is 3 to 5 
clusters. The details for the faculty and study program levels 
can be seen in Tables I and II. In addition, the results of 
clustering at the university level can be seen visually in Fig. 5. 

TABLE I. FACULTY-LEVEL CLUSTERING INFORMATION 

Faculty 
Total 

Data 

Cluster 

Number 
Topic 

FKIP (Faculty of 

Teacher Training 

and Education) 

4710 8 

student, learning, teacher, 

education, teaching, 

Lampung, language, class 

FMIPA (Faculty of 
Mathematics and 

Natural Sciences) 

5042 7 
plant, orchid, plant, extract, 

method, acid, virus 

FEB (Faculty of 
Economics and 

Business) 

2207 8 
business, work, Lampung, 
indonesia, employee, 

consumer, tax, money 

FT (Faculty of 
Engineering) 

4401 6 
land, water, city, oil, 
material, earth 

FP (Faculty of 

Agriculture) 
9022 10 

plant, forest, agriculture, 

fertilizer, tree, food, water, 
plant, food, Lampung 

FISIP (faculty of 

Social Sciences 
and Political 

Sciences) 

2912 7 

lampung, village, 

community, travel, tourism, 

group, work, district 

FK (Faculty of 

Medical) 
6569 8 

patient, health, mind, 

development, behavior, 
school 

FH (Faculty of 

Law) 
2466 7 

law, custom, community, 

protected, Lampung, tax, 
data 

 
Fig. 5. Visualization of University-level clustering. 

In addition to clustering, the results of this study also 
generate a set of topic identification from each clustering 
obtained. These topics identifications are generated using the 
LSA method. For each topic identification from the clusters 
obtained, then a topic is selected that is very relevant in the 
context of the topic in manually, for example from the Faculty 
of Agriculture 2 clusters are produced, the first cluster has 
classified topics including study, results, farming, while the 
second cluster is soil, processing, farming, then from the first 
cluster the topic taken is farming and the second cluster the 
topic taken is soil. This is because the topic represents the 
cluster; in addition to the words farming and soil have a 
context related to the study topics of the Faculty of Agriculture. 
The results of topic classification for the university level 
include agriculture, soil, education, plants, learning, society, 
Lampung. As for faculties and study programs can be seen in 
Table I and Table II. 

D. Data Evaluation 

The next stage is model evaluation. The model evaluation 
stage is used to test the quality of the clustering results of the 
proposed model. Several methods are used to obtain the 
evaluation results, including Silhouette score, Calinski-
Harabasz score, and Davies Bouldin score. The Silhouette 
score with a value close to 1 means that the data point is in the 
correct cluster, close to -1 means that the data points is in 
wrong cluster [15]. While in Calinski-Harabasz calculations, 
the higher the value, the better the grouping is [16]. On the 
other hand, for the Davies Bouldin score, the smaller the value 
produced, the more optimal the clustering model [17]. The 
clustering model evaluation results obtained for the university 
level are 0.53 for the Silhouette score, 107298.36 for the 
Calinski Harabasz score, and 0.60 for the Davies Boulding 
score. The plot of these scores shows that the cluster model 
formed is quite good. Meanwhile, the results of the clustering 
model evaluation for the faculty and study program levels can 
be seen in Table III and Table IV. 
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TABLE II. STUDY PROGRAM-LEVEL CLUSTERING INFORMATION 

Faculty 
ID Study 

Program 
Study Program 

Total 

Data 

Cluster 

Number 
Topic 

FEB FEB1 Master of Accounting Science Program 17 5 
managerial, organization, service, government, 
audit 

FEB FEB2 Master of Economics Program 35 3 economy, employment, decentralization 

FEB FEB3 Master of Management Program 72 3 investment, loyalty, funding 

FEB FEB4 Accounting Study Program 731 4 finance, work, management, tax, financial 

FEB FEB5 Development Economics Study Program 465 5 economy, umkm, labor, investment, finance 

FEB FEB6 Management Study Program 899 4 ownership, consumer, production, business, work 

FH FH1 Doctoral Program in Law 880 3 law, politics, authority 

FH FH2 Master of Law Program 316 4 property rights, law, certificate, law 

FH FH3 Law Study Program 1271 4 customary law, rights, tax, village 

FISIP FISIP1 Business Administration Program 319 5 business, quality, banking, management, work 

FISIP FISIP2 State Administration Program 980 5 tourism, development, village, policy, program 

FISIP FISIP3 Government Science Program 621 4 government, politics, corruption, facilities 

FISIP FISIP4 Communication Study Program 379 5 
communication, information, regression, behavior, 

media 

FISIP FISIP5 Master of Administrative Science Program 13 4 management, work, fluctuation, policy 

FISIP FISIP6 Master of Government Science Program 125 5 organization, culture, politics, conflict, strategy 

FISIP FISIP7 Sociology Study Program 356 4 society, conflict, behavior, crime 

FISIP FISIP8 International Relations Program 124 4 cooperation, country, export, relationship 

FK FK1 Medical Education Study Program 1860 4 patient, disease, treatment, doctor 

FKIP FKIP1 English Language Program 2202 4 students, classes, teaching techniques, learning 

FKIP FKIP10 Master's Program in Social Studies Education 96 4 development, teaching, social, student 

FKIP FKIP11 Master's Program in Educational Technology 177 4 students, learning model, motivation, education 

FKIP FKIP12 Civics Study Program 161 4 character, nation, education, culture 

FKIP FKIP14 
Indonesian and Regional Language and Literature 

Education Study Program 
174 5 language, speech, society, teaching, indonesia 

FKIP FKIP15 Biology Education Program 271 4 students, skills, science, learning model 

FKIP FKIP16 Social Studies Economics Education Program 159 3 students, economy, entrepreneurship 

FKIP FKIP17 Physics Education Program 386 5 
students, physics, skills, development, learning 

model 

FKIP FKIP18 Social Studies Geography Education Program 191 4 student, soil, factor, landslide 

FKIP FKIP19 
Elementary School Teacher Education Study Program 

(PGSD) 
143 4 students, education, development, teaching 

FKIP FKIP2 Guidance and Counseling Study Program 1386 4 students, learning model, concentration, education 

FKIP FKIP20 Physical Education, Health and Recreation 54 5 student, sport, ball, athlete, learning model 

FKIP FKIP21 Chemistry Education Program Management 476 4 students, experiment, teaching, learning model 

FKIP FKIP22 Mathematics Education Program 265 4 students, math, diagram, learning model 

FKIP FKIP23 PG-PAUD Education Program 183 4 child, development, social, behavior 

FKIP FKIP24 Social Studies History Education Program 159 3 history, students, education 

FKIP FKIP25 Drama, Dance and Music Education Program 150 5 music, dance, art, performance, works 

FKIP FKIP3 Master's Program in Elementary Teacher Education 111 4 empirical, student, development, teaching 

FKIP FKIP4 Master of Science Teacher Training Program 169 4 students, systems, learning models, skills 

FKIP FKIP5 Master's Program in Education 150 4 school, leadership, management, student 

FKIP FKIP6 Master's Program in Education Management 20 3 school, teacher, education 

FKIP FKIP7 
Master's Program in Regional Language and Literature 

Education 
62 4 language, semantics, tradition, teaching 

FKIP FKIP8 
Master's Program in Indonesian Language and Literature 

Education 
103 4 teaching, language, students, literature 

FKIP FKIP9 Master's Program in Physics Education 508 4 students, learning models, development, skills 

FMIPA FMIPA1 Physics Study Program 415 4 temperature, data, method, concentration 

FMIPA FMIPA10 Information Systems Program 18 4 system, application, information, classification 
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Faculty 
ID Study 

Program 
Study Program 

Total 

Data 

Cluster 

Number 
Topic 

FMIPA FMIPA2 Biology Study Program 1724 4 plant, extract, plant, orchid 

FMIPA FMIPA3 Computer Science Program 518 5 system, information, medicine, recommendation 

FMIPA FMIPA4 Chemistry Study Program 1079 4 compound, ion, village, adsorption 

FMIPA FMIPA5 Master's Program in Biological Sciences 127 4 extract, steroid, taurine, benzo 

FMIPA FMIPA6 Master's Program in Physical Science 33 3 sample, temperature, point 

FMIPA FMIPA7 Master's Program in Chemical Science 75 3 mushroom, silica, synthesis 

FMIPA FMIPA8 Master's Program in Mathematical Sciences 46 3 model, probability, test 

FMIPA FMIPA9 Mathematics Study Program 1033 4 method, model, data, students 

FP FP1 Agribusiness Study Program 3758 5 food, community, agriculture, water, forest 

FP FP11 Master of Forestry Science Program 217 4 forest, management, community, diversity 

FP FP12 Master of Environmental Science Program 72 5 health, environment, social, community, ecotourism 

FP FP13 
Master's Program in Development Counseling / Community 
Empowerment 

18 3 sanitation, counseling, community 

FP FP14 
Master's Program in Agricultural Extension and 

Communication 
12 5 agriculture, village, extension, farmer, citizen 

FP FP15 Master's Program in Agricultural Industrial Technology 60 4 processing, coffee, flowers, technology analysis 

FP FP17 Animal Husbandry Study Program 389 4 
livestock, livestock products, methods, animal 

diseases 

FP FP18 Agricultural Engineering Program 973 5 
fertilization, moisture content, cropping techniques, 

agricultural yield, processing 

FP FP19 Agricultural Product Technology Program 784 4 
products, processing, agricultural products, 

processing 

FP FP2 Agro technology Study Program 2941 4 fertilization, agriculture, yield processing, tillage 

FP FP20 Aquatic Resources Program 108 4 fish, water, fry, care 

FP FP21 Marine Science Program 95 4 sea, fish, aquaculture, care 

FP FP22 Agricultural Industrial Technology Program 136 3 
agricultural products, processing, industrial 

innovation 

FP FP23 Soil Science Program 516 4 soil, fertilization, tillage, planting method 

FP FP24 Plant Protection Study Program 458 4 plant diseases, care, treatment, prevention 

FP FP25 Agronomy and Horticulture Study Program 614 4 crops, fertilization, seeds, pests 

FP FP26 Agricultural Extension Program 507 4 agriculture, extension, farmers, agricultural products 

FP FP27 Animal Nutrition and Feed Technology Program 97 4 livestock products, nutrition, innovation, processing 

FP FP3 Aquaculture Study Program 375 4 aquaculture, fish, shrimp, care 

FP FP4 Doctoral Program in Agricultural Sciences 12 3 treatments, plant diseases, risk analysis 

FP FP5 Forestry Study Program 1871 4 forest, community, forest products, fauna 

FP FP6 Master of Agribusiness Program 31 3 organization, result analysis, method analysis 

FP FP7 Master Program in Agroecotechnology 17 4 plants, replication, innovation results, maintenance 

FP FP8 Master Program in Agronomy 32 4 crop, experiment, fertilizer processing, development 

FT FT1 Geophysical Engineering Program 1353 4 soil, rock, reservoir, water 

FT FT11 Geodetic Engineering Study Program 146 4 land, measurement, mapping, data collection 

FT FT12 D3 Civil Engineering Study Program 13 5 
settlement, community, social, development, 

sustainability 

FT FT13 D3 Survey and Mapping Study Program 41 4 mapping, survey, community, evaluation 

FT FT14 D3 Mechanical Engineering Study Program 34 3 electrical, engine, testing 

FT FT2 Master Program in Civil Engineering 116 4 concrete, measurement, testing, material 

FT FT3 Master's Program in Mechanical Engineering 41 4 mechanism, machine, processing, material 

FT FT4 Civil Engineering Program 843 4 soil, rainfall, drainage, roads 

FT FT5 Electrical Engineering Program 528 4 electrical, voltage, network, sensor 

FT FT6 Chemical Engineering Program 553 3 waste, treatment, processing 

FT FT7 Mechanical Engineering Program 549 5 
machinery, materials, temperature regulation, 
processing, measurement 

FT FT8 Informatics Engineering Program 231 4 information system, development, sensor, network 

FT FT9 Architecture Program 200 4 building, architecture, public space, tourism 
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TABLE III. FACULTY-LEVEL CLUSTERING EVALUATION RESULTS 

Faculty Silhouette score Calinski Harabasz score Davies Bouldin Score 

FKIP (Faculty of Teacher Training and Education) 0.4109131575 8379.067221 0.7750398559 

FMIPA (Faculty of Mathematics and Natural Sciences) 0.4897095986 19386.7335 0.6157010033 

FEB (Faculty of Economics and Business) 0.4059269475 4079.690594 0.7504302209 

FT (Faculty of Engineering) 0.4865720672 13639.76272 0.5176474339 

FP (Faculty of Agriculture) 0.4546237817 13403.42462 0.7251143872 

FISIP (faculty of Social Sciences and Political Sciences) 0.5142060504 8154.666587 0.5947357487 

FK (Faculty of Medical) 0.4211412604 11129.5431 0.7477032403 

FH (Faculty of Law) 0.476002308 7443.539066 0.7927361434 

TABLE IV. STUDY PROGRAM-LEVEL CLUSTERING EVALUATION RESULTS 

No Study Program Silhouette score Calinski Harabasz score Davies Bouldin Score 

1 Master of Accounting Science Program 0.44474428 26.25916184 0.5797495286 

2 Master of Economics Program 0.9106475354 455.880385 0.07888671825 

3 Master of Management Program 0.6558252049 195.8234061 0.4961123569 

4 Accounting Study Program 0.4686553933 1168.559533 0.6627273443 

5 Development Economics Study Program 0.5203163725 1013.045096 0.5052247982 

6 Management Study Program 0.5370269291 2506.570266 0.5440162171 

7 Doctoral Program in Law 0.712811619 3209.953671 0.3392638925 

8 Master of Law Program 0.6382238705 716.6067985 0.4373224099 

9 Law Study Program 0.4513430856 2772.691672 0.6360769562 

10 Business Administration Program 0.4743366388 379.7126064 0.6451603922 

11 State Administration Program 0.4971081968 2627.913425 0.6290085573 

12 Government Science Program 0.5262378928 1065.168098 0.5217246815 

13 Communication Study Program 0.5603440786 647.3738657 0.5011094346 

14 Master of Administrative Science Program 0.3540879556 40.03367626 0.7137427753 

15 Master of Government Science Program 0.5229085354 290.8637055 0.5319551749 

16 Sociology Study Program 0.484876088 739.6636388 0.6474297144 

17 International Relations Program 0.5733409428 498.2796745 0.4034342429 

18 Medical Education Study Program 0.4992342555 2733.869864 0.5854277671 

19 English Language Program 0.4825049699 3808.495565 0.6538096004 

20 Master's Program in Social Studies Education 0.4877305057 246.2186114 0.5998584388 

21 Master's Program in Educational Technology 0.5661563429 360.5946676 0.5367123514 

22 Civics Study Program 0.4759859002 256.7458577 0.5885390139 

23 
Indonesian and Regional Language and Literature Education Study 

Program 
0.4261095962 292.1032256 0.7184361478 

24 Biology Education Program 0.47853607 333.9577153 0.7308542766 

25 Social Studies Economics Education Program 0.5330673746 225.2167718 0.5502047002 

26 Physics Education Program 0.4742562866 1062.980569 0.6636898044 

27 Social Studies Geography Education Program 0.4923488311 448.1597782 0.6056313622 

28 Elementary School Teacher Education Study Program (PGSD) 0.4217206704 194.523634 0.7536003486 

29 Guidance and Counseling Study Program 0.5102595257 2887.425063 0.5507603067 

30 Physical Education, Health and Recreation 0.6649952221 196.0591115 0.3759244643 

31 Chemistry Education Program Management 0.4990151929 1161.093757 0.5890013265 

32 Mathematics Education Program 0.5470512319 512.7211607 0.5589964858 

33 PG-PAUD Education Program 0.5113909281 317.8699604 0.5416860298 

34 Social Studies History Education Program 0.5890686005 479.1019235 0.4484316617 

35 Drama, Dance and Music  Education Program 0.3787565327 158.6606907 0.8101570708 

36 Master's Program in Elementary  Teacher Education 0.5726408051 244.2289309 0.4642264092 

37 Master of Science Teacher Training Program 0.5083243542 390.5031415 0.569395827 

38 Master's Program in Education 0.526775473 410.7632211 0.5189634631 

39 Master's Program in Education Management 0.7068854737 154.2750311 0.3192405471 
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No Study Program Silhouette score Calinski Harabasz score Davies Bouldin Score 

40 Master's Program in Regional   Language and Literature Education 0.478600304 74.0290282 0.7254216191 

41 Master's Program in Indonesian  Language and Literature Education 0.5704257078 357.7135453 0.4520157486 

42 Master's Program in Physics  Education 0.5232653522 855.1331556 0.5248570726 

43 Physics Study Program 0.5523061148 1565.782463 0.5020236427 

44 Information Systems Program 0.5849994556 126.7535908 0.4350038006 

45 Biology Study Program 0.4582402589 4449.41187 0.6466400134 

46 Computer Science Program 0.4460617374 1234.057519 0.6570492754 

47 Chemistry Study Program 0.5402759459 3901.174183 0.552069023 

48 Master's Program in Biological  Sciences 0.7173196489 684.3202966 0.3836404387 

49 Master's Program in Physical  Science 0.6814721065 337.0048772 0.3096593157 

50 Master's Program in Chemical Science 0.7477607198 363.1038902 0.3995511204 

51 Master's Program in Mathematical Sciences 0.8640376694 382.5221819 0.2228325984 

52 Mathematics Study Program 0.5642975938 3243.65023 0.6303855749 

53 Agribusiness Study Program 0.5565772378 7450.062786 0.5477881318 

54 Master of Forestry Science Program 0.4856209095 235.6277704 0.5907029633 

55 Master of Environmental Science Program 0.5318841607 160.8093078 0.5091538986 

56 
Master's Program in Development Counseling / Community 

Empowerment 
0.8379093817 168.038297 0.2467429631 

57 Master's Program in Agricultural Extension and Communication 0.5355833326 57.33446831 0.380906379 

58 Master's Program in Agricultural Industrial Technology 0.7088144844 259.8514142 0.3333115891 

59 Animal Husbandry Study Program 0.4931679828 515.4441551 0.7053134603 

60 Agricultural Engineering Program 0.5249132742 1683.430794 0.5559149788 

61 Agricultural Product Technology Program 0.5397172434 4294.245412 0.5226350002 

62 Agrotechnology Study Program 0.5088764145 4340.843745 0.6650451961 

63 Aquatic Resources Program 0.4743389275 229.4782722 0.5870737257 

64 Marine Science Program 0.4465041272 153.5480053 0.7162108935 

65 Agricultural Industrial Technology Program 0.8567250436 676.9069297 0.2142528295 

66 Soil Science Program 0.5467371165 1033.897392 0.5947156204 

67 Plant Protection Study Program 0.528859842 663.2001914 0.6909396104 

68 Agronomy and Horticulture Study Program 0.5051865457 1086.985709 0.5767930031 

69 Agricultural Extension Program 0.4592834436 492.188934 0.7261135323 

70 Animal Nutrition and Feed Technology Program 0.5034602914 184.9903997 0.646122724 

71 Aquaculture Study Program 0.475145446 404.6190054 0.6790236179 

72 Doctoral Program in Agricultural Sciences 0.9449627517 573.7857003 0.05849474941 

73 Forestry Study Program 0.4739062901 4254.633823 0.5891520577 

74 Master of Agribusiness Program 0.9132297154 315.0793425 0.06293418965 

75 Master Program in Agroecotechnology 0.5921873364 280.9192014 0.3916220903 

76 Master Program in Agronomy 0.521430067 118.2019792 0.5802355652 

77 Geophysical Engineering Program 0.4905781189 5105.186886 0.5259008141 

78 Geodetic Engineering Study Program 0.4623979648 412.1179729 0.6099492043 

79 D3 Civil Engineering Study Program 0.6506877125 111.747278 0.3114347 

80 D3 Survey and Mapping Study Program 0.7639043985 817.3145449 0.3094277958 

81 D3 Mechanical Engineering Study Program 0.7024992952 122.6001396 0.3374450702 

82 Master Program in Civil Engineering 0.6325944622 254.5081069 0.4579902817 

83 Master's Program in Mechanical Engineering 0.6359497177 186.8342982 0.333275908 

84 Civil Engineering Program 0.5629114663 1678.186894 0.5664636958 

85 Electrical Engineering Program 0.4790047524 773.3184727 0.6724525976 

86 Chemical Engineering Program 0.6170604178 737.7720447 0.613540253 

87 Mechanical Engineering Program 0.4853931879 1343.989841 0.5498384654 

88 Informatics Engineering Program 0.6397052667 1076.106831 0.3900090882 

89 Architecture Program 0.560260335 339.4545567 0.4816008777 
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Fig. 6. Dashboard of information retrieval development. 

E. Data Distribution 

The last stage in the development of this information 
retrieval system is system distribution. The purpose of this 
stage is to make it easier for users to access the information 
generated by the developed information retrieval system. 

This system distribution is in the form of a dashboard 
developed using Google Looker. The information contained in 

this dashboard consists of general information about this 
information retrieval system, clustering and classification of 
topics in the form of detailed data and visualizations. In 
addition, users can control the menu available on this 
dashboard and select specific information based on the faculty 
and study program level. The appearance of this system can be 
seen in Fig. 6. 

F. Analysis Results 

From the results of the development of this information 
retrieval, clustering, topic identification and model evaluation 
values for each clustering at the University, Faculty and Study 
Program levels were obtained. For the university level, 7 
clusters were obtained with topic classifications including 
agriculture, soil, education, plants, learning, society, and 
Lampung. For the faculty level, 6 clusters were obtained for 
FT, 7 clusters for FMIPA, FISIP, FH, 8 clusters for FKIP, 
FEB, FK, and 10 clusters for FP. 

For the study program level, the most clusters were 
obtained, namely 5 clusters, this cluster was owned by Master 
of Government Science study program, Bachelor of Education 
in Indonesian and Regional Languages and Literature, 
Bachelor of Education in Drama, Dance and Music, Bachelor 
of State Administration, Bachelor of Agricultural Engineering, 
Bachelor of Communication, Bachelor of Agribusiness, 
Bachelor of Mechanical Engineering, Master of Agricultural 
Extension and Communication, Diploma in Civil Engineering, 
Master of Environmental Science, Bachelor of Physical 
Education, Health and Recreation, Bachelor of Computer 
Science, Bachelor of Physics. Most of the clusters in this study 
program belong to study programs with faculties FISIP, FKIP, 
FT, FMIPA and FP. The amount of data is not always directly 
proportional to the number of clusters, for example at the 
faculty level it can be seen that the smallest number of clusters 
is FT, which is 6, but the amount of data is greater than FEB, 
FISIP and FT, as well as at the study program level. 

Furthermore, the evaluation results of the clustering model 
obtained for the university level are 0.53 for the Silhouette 
score, 107298.36 for the Calinski Harabasz score, and 0.60 for 
the Davies Boulding score. As for the faculty level, the optimal 
value for Silhouette score is 0.514 which is obtained by FISIP, 
the optimal value for Calinski Harabasz score is 19386.733 
which is obtained by FMIPA, the optimal value of Davies 
Bouldin score is 0.518 which is obtained by FT. As for the 
study program level, the optimal value for the Silhouette score 
is 0.945 which is obtained by the Doctor of Agricultural 
Science Study Program, the optimal value for the Calinski 
Harabasz score is 7450.063 which is obtained by the 
Agribusiness Study Program, the optimal value of the Davies 
Bouldin score is 0.058 which is obtained by the Doctor of 
Agricultural Science study program. All study programs obtain 
the optimal value are come from FP. 

In addition, based on the optimal scores obtained from the 
three clustering evaluation methods used, there are variations 
in results between faculties and study programs, which indicate 
the formation of study relationships. Therefore, this study also 
examined the study relationships between faculties and/or 
study programs, the results of which can be seen in Table V. 
FP is the faculty with the highest number of study 
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relationships, namely 11 relationships. The relationships 
owned by the Faculty of Agriculture include relationships 
between study programs in FP, FH, FT, FISIP, and FK. 

TABLE V. STUDY RELATIONSHIPS BETWEEN FACULTIES AND STUDY 

PROGRAMS 

Faculty Faculty relationship 
Number of 

Relationships 

FKIP (Faculty of 
Teacher 

Training and 

Education) 

[['FKIP1', 'FKIP14'], ['FKIP19', 

'FKIP20', 'FKIP21'], ['FKIP23', 
'FMIPA3'], ['FK1', 'FKIP1']] 

4 

FMIPA (Faculty 

of Mathematics 

and Natural 
Sciences) 

[ ['FMIPA9', 'FT5', 'FT8'], ['FMIPA1', 

'FMIPA4'], ['FMIPA6', 'FT6'], ['FISIP1', 

'FMIPA5', 'FT5', 'FT8'], ['FKIP23', 
'FMIPA3']]] 

5 

FEB (Faculty of 

Economics and 

Business) 

[['FEB5', 'FEB6'], ['FEB4', 'FEB6'], 

['FEB4', 'FEB5'], ['FEB5', 'FEB2'], 

['FEB3', 'FH1', 'FH3'], ['FEB3', 'FEB6']]] 

6 

FT (Faculty of 

Engineering) 

[['FMIPA9', 'FT5', 'FT8'], ['FMIPA6', 

'FT6'], ['FISIP1', 'FP5', 'FT5', 'FT8', 

'FT7'], ['FT9', 

'FT12'], ['FISIP1', 'FMIPA5', 'FT5', 
'FT8'], ['FP19', 'FP22', 'FT9', 'FT13', 

'FT14', 'FT12', 

'FT3', 'FT2'], ['FT11', 'FT1'], ['FT11', 
'FT4'], ['FT14', 'FP19']] 

9 

FP (Faculty of 

Agriculture) 

[['FP5', 'FP6', 'FP7', 'FP8', 'FP10', 

'FP11', 'FP12', 'FP13', 'FP14', 'FP15', 
'FP16', 'FP27', 

'FP26', 'FP17', 'FP24', 'FP20', 'FP18'], 
['FH1', 'FP1'], ['FP15', 'FP19'], ['FP19', 

'FP22'], 

['FISIP1', 'FP5', 'FT5', 'FT8', 'FT7'], 
['FP1', 'FP25'], ['FP19', 'FP22', 'FT9', 

'FT13', 'FT14', 

'FT12', 'FT3', 'FT2'], ['FK1', 'FP19', 
'FP22'], ['FP1', 'FP25', 'FP2', 'FP24', 

'FP19', 'FP22'], ['FP2', 'FP3'], ['FT14', 

'FP19']) 

11 

FISIP (faculty of 

Social Sciences 

and Political 
Sciences) 

[['FISIP3', 'FISIP4'],['FISIP1', 'FP5', 

'FT5', 'FT8', 'FT7'], ['FISIP1', 'FISIP2', 

'FISIP3'], ['FISIP7', 'FK1'], ['FISIP1', 
'FMIPA5', 'FT5', 'FT8']]] 

5 

FK (Faculty of 

Medical) 

[['FKIP1', 'FKIP14'], ['FKIP19', 

'FKIP20', 'FKIP21'], ['FISIP7', 'FK1'], 
['FKIP23', 

'FMIPA3'], ['FK1', 'FP19', 'FP22'], 

['FK1', 'FKIP1']]]. 

6 

FH (Faculty of 

Law) 
[['FH1', 'FP1'], ['FEB3', 'FH1', 'FH3']] 2 

IV. CONCLUSION 

This research aims to develop an information retrieval 
system that generates clustering and expertise in study fields at 
the program, faculty, and university levels of Lampung 
University. 

The development stages of this information retrieval 
system include data collection, data preprocessing, data 
modeling using VSM, K-Means, and LSA, data evaluation, and 
system distribution. To address the first research question, 
VSM is used to obtain text similarity in vector form, K-Means 
is used for data clustering, and LSA is used to identify study 
expertise based on the obtained clustering. The analysis results 
of this information retrieval system development include the 
number of clusters, the scores from the model evaluation, and 

the topics identified according to the number of clusters. The 
obtained cluster numbers for the university level are 7 clusters, 
while for the faculty level there are 6, 7, 8, and 10 clusters, and 
for the program level there are 3 to 5 clusters. These cluster 
numbers answer the second research question. Furthermore, 
based on the number of clusters, study relationships, and 
cluster model evaluation scores, study clustering occurs 
predominantly in programs and faculties of FP, FISIP, FMIPA, 
FT, and FKIP. Research question number three is addressed by 
identifying topics based on the number of clusters identified as 
the most dominant study expertise at Lampung University, 
including agriculture, soil, education, plants, learning, society, 
and region Lampung. 

Although the topic identification in this research uses 
Latent Semantic Analysis, the number of identified topics with 
the number of clusters is still manually selected. Therefore, 
further research is needed to develop information retrieval 
systems that can automatically expertise topics based on a set 
of identification topics. Nevertheless, the development of 
information retrieval system in this research addresses the 
needs related to the excellence of study fields at Lampung 
University. 
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Abstract—To solve the problems that the Gray Wolf 

Optimizer (GWO) convergence speed is not fast enough and the 

solution accuracy is not high enough, this paper proposes an 

Adaptive Gray Wolf Optimizer based on Gompertz inertia 

weighting strategy (GGWO). GGWO uses the characteristics of 

the Gompertz function to achieve nonlinear adjustment of the 

inertia weight, which better balances the speed of global search 

and accuracy of local search of the GWO algorithm. At the same 

time, the Gompertz function is used to realize the adaptive 

adjustment of the individual gray wolf’s position and to better 

update the gray wolves’ position according to the fitness values of 

different gray wolf individuals. Use 6 classic test functions to 

compare the performance of GGWO in optimization and 10 

other classic or improved swarm intelligence algorithms. Results 

show that GGWO has better solution accuracy, stability, and 

faster convergence than all other 10 swarm intelligence 

algorithms. 

Keywords—Gray wolf optimization algorithm; inertia weight; 

adaptive; Gompertz function; swarm intelligence algorithm 

I. INTRODUCTION 

The world is full of unknowns, and there are many 
uncertain problems in the unknown world. There is a lot of 
uncertain information that needs to be processed. To represent 
and process uncertain information, many optimization 
problems arise. Many optimization algorithms have emerged 
as the times require. In the fields of applied mathematics and 
engineering, there are a large number of optimization 
problems, and the computational solutions of these problems 
are located in a complex solution space. Therefore, finding 
new optimization methods with fast computation speed and 
strong convergence ability is of great practical significance. 
With the development of digitization and informatization, 
more and more meta-heuristic algorithms are being applied in 
the fields of science and engineering. Metaheuristic algorithms 
have the characteristics of self-organization, compatibility, 
parallelism, holism, and coordination. Their working principle 
is to initialize a set of random solutions and then perform 
repeated feedback iterations to approach the expected goal. In 
this search mechanism, the algorithm only needs to know the 
objective function and search range and can obtain the target 
solution regardless of whether the search range is continuous 
and differentiable. Metaheuristic algorithms are mainly 
divided into three types: biological evolution, natural 
phenomena, and species' living habits. The swarm intelligence 
optimization algorithm can specifically represent unknown 
information. The swarm intelligence algorithm is a model with 
optimization as its task. The swarm intelligence algorithm is 
generally based on imitating the living methods and 

behavioral habits of natural organisms and can optimize 
problems and methods with special methods. The iterative 
process of swarm intelligence algorithms is generally based on 
feedback from individuals within the population, such as 
particle swarm optimization, where all individuals in the 
population refer to the position information of the globally 
optimal individual to move. The cuckoo algorithm simulates 
the behavioral habits of cuckoo chicks and updates position 
information based on Levy flight. The grey wolf optimization 
algorithm is based on the hunting behavior habits of the grey 
wolf population, and the position updates of all individuals in 
the population are based on the globally optimal positions of 
three grey wolves. Researchers have proposed many solutions 
and drawn many important conclusions and achievements in 
exploring the performance improvement of swarm intelligence 
algorithms. 

In the expansive domain of optimization algorithms, 
methodologies that diligently seek optimal or near-optimal 
solutions have demonstrated their indispensable value across a 
spectrum of disciplines and fields. These algorithms are not 
merely instrumental in enhancing the efficiency and 
performance of systems, designs, or models but also play a 
pivotal role in decision-making, resource allocation, and 
quality improvement. In various domains, such as machine 
learning, engineering, economics, logistics, biology, and 
computer science, optimization algorithms facilitate optimal 
parameter adjustments, design, resource distribution, and 
experimental design, thereby crafting a robust platform for 
interdisciplinary communication and collaboration. While 
these instances merely skim the surface regarding the 
application of optimization algorithms across disciplines, their 
profound impact and extensive connections undeniably propel 
the continuous progression and development of scientific 
technology. Transitioning from the general landscape of 
optimization algorithms, the Gray Wolf Optimizer (GWO) 
warrants specific attention, presenting its unique methodology 
in the rich field of optimization. 

Researchers have been inspired by long-term observations 
of the social interactions, lifestyles, and biological behaviors 
of organisms such as fish, ants, elephants, wolves, and bees in 
nature, and have developed a series of related optimization 
algorithms to solve many practical problems such as 
engineering optimization and power dispatch. The GWO 
algorithm is implemented by utilizing the intelligence of gray 
wolves and their collective hunting characteristics. The GWO 
algorithm simulates a group of wolves following a specific 
hierarchical pattern, with different categories of wolves 
(named alpha, beta, delta, and omega) playing different roles 
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in the hunting mechanism to achieve search and hunting 
purposes. 

II. LITERATURE REVIEW 

GWO is a swarm intelligence optimization algorithm 
proposed by Mirjalili. This algorithm is derived from the 
hunting mechanics and leadership levels of gray wolves in the 
natural world. Mirjalili [1] used GWO to train the multi-layer 
perceptron (MLP). It’s found that GWO has higher accuracy 
and is competitive in avoiding local optimality. Mohanty [2] 
completed the maximum power point tracking design of 
photovoltaic PV systems by GWO. Mirjalili [3] proposed the 
multi-objective gray wolf optimizer (MOGWO) in 2016, 
which is very effective in solving multi-objective optimization 
problems. Emary [4] proposed a binary version called bGWO 
for better feature selection. Heidari [5] integrated Levy flight 
and greedy algorithms to obtain a new LGWO algorithm to 
improve optimization performance. Faris [6] also discussed 
different versions of GWO optimization in detail, divided 
them into modified versions, hybrid versions, and parallel 
versions, and analyzed their role in the main application fields. 
Kohli [7] introduced chaos theory into GWO, which greatly 
improved the global convergence speed. Gupta [8] proposed 
an improved algorithm called RWGWO rooted in random 
walks to solve optimization problems in life. Nadimi [9] 
proposed an efficient gray wolf optimizer (I-GWO) based on 
the dimensional learning hunting (DLH) search strategy. Al 
[10] combined GWO with PSO to implement a new 
BPSOGWO binary algorithm to find the best feature subset. 

GWO transcends its foundational application in 
mathematical function optimization, demonstrating utility 
across diverse domains. Altan [11] used GWO to optimize the 
intrinsic model function output and efficiently utilize wind 
energy. Zhao [12] used GWO to search feature sets to improve 
the diagnostic accuracy of patients with paraquat poisoning. 
Jayabarathi [13] also used GWO to solve economic dispatch 
problems. Sulaiman [14] applied GWO to solve the power 
deployment problem (ORPD) in the power system. Shariati 
[15] created a model combining a hybrid extreme learning 
machine with GWO to forecast the strength of concrete if 
replaced partially by cement. Jino [16] applied optimization 
algorithms like GWO in advanced image processing fields. 
Ramakrishnan [17] uses MRG-GWO for segmentation in an 
estimate of the CT brain tumor images. The GWO algorithm 
can help find optimal or suboptimal scheduling solutions, 
Jiang [18] used GWO to solve cases of scheduling Job Shop 
and Flexible Job Shop. Wei [19] improved SVM by using 
GWO and applied it in predicting the second major. Yang [20] 
used grouped GWO to optimize the parameters of wind 
turbines and improve the maximum power and obstacle-
breaking capability. 

GWO has more application scenarios including machine 
learning, image processing, and engineering design. 

Within the machine learning sphere, SVM’s (Support 
Vector Machines) potential is often bound by the intricacies of 
parameter optimization. Zhou’s research [21] in 2021 
elucidated this challenge by introducing two models. While 
both models aimed at earthquake forecasting, the latter, 
harnessing the capabilities of GWO, showcased commendable 

performance. This reinforces GWO’s capability for effective 
exploration and exploitation in parameter optimization. 

In the domain of image processing, particularly image 
segmentation, achieving a synergy of quality and efficiency 
remains pivotal. Khairuzzaman’s work [22] in 2017 offers a 
paradigm in this regard. By leveraging GWO for multilevel 
thresholding, the research underscored GWO’s adaptability in 
delivering quality segmentation with computational 
expediency. 

Transitioning to engineering design, particularly in wind 
energy optimization, the nuances of turbine efficiency stand 
paramount. Yang’s 2017 study [20] on the optimization of 
Maximum power points for wind turbines, specifically those 
operating on doubly-fed induction generators, provides a 
testament to GWO’s efficacy. The introduction of Grouped 
GWO in this context exemplifies the optimizer’s finesse in 
adaptive parameter adjustments for enhanced energy outputs. 

Beyond its established domains, GWO has shown 
remarkable adaptability in addressing various complex 
optimization problems, encompassing both classical 
combinatorial issues and cutting-edge applications. 

A quintessential example is the Traveling Salesman 
Problem (TSP). Given the complexity of determining the 
shortest possible route that visits each city exactly once and 
returns to the origin, Panwar’s contribution is notable. In 
2021, Panwar [23] employed a discrete GWO approach, 
paving the way for efficient solutions to symmetric TSP 
instances. This application not only accentuates GWO’s 
versatility but also underscores its potential in combinatorial 
optimization. 

Furthermore, in the domain of software engineering, 
predicting software defects based on metrics data is a crucial 
task. GWO’s application in Software Defect Prediction (SDP) 
focuses on optimizing both feature selection and classifier 
parameters. One intriguing application by Kermadi [24] 
highlighted GWO’s efficacy in designing an efficient 
photovoltaic array hybrid maximum power point tracker, 
specifically tailored for intricate local shading conditions in 
SDP. 

Multi-objective optimization problems (MOP) present 
another challenging arena, where the goal is to find non-
inferior solutions across multiple objectives. Wu’s research in 
2020 [25] exemplifies this by integrating GWO with other 
objective optimizations for wind speed forecasting. This 
innovative approach, leveraging GWO’s capabilities, 
orchestrates harmony among various objectives, generating 
superior solutions. 

It further reveals novel applications of GWO in electrical 
and control systems. Lakum [26] employed GWO for 
optimally placing and sizing active power filters in radial 
systems, especially amidst nonlinear-distributed generation. 
Arora’s work [27] ventured into algorithmic hybridization, 
combining GWO with the Crow Search Algorithm (CSA) for 
enhanced function optimization and feature selection. Sun’s 
research [28], on the other hand, utilized GWO for the 
intricate task of feedback control optimization in PM hub 
motors. Moreover, Eltamaly’s study [29] stands out in 
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harnessing GWO-FLC to track dynamic maximum power 
points (MPP) for PV systems under variable shading 
conditions. Jamal employs the Improved Grey Wolf 
Optimization (IGWO) algorithm to optimize overcurrent relay 
coordination, demonstrating its enhanced efficiency and 
reliability over conventional methods [30]. Telugu utilizes the 
Chaos-enhanced Grey Wolf Optimization Algorithm (CGWO) 
for designing a two-stage CMOS Differential Amplifier, 
achieving significant improvements in reducing circuit size 
and power dissipation compared to traditional optimization 
methods [31]. 

The diverse applications of GWO demonstrate its 
adaptability and robustness across various research arenas, 
addressing distinct challenges and expanding its applicability 
in optimization landscapes. Its multifaceted use across sectors 
showcases its versatility in delivering optimal solutions. 
However, current improvement ideas often blend multiple 
algorithms, facing issues like low accuracy, slow convergence 
speed, and poor stability. This article suggests a streamlined 
and efficient enhancement plan solely based on the GWO 
algorithm, aiming to tackle these issues. 

Section III introduces the background and basic principles 
of the GWO algorithm; Section IV introduces the two 
strategies of inertia weight and adaptive weight respectively, 
and uses them for GWO position update, thereby obtaining an 
adaptive algorithm based on Gompertz inertia 
weight(GGWO); Section V uses simulation experiments to 
compare and analyze the convergence performance, 
convergence speed, stability and time complexity of 11 
algorithms including GWO and GGWO from three 
dimensions and six test functions; finally Section VI 
summarizes the full text and looks forward to the diverse 
application scenarios of GGWO in the future. 

III. GRAY WOLF OPTIMIZATION ALGORITHM 

GWO simulates the hunting mechanism and leadership 
levels of gray wolves by dividing these wolves into four layers 
according to the characteristics of gray wolves. The first layer 
is the α layer, the leaders of the population, in charge of 
leading the rest wolves to hunt prey, which is interpreted as 
the optimal solution in the algorithm. The second layer is the β 
layer, responsible for assisting the α layer wolf pack, and this 
layer interprets the sub-optimal solution in GWO. The third 
layer is the δ layer, which should obey any orders or decisions 
made by the previous two α and β and they have to investigate 
more etc. The grading mechanism of gray wolf packs is not 
static. Some of the α and β with poor fitness will degenerate to 
δ. The fourth layer is called the ω layer, which updates its 
position according to the previous three α, β, or δ. 
Furthermore, these four layers of wolves α, β, δ, and ω 
cooperate in the hunting. There are in total three main stages 
of gray wolf hunting, and they are simulated specifically as 
surrounding prey, chasing prey, and attacking prey. 

In the first stage of surrounding the prey, the gray wolf will 
update its position based on the position information of the 
prey and gradually surround the prey, as shown in Eq. (1): 

(t 1) (t)pX X A D      (1) 

where X stands for the position vector of the gray wolf, t 
represents the number of iterations, Xp 

is the position vector of the prey, and the parameters A and 
D as shown in Eq. (2), (3): 

12A ar a 
 
   (2) 

| (t) (t)|pD C X X     (3) 

Among them, ⃗a linearly decreases from 2 to 0 during 
iteration, r⃗1 is a random vector on [0,1], and 

the parameter C is as follows in Eq. (4): 

22C r    (4) 

where is a random vector. 

While hunting prey, the behaviors of all the gray wolves 
are guided by α, β and δ gray wolves and these three layers of 
wolves may also cooperate with ω gray wolves in hunting. To 
better simulate and reproduce the hunting strategy of gray 
wolves, we suppose that α, β, and δ have a better idea of the 
potential position of prey. Via sorting the fitness values of all 
the wolves, the best three layers of wolves are chosen as α, β, 
and δ respectively. The specific gray wolf location update 
steps are as follows: 

First, the corresponding D and D
are as shown in 

Eq. (5): 

1| |D C X X    2| |D C X X    3| |D C X X      (5) 

Then, solve the position vector (t 1)X   of the current gray 

wolf in the next iteration, as shown in Eq. (6) and (7): 

1 1X X A D     
2 2X X A D     

3 3X X A D    (6) 

1 2 3+ +
(t 1)

3

X X X
X  

  
(7) 

In summary, this algorithm outlines a structured process 
for GWO, iterating through defined steps to ascertain optimal 
solutions by emulating the hierarchical and behavioral 
dynamics of gray wolves. 

IV. ADAPTIVE GRAY WOLF OPTIMIZATION ALGORITHM 

BASED ON GOMPERTZ INERTIA WEIGHT STRATEGY 

A. Gompertz Inertia Weight Strategy 

The Gompertz function [32] is monotonic, and its function 
expression is as shown in Eq. (8): 

1
xey e

      (8) 

Draw the graph of the Gompertz function as shown in 
Fig. 1: 

As shown in Fig. 1, the Gompertz function curve is 
characterized by slow growth in the initial and final stages and 
rapid growth in the middle section. The image of the 
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Gompertz function tends to decrease as the abscissa increases, 
which is related to the iterative process of swarm intelligence 
algorithms. In the early stages of swarm intelligence algorithm 
iteration, the population is prone to falling into local optima, 
so it is necessary to give a larger step size initially. Giving a 
larger inertia weight can increase the step size of individual 
gray wolf movements, thereby helping the population to better 
conduct global search. As the algorithm iterates, the needs of 
individual populations gradually shift from global 
optimization to local optimization. In the later stages of the 
algorithm, some individuals need to strive to explore global 
optima within a small range, so giving a smaller step size in 
the later stages of the algorithm can help the algorithm 
perform local optimization. The Gompertz function has this 
feature, as its value decreases as the abscissa increases, which 
helps our algorithm balance global optimization and local 
optimization. This article uses it to improve the inertia weight 
of the GWO. The Gompertz inertia weight ω used in this 
article is as follows in Eq. (9): 

1

t

Mew e


      (9) 

 

Fig. 1. Gompertz function. 

The graph of selecting the right side of the y-axis as the 
inertia weight ω of the GWO algorithm is shown in Fig. 2: 

As shown in Fig. 2, the Gompertz inertia weight remains 
large in the early stages of iteration, which is conducive to 
maintaining a large search range of the algorithm, making the 
algorithm less likely to fall into the local optimal solution; as 
the number of iterations of the algorithm increases, the curve 
in the middle section will decrease rapidly and eventually 
stabilize at a smaller value, which will help the algorithm have 
a smaller inertia weight in the later stages of the iteration, 
which will help find the optimal solution more thoroughly in 
local area and during long periods. 

B. Gompertz Adaptive Position Update Strategy 

Gompertz function is used to construct the adaptive weight 

i  strategy as shown in Eq. (10): 

1

1,( 1,2,3)

fii
favg

avg

f

f e
i e i


       (10) 

Among them, f1, f2, and f3 represent the fitness of the α, β 
and δ layer wolves respectively. favg is as shown in Eq. (11): 

1 2 3

3
avg

f f f
f

 
   (11) 

Gompertz adaptive weight i  is shown in Fig. 3: 

 

Fig. 2. Gompertz inertia weight. 

 

Fig. 3. Gompertz adaptive weight strategy. 

As shown in Fig. 3, the Gompertz adaptive weight is close 
to 0 when the corresponding wolf fitness value is relatively 
small, indicating that the wolf is close to the prey. This step 
control is extremely small, which is conducive to more 
thoroughly finding the optimal value locally; As the 
corresponding wolf fitness value ratio increases, it indicates 
that the wolf is far away from the prey, so the Gompertz 
adaptive weight increases rapidly to prevent falling into the 
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local optimum, and the step size increases, which is conducive 
to searching for the optimum in the global scope. 

C. Adaptive Gray Wolf Optimization Algorithm based on 

Gompertz Inertia Weight Strategy 

Based on the Gompertz inertia weight strategy, the 
position update formula is modified as Eq. (12): 

1 1X w X A D    
 

2 2X w X A D      

3 3X w X A D       (12) 

Based on the Gompertz adaptive weight strategy, the new 

gray wolf position X  is obtained as shown in Eq. (7), (13): 

1 1 1X X 
 

2 2 2X X 
 

3 3 3X X   (13) 

The steps of the GGWO algorithm are as follows: 

1) Set the relevant parameters
 a  , 1r  , 2r  , A , C

according to Eq. (2), (3) and (4); 

2) Define α, β and δ wolves; 

3) Initialize the position of the population; 

4) Calculate the fitness value according to Eq. (5) sort the 

fitness value from large to small, and filter out the top three 

Dα, Dβ and Dδ corresponding to α, β and δ wolves respectively; 

5) Update the positions of α, β and δ wolves according to 

Eq. (12) by adding inertia weight ω; 

6) Then update the positions according to Eq. (7), (13) by 

adding an adaptive weight i  and performing boundary 

check; 

7) If the maximum number of iterations is reached, the 

algorithm stops and the optimal value is output; otherwise, 

return to step 4. 

The flow chart of GGWO is shown in Fig. 4: 

As shown in Fig. 4, the basic parameters of the GGWO 
algorithm are set to initialize the wolves, and then start 
iteration. In the process of continuous iteration, the position of 
the wolves is updated through various strategies like inertial 
weight, adaptive weight, and bounds check. Finally, after 
reaching the maximum number of iterations, the optimal value 
is output. The algorithm in this article uses the Gompertz 
inertia weight strategy and adaptive position update strategy to 
balance the global search and local search of the gray wolf 
population, which can effectively consider all information 
during the iteration process. Gompertz inertia weight strategy 
calculates the iteration of the algorithm, giving the same 
inertia weight value to all gray wolf individuals. This is to 
balance the global and local search performance of all gray 
wolf individuals from a global perspective. The adaptive 
position update strategy allows all gray wolf individuals to 
give different position update schemes to different gray wolf 
individuals when the number of iterations is fixed. This 
reflects the different fitness values of different particles and 
should be given different inertia weights, which is very 
scientific and necessary. The unity of the Gompertz inertia 

weight strategy and adaptive position update strategy can use 
all particles in the population to have targeted inertia weights 
and position update adjustment strategies, which is a non-
multiplicative and scientifically reasonable solution. 

 

Fig. 4. The flow chart of GGWO. 

V. SIMULATION EXPERIMENT AND RESULT ANALYSIS 

Simulation environment: MacOS, memory: 256GB, 
machine frequency 3.49GHz, MATLAB R2022a. 

A. Test Function and Parameter Settings 

The six test functions used in the simulation experiments 
of this article are shown in Table I: 

Table I introduces the expressions, upper and lower limits, 
and optimal values of the six test functions used in this 
simulation. 

As shown in Table I, f1(x) is a simple sum of squares 
function, which is smooth and convex. It is typically used to 
assess the basic performance of an optimization algorithm. 
f2(x) combines a linear sum component and a multiplicative 
component, introducing both global structure and local 
minima. It tests an algorithm's ability to handle non-separable 
and multimodal functions. f3(x) is a nested sum of squares, 
adding complexity by testing the algorithm's performance on 
hierarchical problems where optimization at one level depends 
on the optimization at another. f4(x) is a maximization 
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function that tests the algorithm's ability to find the largest 
element in a vector, which can be useful for problems that 
require selection from a set of alternatives. f5(x) is 
reminiscent of the Rastrigin function, which introduces a large 
number of local minima, making it a challenge for algorithms 

to find the global minimum. f6(x) resembles a modified 
Schwefel function with a sinusoidal component, which is very 
challenging due to its complex landscape with many local 
optima. 

TABLE I. TABLE OF TEST FUNCTIONS 

Test Functions Expressions of Functions Domian Optimal 

F1  [-100,100] 0 

F2 

 

[-10 ,10] 0 

F3  [-100,100] 0 

F4 
 

[-10,10] 0 

F5  [-5.12,5.12] 0 

F6 
 

[-600,600] 0 

 

B. Experimental Results Analysis 

1) Comparison of average convergence curves of 11 

algorithms 

Select 8 classic swarm intelligence optimization 
algorithms [33-40], and then add the three algorithms 
improved in this article, which are Gray Wolf Optimization 
Algorithm Adding Inertia Weight (GIGWO), Gray Wolf 
Optimization Algorithm Adding Self-adaptive Weights 
(GSGWO) and Adaptive gray wolf optimization algorithm 
based on Gompertz inertia weight strategy (GGWO) for a total 
of 11 optimization methods. The average convergence curves 
of these 11 algorithms in three dimensions on 6 test functions 
are shown in Fig. 5 to 10: 

In Fig. 5 to10, the abscissa reflects the number of current 
iterations, and the ordinate represents the logarithm of the 
fitness value. In low dimension (D=30) and high dimension 
(D=200, 300), As the iteration proceeds, the other eight 
algorithms except GIGWO, GSGWO and GGWO converge 
slowly and easily fall into local optimal, the evolution curve of 
the GGWO algorithm is the unique algorithm with the most 
obvious decline, the highest solution accuracy, and the fastest 
convergence speed, and will not fall into the local optimal. 

Except for the initial convergence speed of the F2 test 
function in high dimensions, the other eight swarm 
optimization algorithms are close to the optimized algorithm 
GIGWO, GSGWO, and GGWO. However, they will easily 
fall into local optimality when the number of iterations grows, 
and the convergence speed and accuracy are also far inferior 
to those of the optimized ones. In addition, the standard GWO 
algorithm based on GIGWO, GSGWO, and GGWO, such as 
the high-dimensional F6 test function, has slightly lower 
accuracy and convergence speed than WDO. However, after 
the optimization, the convergence speed of the three 
algorithms GIGWO, GSGWO, and GGWO are all much 
higher than that of WDO, which shows that the optimization 
strategy in this article is quite effective. 

And the convergence speed and solution accuracy of 
GIGWO and GSGWO are far better than GWO. The 
convergence speed of the GGWO algorithm on F1-F4 test 
functions is much higher than that of the GIGWO and 
GSGWO algorithms, indicating that both Gompertz inertia 
weight and adaptive optimization strategies are effective. On 
F4 and F5, the convergence speed of GGWO is far better than 
that of GIGWO and slightly better than GSGWO. The solution 
accuracy of the three algorithms is close and far better than the 
other eight algorithms, reflecting that the superposition of the 
two optimization strategies is still effective because the 
convergence results of GGWO are better in more cases. 

As can be seen from Fig. 5 to 10, the GGWO has the 
fastest decline rate and the smallest final fitness value. In the 
high-dimensional case of F4, although GIGWO is not 
completely stuck in the local optimum, the curve is stable at 
first, indicating that it is still stuck in the local optimum at the 
beginning of the iteration, which makes it impossible to search 
for the global optimal solution as quickly as possible. 
Similarly, although GSGWO has not completely stuck into the 
local optimal solution in the F2 high dimension, the curve 
gradually stabilizes as the iterations proceed, indicating that it 
has fallen into the local optimal, which is also not conducive 
to the search for the global optimal. 

The optimization performance and stability of 11 
algorithms in low dimension (D=30) and high dimension 
(D=200, 300) are shown in Tables II to IV: 

In Tables II to IV, the optimization performance and 
stability of 11 algorithms in low dimension (D=30) and high 
dimension (D=200, 300) are reflected by calculating the mean 
and variance. Among them, the bold data is the minimum 
value of the mean or standard deviation among the 11 
algorithms. 
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(a) D=30 

 
(b) D=200 

 
(c) D=300 

Fig. 5. Comparison chart of average convergence curve of F1. 

 
(a) D=30 

 
(b) D=200 

 
(c) D=300 

Fig. 6. Comparison chart of average convergence curve of F2. 
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(a) D=30 

 
(b) D=200 

 
(c) D=300 

Fig. 7. Comparison chart of average convergence curve of F3. 

 
(a) D=30 

 
(b) D=200 

 
(c) D=300 

Fig. 8. Comparison chart of average convergence curve of F4. 
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(a) D=30 

 
(b) D=200 

 
(c) D=300 

Fig. 9. Comparison chart of average convergence curve of F5. 

 
(a) D=30 

 
(b) D=200 

 
(c) D=300 

Fig. 10. Comparison chart of average convergence curve of F6. 
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2) Comparison of global optimal values of 11 algorithms 

Whether it is high-dimensional or low-dimensional, 
GGWO has the smallest mean or standard deviation, which 
shows that GGWO has extremely strong optimization 
performance and stability. On the two test functions F5 and 

F6, GIGWO, GSGWO, and GGWO found the global optimal 
solution 0 in every experiment. The performance of GWO is 
lower than that of WDO, but after adding Gompertz inertia 
weight or adaptive weight, the performance and stability are 
much higher than that of WDO, which shows that the 
optimization strategy for GWO is quite effective. 

TABLE II. TEST RESULTS OF 11 ALGORITHMS ON 6 TEST FUNCTIONS (D=30) 

Functions  F1 F2 F3 F4 F5   F6 

 mean  std mean std mean std mean std mean  std mean  std 

PSO 2.29E+03  2.79E+02 1.47E+12 2.62E+12 8.42E+03 3.20E+03 9.38E+00 2.09E-01 4.41E+02  3.31E+01 1.62E+00  1.98E-02 

FA 1.30E+03  5.56E+02 5.52E+01 2.35E+01 2.96E+04 5.64E+03 7.73E+00 8.52E-01 3.11E+02  1.69E+01 1.08E+01  1.03E+01 

ALO 1.03E+04  5.63E+03 1.49E+04 3.20E+04 4.49E+04 3.28E+04 4.09E+00 5.69E-01 1.49E+02  2.93E+01 7.88E+01  2.64E+01 

FOA 2.87E+04  4.69E+03 1.43E+06 2.55E+06 6.11E+04 1.29E+04 6.43E+00 5.36E-01 3.39E+02  1.20E+01 2.85E+02  3.95E+01 

SCA 1.35E+03  8.05E+02 3.85E+00 2.59E+00 3.63E+04 1.41E+04 6.65E+00 5.74E-01 8.93E+01  8.48E+01 6.48E+00  5.65E+00 

GSA 5.14E+03  1.69E+03 5.05E+01 1.74E+01 1.19E+04 6.54E+03 5.61E+00 1.16E+00 2.32E+02  3.19E+01 3.19E+02  2.70E+01 

WDO 3.90E-05  4.32E-05 4.19E-03 3.63E-03 6.23E-04 5.15E-04 4.14E-04 2.95E-04 1.46E+02  2.17E+01 5.54E-02  1.24E-01 

GWO 1.49E-03  2.16E-03 2.05E-03 5.31E-04 9.82E+01 1.76E+01 9.74E-02 4.75E-02 2.54E+01  1.00E+01 5.02E-02  4.58E-02 

GIGWO 1.19E-124  1.59E-124 1.40E-64 8.69E-65 3.36E-118 2.36E-118 1.35E-62 1.05E-62 0.00E+00  0.00E+00 0.00E+00  0.00E+00 

GSGWO 5.73E-117  6.47E-117 7.42E-60 3.01E-60 2.80E-114 4.14E-114 3.70E-59 2.96E-59 0.00E+00  0.00E+00 0.00E+00  0.00E+00 

GGWO 8.33E-227  0.00E+00 1.20E-118 2.35E-118 3.45E-225 0.00E+00 6.19E-117 1.12E-116 0.00E+00  0.00E+00 0.00E+00  0.00E+00 

TABLE III. TEST RESULTS OF 11 ALGORITHMS ON 6 TEST FUNCTIONS (D=200) 

Functions  F1 F2 F3 F4 F5   F6 

 mean  std mean std mean std mean std mean  std mean  std 

PSO 1.03E+05  4.46E+03 2.10E+103 2.46E+103 6.95E+05 1.73E+05 9.87E+00 6.04E-02 3.46E+03  1.11E+02 7.72E+01  1.11E+01 

FA 1.97E+05  2.18E+04 5.74E+72 1.28E+73 1.57E+06 2.18E+05 9.75E+00 8.21E-02 2.97E+03  1.08E+02 2.30E+03  2.60E+02 

ALO 2.06E+05  5.68E+04 4.64E+86 1.04E+87 1.46E+06 7.02E+05 6.40E+00 5.04E-01 1.82E+03  1.19E+02 1.90E+03  2.36E+02 

FOA 3.73E+05  7.12E+03 7.58E+77 1.69E+78 3.53E+06 1.59E+06 8.75E+00 4.70E-02 2.86E+03  5.08E+01 3.32E+03  1.24E+02 

SCA 1.14E+05  1.95E+04 5.22E+01 3.03E+01 1.30E+06 4.11E+05 9.79E+00 4.73E-02 5.53E+02  2.85E+02 9.72E+02  3.95E+02 

GSA 9.04E+04  6.60E+03 3.56E+02 2.20E+01 1.77E+06 8.79E+05 5.49E+00 3.72E-01 1.86E+03  7.78E+01 4.28E+03  1.13E+02 

WDO 1.30E-02  2.34E-02 7.84E-02 7.50E-02 1.67E-01 2.18E-01 4.24E-04 3.49E-04 9.07E+02  8.30E+02 2.95E-03  3.05E-03 

GWO 2.10E+02  2.49E+01 6.50E+00 1.03E+00 1.98E+05 4.72E+04 5.79E+00 4.61E-01 5.25E+02  7.61E+01 2.75E+00  6.56E-01 

GIGWO 5.69E-118  9.94E-118 2.08E-60 1.43E-60 2.17E-110 1.26E-110 3.19E-54 3.89E-54 0.00E+00  0.00E+00 0.00E+00  0.00E+00 

GSGWO 1.23E-112  1.11E-112 4.16E-57 1.44E-57 3.15E-110 3.71E-110 8.39E-58 2.33E-58 0.00E+00  0.00E+00 0.00E+00  0.00E+00 

GGWO 1.13E-225  0.00E+00 1.50E-116 1.04E-116 1.58E-221 0.00E+00 2.75E-115 1.56E-115 0.00E+00  0.00E+00 0.00E+00  0.00E+00 
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TABLE V. TEST RESULTS OF 11 ALGORITHMS ON 6 TEST FUNCTIONS (D=300) 

Functions  F1 F2 F3 F4 F5   F6 

 mean  std mean std mean std mean std mean  std mean  std 

PSO 1.93E+05  2.47E+04 4.66E+159 Inf 1.44E+06 3.70E+05 9.86E+00 6.02E-02 5.33E+03  1.14E+02 2.55E+02  1.59E+01 

FA 4.60E+05  5.14E+04 1.50E+118 3.15E+118 3.15E+06 8.46E+05 9.84E+00 2.44E-02 4.66E+03  1.17E+02 4.18E+03  4.56E+02 

ALO 3.26E+05  4.78E+04 2.46E+147 5.51E+147 2.74E+06 1.14E+06 6.57E+00 6.14E-01 3.15E+03  1.69E+02 2.55E+03  3.25E+02 

FOA 6.14E+05  2.51E+04 1.32E+120 2.95E+120 2.41E+07 1.02E+07 8.92E+00 9.37E-02 4.38E+03  8.33E+01 5.39E+03  3.12E+02 

SCA 1.84E+05  2.49E+04 1.23E+02 4.22E+01 3.85E+06 5.83E+05 9.90E+00 4.23E-02 1.33E+03  6.70E+02 1.70E+03  3.63E+02 

GSA 2.10E+05  1.08E+04 5.23E+02 3.14E+01 4.49E+06 1.88E+06 5.29E+00 3.65E-01 2.74E+03  6.60E+01 6.95E+03  2.51E+02 

WDO 1.07E-03  1.02E-03 9.01E-02 5.76E-02 9.67E-02 5.88E-02 9.56E-04 4.91E-04 9.90E+02  1.36E+03 4.88E-04  4.13E-04 

GWO 9.48E+02  2.23E+02 2.17E+01 3.17E+00 4.72E+05 8.27E+04 7.04E+00 5.97E-01 8.33E+02  2.47E+01 9.61E+00  7.45E-01 

GIGWO 9.35E-118  5.23E-118 1.05E-59 6.71E-60 6.09E-109 7.32E-109 1.81E-52 2.53E-52 0.00E+00  0.00E+00 0.00E+00  0.00E+00 

GSGWO 3.53E-112  3.51E-112 1.05E-56 3.26E-57 4.20E-109 9.09E-109 2.62E-57 1.30E-57 0.00E+00  0.00E+00 0.00E+00  0.00E+00 

GGWO 3.53E-224  0.00E+00 7.52E-115 1.02E-114 1.01E-219 0.00E+00 4.41E-115 4.04E-115 0.00E+00  0.00E+00 0.00E+00  0.00E+00 

 
In conclusion, the stability and convergence performance 

of GGWO is also the best among the 11 algorithms. 

C. GGWO Time Complexity Analysis 

The time complexity of GWO is 𝑂(𝑛𝑚𝐷), where n is the 
gray wolves’ total number of in populations, m is the 
maximum number of iterations, and D is the dimension of the 
corresponding optimization problem. Moreover, GWO has 
one of the smallest time complexity among the eight 
algorithms in this article because the time complexity of other 
algorithms such as FA and GSA is as high as O(𝑛2𝑚𝐷). 
GGWO uses Gompertz inertia weights and adaptive weights 
to update the position in the algorithm, which is essentially 
equivalent to linearly multiplying a constant in the formula 
during each iteration of the standard gray wolf optimization 
algorithm. Therefore, GGWO does not increase the time 
complexity of the original algorithm GWO, which means the 
time complexity of the improved algorithm GGWO in this 
article is also the smallest, 𝑂(𝑛𝑚𝐷). 

GGWO greatly improves the algorithm’s convergence 
speed, ability to jump out of local optima, and stability 
without additional increase in time complexity. In comparison 
with the other 10 population intelligent optimization 
algorithms, it clearly shows that the optimization performance 
far exceeds that of other algorithms. 

VI. CONCLUSION 

An adaptive gray wolf optimization algorithm based on the 
Gompertz inertia weight strategy is proposed, which uses the 
Gompertz function to improve the inertia weight and position 
update formulas. By comparing the simulation experiments, 
11 different swarm intelligence algorithms were used on 6 test 
functions to draw the average convergence curve, and the 
average value of 10 runs was taken as the final display result. 
Experimental results show that GGWO has the smallest 
variance in the test functions, proving that it has the best 
stability. In addition, the average convergence curve of 
GGWO decreases the fastest, indicating that it has the fastest 
convergence speed. Moreover, the time complexity of GGWO 

is 𝑂(𝑛𝑚𝐷),which has a certain application potential. From 

the comparative analysis of standard deviation, convergence 
curve, time complexity, and other angles, the experimental 
results show that the improved algorithm GGWO has the 
characteristics of good stability, fast convergence speed, and 
high solution accuracy. 

Although GGWO has made certain improvements in 
solution accuracy, speed, and stability, there are still some 
areas for future improvements. GGWO’s work mainly focuses 
on adjusting inertial weights; we can consider other position 
update formulas in the future. In addition, the population 
initialization of GGWO is too random. Due to this, Latin 
hypercube sampling will be considered to initialize the 
population operation. Besides, while GGWO improved 
sharply on the simple or unimodal test functions, for 
processing some complex test functions or data, the effect 
might not greatly improved. Based on various industrial 
applications, GGWO can be an efficient optimization tool that 
can be used to deal with many practical optimization 
problems. In the future, GGWO will be used in some practical 
problems, such as medical image recognition, fault detection, 
UAV path planning, quantum neural network optimization, 
and other issues. 
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Abstract—Mega-events are held in a city, or more, during a 

limited time, which requires special attention to the 

infrastructure and the offered services. The Hajj event, hosted in 

Makkah - Saudi Arabia, is considered as an excellent example of 

religious mega-events. The field of computer modeling and 

simulation is one of the main technical tools that help in 

developing and understanding the risks of crowds and studying 

the safety means during organizing of many major events in the 

world. This paper focuses on using computer simulation to 

optimize the pilgrims' shuttle-bus transportation system in Holy 

Sites (Mashaaer), as a case study of optimizing shuttle-bus 

Systems in Mega-Events using computer modeling. The objective 

of paper is to develop a model of the shuttle-bus transport system 

to give insights of the advantages of the use as an alternative for 

transporting pilgrims as well as to provide decision makers with 

a tool that could be used to select the best parameters of the 

system for the most efficient operation. For this purpose, 

pilgrims’ evacuation time, traffic congestion and average trip 

time, from Arafat to Muzdalifa, are identified as the performance 

measures for evaluating the proposed transport system. The 

conducted simulation can be used to assess the current systems, 

recommend changes to the systems, and offer indicators and 

readings to assist decision makers. 

Keywords—Computer modeling; simulation; optimization; 

shuttle-bus systems; mega-events; hajj 

I. INTRODUCTION 

Mega-events are considered as large-scale events attended 
by huge numbers of visitors. In addition, they have been 
getting much attention as key ingredients in tourism for many 
destinations [1]. Organizing a mega-event has a great impact 
on the hosting cities, which requires special attention to the 
infrastructure and the offered services [2]. 

In order to classify an event as a mega event, different 
criteria can be considered, such as duration, scale, number of 
visitors and importance of the event. Among the famous 
events that can be considered as mega-events are the Olympic 
Games, the World Expo and the Football World Cup [3], in 
addition to some religious festivities. 

The Islamic pilgrimage (Hajj) event, which occurs once a 
year and is hosted in Mecca KSA, is an excellent example of 
religious mega-events. 

The Hajj organizers aim at allowing the best possible 
number of Muslims to perform Hajj to the fullest; and 

providing the best services before, during and after their visit 
to Mecca. Transportation is an important service that is 
offered throughout the entire year and especially during Hajj 
days. Improving the quality of transportation services requires 
the use of modern techniques to raise the efficiency of 
operations and improve services. 

Hajj is a set of rites unchanged for 14 centuries that takes 
place from the 8

th
 to 12

th
 (or in some cases 13

th
) of Dhul al-

Hijjah, the 12
th

 month of the lunar year. On the 8
th

 of Dhul al-
Hijjah, pilgrims confirm their intention to make the 
pilgrimage. After Fajr prayer on the 8

th
 of Dhul al-Hijjah, the 

pilgrims proceed to Mina where they spend the whole day. 
The next morning (The 9

th
 of Dhul al-Hijjah), they leave Mina 

to go to Arafat, where they supplicate and seek mercy of 
Allah. Pilgrims leave Arafat for Muzdalifa after sunset. After 
returning from Muzdalifa, the pilgrims perform symbolic 
stoning of the pillars (Ramy al-Jamarat). On the same or the 
following day, the pilgrims revisit the Haram Mosque in 
Makkah for Tawaf al-Ifadah. The night of the 10

th
, 11

th
, and 

12
th

 of Dhul al-Hijjah are spent back at Mina, where the same 
process of stoning of the pillars takes place. Finally, before 
leaving Mecca, pilgrims perform a farewell tawaf called 
Tawaf al-Wadaa. Fig. 1 illustrates the route taken by pilgrims 
on their journey and the relative proximity between the Holy 
sites. 

The constraints of time (from the 8
th

 to 12
th

/13
th

 of Dhul al-
Hijjah) and area (Haram, Mina, Muzdalifa, and Arafat) pose 
different challenges for Hajj authorities responsible for 
controlling traffic and crowd movements of pilgrims. Such 
challenges further increase with the steady increase in the 
number of pilgrims each year. 

The restricted times for pilgrim movements between Holy 
sites suggest that carefully planned pilgrim services are 
required to be aligned in accordance with such movements. In 
particular, one of the most important pilgrims’ services is 
transportation. 

During the past Hajj seasons, many transportations 
operational strategies, including regular buses, shuttle-bus, 
train, or on foot (walking), were successfully experimented 
between the Holy sites in Makkah. 
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Fig. 1. The route of Hajj journey. 

The Saudi Ministry of Transportation first reported on the 
idea of using shuttle-buses to transport pilgrims between 
Arafat and Muzdalifa. In the following years, the shuttle-bus 
project was extended to include the Muzdalifa–Mina roadway 
and presently continues to operate on the two segments of 
Arafat–Muzdalifa and Muzdalifa–Mina [4]. 

Due to the steady increase of number of pilgrims, which 
may reach five million by 2030, an optimized transportation 
system is of a high importance. This paper aims at utilizing 
computer modeling and simulation to study the effectiveness 
of the pilgrims' shuttle-bus transportation system in Mashaaer 
Holy Sites. It focuses on using computer modeling to optimize 
pilgrims' shuttle-bus transportation system for the path from 
Arafat towards Muzdalifa (Nafrah). More specifically, the 
paper focuses on the path of pilgrims of Turkey and Muslims 
of Europe, America, and Australia. This model can be used for 
the planning and analyzing all Hajj transportation operations. 
The results of the simulation may be used to assess the 
effectiveness of the current system and to suggest changes that 
might be made. Hence, the designed model can be used for 
optimizing the pilgrim’s transportation system with respect to 
different parameters. 

The paper is organized as follows. Section II discusses the 
literature review. Section III presents the proposed computer 
modeling of the shuttle-bus system, while results and 
discussions are presented in Section IV and V respectively. 
Conclusions are drawn in Section VI. 

II. LITERATURE REVIEW 

Several research studies investigated the research issues 
associated with pilgrims’ transportation planning and the 
deployed shuttle-bus project [5], [6]. 

In [7], an integrated solution to the problem of pilgrimage 
transportation control while tracking the shuttle-bus from its 
starting point till its final destination was proposed. The 
system is designed to work in an environment where vehicle 
and passenger identification is required, namely at check 
points, in order to speed up the checking process with best 
quality services. In the designed system, buses are identified 
using RFID tags, while passengers boarding or getting off the 
bus are identified on the basis of RFID cards they have and 
finger identification. 

In study [8, 9], a tool was created to assist in planning the 
shuttle-bus service operation configuration during Hajj using 
an analytical approach. With the use of this tool, the shuttle 
service between Arafat and Muzdalifa can be run with the 
fewest possible buses and cycles. It uses GPS data to gather 
information about the shuttle-bus service, including pick-up 
and drop-off timings, travel times along the path, and the 
number of pilgrims. 

The research reported in [11] presents a simulation study 
of the 1422H Hajj season shuttle-bus transportation system 
using the Arena simulation system, with the goal of 
understanding of the characteristics and limitations of the 
system, by examining bus routes, dispatching mechanisms, 
and loading/unloading scenarios on system performance. 
During this Hajj season, approximately 160,000 pilgrims used 
the shuttle-buses, and 542 buses were used to transport 
pilgrims from Arafat to Muzdalifa. The paper suggested that 
in order to maintain a reasonable evacuation time, the number 
of buses should not be decreased below a limit of about 500 
buses. 

An approach in [12] is based on a stochastic simulation 
model to design a shuttle-bus system to transport pilgrims 
along the entire Arafat and Muzdalifa segment roadway, using 
logistics features of ProModel simulator. The model is used to 
estimate the number of buses needed to transport pilgrims at 
the shortest possible evacuation time with the least amount of 
congestion, as well as the number of bus stops needed to 
accommodate pilgrims. To evacuate Arafat in six hours, the 
study offered an expanded plan with 3160 buses and 740 bus 
stations. 

A number of research papers addressed the optimization of 
shuttle-bus systems. The research in [14] examined the 
optimization of a local shuttle route. It creates a solution to the 
optimal routing design problem in order to minimize overall 
cost, which includes user and supplier costs, while taking 
budgetary restrictions and demand for passenger traffic into 
account. Both a genetic algorithm (GA) and a depth-first 
search algorithm (DFS) are used to accomplish this. 

A hybrid genetic algorithm is used in [15] to solve a 
shuttle-bus route optimization model. The travel time 
reliability estimation approach is based on back propagation 
(BP) neural networks, and the optimization model is built with 
operational reliability maximization as its primary goal. 

A structure for an optimization model that maximizes the 
general satisfaction of users and public transit businesses was 
presented in [16]. A hybrid intelligent optimization technique 
is utilized to solve the optimization model, which is based on 
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meeting the passenger journey time requirements and reducing 
the cost-of-service operations. 

On a case study of a university shuttle-bus, the research in 
[17] employs the Artificial Neural Network and Support 
Vector Machine algorithms for the optimum journey time 
prediction with a lower error rate. It is also used to suggest 
appropriate pathways for the selected scenario. 

In study [18], an optimization modeling approach based on 
simulation to assist airport shuttle operators in deploying 
electric vehicles efficiently was suggested. In order to achieve 
predefined objectives, the suggested approach uses an event-
driven simulation model, Airport Shuttle Planning and 
Improved Routing Event-driven Simulation (AS-PIRES) [19], 
to propose an optimization model that determine the battery 
capacity, charging power, and number of chargers. 

In study [10], a transport planning approach that is adopted 
for the Summer Olympic Games (SOG) and identifies lessons 
learned for planning of the Hajj/Umrah was explored. It 
described the context for each event and the nature of 
transport demand and supply and outlines the transport 
planning approaches used. 

When planning a community shuttle service, the optimal 
stop location and route can help to reduce the walking distance 
of passengers and the route length. In study [13], a discrete 
optimization problem was proposed to make a trade-off 
between the walking distance of passengers and route length. 

III. MODELING THE SHUTTLE-BUS TRANSPORTATION 

SYSTEM IN ARAFAT-MUZDALIFA AREA 

A. Problem Formulation 

The issue addressed in this study focuses on computer 
modeling of the shuttle-bus transportation system for pilgrims 
on the route from Arafat to Muzdalifa (Nafrah), in particular 
the route taken by Muslims from Turkey and other parts of 
Europe, North America, and Australia. Fig. 2 depicts the 
shuttle-bus route from Arafat to Muzdalifa that is taken into 
account in the proposed model. 

The shuttle-bus transportation system in Arafat-Muzdalifa 
area is responsible for transporting the pilgrims from loading 
stations in Arafat (LSN loading bus-stations) to unloading 
stations in Muzdalifa (USN unloading bus-stations). In Arafat, 
the pilgrims are moved to the bus stops in groups, each of fifty 
pilgrims, and loaded into the bus at that stop. When the Nafrah 
starts, the first group of buses departs Arafat taking pilgrims 
towards Muzdalifa and the following group is released to the 
bus stops. In Muzdalifa, buses unload the pilgrims at the pre-
assigned bus stops. The shuttle-bus transportation network 
utilizes a dedicated two-lane bus road, where bus stops are 
constructed on the roads’ shoulders. 

The goal is to complete the evacuation of the designated 
number of Turkish pilgrims - roughly 240000 pilgrims - 
within the Nafrah's allocated time frame, maintaining the bus-
stations capacity. 

In order to complete evacuating the designated number of 
pilgrims, there is a need for a buses batch size (N), which is 
the overall number of buses dedicated for the transportation of 
pilgrims. The number of buses in a batch should be kept to a 
minimum both economically and to prevent excessive traffic 
congestion on the roads. In addition, the total time for 
completing the evacuation (T) should be kept within the time 
allotted for the Nafrah (TA). 

The different parameters that affect the shuttle-bus 
transportation system are as follows: 

 The interarrival time for buses entering the system (IT), 
which is the time interval between bus arrivals in the 
system. A small interarrival time may appear to speed 
up the evacuation operation for pilgrims because the 
entire bus batch size (N) begins doing their job more 
quickly, however, it may actually lead to traffic jams 
and causes overload in Arafat bus-stations, as the 
number of buses exceeds their capacity. Therefore, it's 
important to maintain a balance between the level of 
congestion and the rate at which buses enter the route. 
Using less bus interarrival time causes overload in 
Arafat bus-stations, as the number of buses exceeds 
their capacity. 

Fig. 2. The path of shuttle-bus from Arafat to Muzdalifa.
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 The bus trip time during Nafrah (BT), which depends 
on the following parameters: 

- The pilgrims’ loading time in Arafat (LT). 

- The pilgrims’ unloading time in Muzdalifa (UT). 

- The buses' speed (BS). 

 The maximum number of cycles (loops) that each bus 
completes across the system before departing for the 
parking area (CN). Apparently, a higher number of 
cycles require less bus batch size (N), but bus drivers 
may be more tired as they spend more time driving. 

The following performance metrics can be used to assess 
the efficiency of shuttle-bus transportation system: 

 The number of bus trips reached Muzdalifa (MN). As 
mentioned earlier, for each bus trip, a group of fifty 
pilgrims are evacuated. Therefore, the number of bus 
trips is considered an indicator of the number of 
pilgrims that are evacuated. Moreover, another type of 
city-bus can be utilized, which allows evacuating a 
group of eighty pilgrims per bus trip. 

 Total number of buses exists in the system at a certain 
time (NCB), which is considered an indicator of the 
total time for completing the evacuation (T). 

Moreover, traffic congestion is taken into consideration for 
evaluating the transportation system efficiency. 

Table I summarizes the parameters used in this work to 
model the shuttle-bus pilgrims transportation system. 

TABLE I. PARAMETERS OF THE SIMULATION MODEL 

Parameter Description 

Buses batch size (N) 
The overall number of buses dedicated for the 

transportation of pilgrims. 

Nafrah time (TA) 

Time allotted for the Nafrah (the available time to 

finish the evacuate pilgrims from Arafat to 
Muzdalifah) 

Total evacuation time 

(T) 
Total time for completing the evacuation process 

Interarrival time (IT) 
The time interval between bus arrivals in the 
system. 

Bus trip time (BT) 
Total time for a bus to travel from Arafat to 

Muzdalifah 

Loading time (LT). Pilgrims’ loading time in Arafat 

Unloading time (UT) Pilgrims’ unloading time in Muzdalifa 

Bus speed (BS). 
Average speed of a bus during the trip from Arafat 

to Muzdalifah 

Number of cycles (CN) 
The maximum number of cycles (loops) that a bus 
completes across the system before departing for 

the parking area 

Number of bus trips 
(MN) 

Total number of bus trips reached Muzdalifa 

number of buses (NCB) 
Total number of buses exists in the system at a 

certain time 

B. Setting up the Model of the Shuttle-Bus System 

The first step in the computer modeling operation is the 
data collection of system specifications, input variables, as 

well as performance of the existing shuttle-bus system. This is 
done by observing the actual transportation system 
performance during Hajj seasons. Based on the actual data 
collected from the field during Hajj seasons, the values of the 
following parameters were determined as: 

 The interarrival time for buses entering the system (IT) 
is 10 seconds. This means that six buses enter the 
system every minute. 

 The number of loading stations in Arafat (LSN) is 80 
stations. 

 The number of unloading stations in Muzdalifa (USN) is 
32 stations. 

 The pilgrims’ loading time in Arafat (LT) was taken as 
a triangular distribution function as triangular (6, 8, 
10), with the min value of 6 min., max value of 10 
min., and most likely value of 8 min. 

 The pilgrims’ unloading time in Muzdalifa (UT) was 
taken as a triangular distribution function as triangular 
(4, 6, 8), with the min value of 4 min., max value of 8 
min., and most likely value of 6 min. 

 The buses' speed (BS) was taken as 70 km/h, unless 
other values are tested. 

 The maximum number of loops (CN) was taken as 6 
loops, unless other values are tested. 

 The typical time of Nafrah (TA) is about seven hours. 

C. Building the Model of the Shuttle-Bus System 

The next step is model construction by developing 
schematics and network diagrams of the shuttle-bus system, 
abstracting the essential features of the system, and 
programming the system operations that characterize the 
system. 

This model architecture was built using Anylogic, which is 
a multi-method simulation tool with an intuitive GUI. It is 
completely written in Java and enables combining process 
modeling, system dynamics and agent-based modeling in one 
model. Moreover, it has a built-in Road Traffic Library. On 
one hand, Anylogic seems to be a perfect tool for our research 
since a microsimulation model of traffic flow can be created 
directly in Anylogic. On the other hand, several difficulties 
had to be overcome due to the fact that the tool is not 
primarily intended for shuttle-bus transportation systems. In 
order to make sure that the designed model is an accurate 
representation of the real system, a model validation is 
performed. This is done by using actual data collected from 
the field during Hajj seasons. The typical duration of Nafrah is 
about seven hours. 

The model is carried out using an exclusive two-lane bus 
road. The processes’ general structure of the model is shown 
in Fig. 3. In this modeled environment of roads in Mashaaer 
Holy Sites (especially Arafat-Muzdalifa area), concurrent 
groups of simulated agents interact with potential to enable 
direct acquisition of statistics and indications. 
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Fig. 3. The processes structure of the model.
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The main processes of the model include: 

 CarSource: It generates cars (buses) and tries to put 
them into the specified location inside a road network. 

 CarMoveTo: It controls the car movement by 
calculating the way from its current location to the 
specified destination. 

 SelectOutputIn and SelectOutputOut: For routing 
agents (buses) to different flowchart branches (bus 
stations). 

 Delay: Delays agents (buses) for a given amount of 
time. 

 CarDispose: Removes a car (bus) from the model. 

The system parameters can be controlled through some 
input-fields in the starting screen of the proposed simulation 
system. These model parameters include: 

 BusInterArrival_parameter: It controls the interarrival 
time for buses entering the system (in min.).  

 Arafa_Tri_a_parameter, Arafa_Tri_b_parameter, and 
Arafa_Tri_c_parameter: It controls the loading time in 
Arafat.  

 Muz_Tri_a_parameter, Muz_Tri_b_parameter, and 
Muz_Tri_c_parameter: It controls the unloading time 
in Muzdalifa.  

 BusSpeed_parameter: It controls the speed of a bus.  

 BusMaxNLoops_parameter: It controls the maximum 
number of cycles (loops) that a bus travels before 
leaving the system. 

The simulation screen has some active camera viewports. 
Examples of the cameras that the system has include: 

 Arafat area Cam: A camera that follows the loading bus 
stations in Arafat site.  

 Muzdalifa area Cam: A camera that follows the 
unloading bus stations in Muzdalifa site. 

A screenshot of the simulation screen (at time = 60 min.) is 
shown in Fig. 4. 

D. Validation of the Model of the Shuttle-Bus System 

Comes next an important operation, which is model 
verification. This is to ensure the correctness of the logical 
structure of the model and the correctness of the represented 
form in the computer. 

In order to make sure that the designed model is an 
accurate representation of the real system, a model validation 
is performed. This is done by comparing the results of the 
simulation model with actual data collected from the field 
during Hajj seasons. 

In the following section, an example of a simulation 
scenario is shown, which has been used to prove that our 
model gives realistic results compared to the actual data 
already collected. 

 
Fig. 4. A screenshot of the simulation screen. 

IV. SIMULATION RESULTS 

Through a series of simulations, the model's behavior, and 
the effects of changing various parameters on the shuttle-bus 
transportation system are examined. An example of a 
simulation scenario is provided in this section. 

After running the simulation experiment using the 
aforementioned parameters for a long duration of time, the 
simulation results were observed. It was found that the average 

trip time BT, from Arafat to Muzdalifa, is about 21 min. The 
total number of buses that existed in the system and the 
number of trips departed Arafa and arrived Muzdalifa were 
observed as can be shown in Fig. 5. It can be seen in the figure 
that using an interarrival time of 10 seconds, the buses batch 
size (N) increases gradually and reach a number of 700 buses 
during around 114 min. (point B in the figure). In addition, 
using this buses batch size, and with a maximum number of 
loops (CN) of 6 loops, buses start to depart to the parking area 
(point C in the figure) after 4 hours and 15 min., hence, the 
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number of buses existed in the system starts to decrease until 
all buses finish their job. By the time of around eight hours, 
the number of trips departed Arafa and arrived Muzdalifa was 
4200 (point D in the figure), which means that around 210000 
pilgrims were successfully evacuated to Muzdalifa, or around 
336000 pilgrims were successfully evacuated, when the type 
of 80-passenger city-bus is used. 

In Fig. 6, the results of a simulation experiment that 
examines the effect of tuning the maximum number of cycles 
(CN) are shown. The figure shows the number of trips arriving 
in Muzdalifa and the total number of buses existing in the 
system for different number of loops, using a bus batch size N 
= 600. It can be depicted from the figure that: 

 For CN = 6, a total of 3600 trips (180000 pilgrims, or 
288000 when the type of 80-passenger city-bus is used) 

were able to reach Muzdalifa within 7 hours and 20 
minutes. In addition, the total duration for completing 
the evacuation (whole buses batch were able to leave 
the system to the parking area) was 7 hours and 42 
minutes. 

 For CN = 7, a total of 4200 trips (210000 pilgrims, or 
336000 pilgrims when the type of 80-passenger city-
bus is used) were able to reach Muzdalifa within 8 
hours and 26 minutes. In addition, the total duration for 
completing the evacuation was 8 hours and 48 minutes. 

 For CN = 8, a total of 4800 trips were able to reach 
Muzdalifa within 9 hours and 20 minutes. In addition, 
the total duration for completing the evacuation was 9 
hours and 54 minutes. 

 

Fig. 5. The total number of buses existed in the system and the number of trips departed Arafa and arrived Muzdalifa for (700 batch of buses and 6 loops). 

  

(a)                                                                                     (b) 

Fig. 6. The effect of tuning the maximum number of cycles (CN): (a) The number of trips arrived Muzdalifa for different number of loops; (b) The total number 

of buses existed in the system for different number of loops.
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The results of another simulation experiment that 
examines the effect of tuning different bus batch sizes (N) are 
shown in Fig. 7. The figure shows the number of trips arriving 
in Muzdalifa and the total number of buses existing in the 
system for different N. It can be depicted from the figure that: 

 for N = 600, a total of 3600 trips (180000 pilgrims, or 
288000 pilgrims when the type of 80-passenger city-
bus is used) were able to reach Muzdalifa within 7 
hours and 20 minutes. In addition, the total duration for 
completing the evacuation (whole buses batch were 
able to leave the system to the parking area) was 7 
hours and 42 minutes. 

 for N = 700, a total of 4200 trips (210000 pilgrims, or 
336000 pilgrims when the type of 80-passenger city-
bus is used) were able to reach Muzdalifa within 8 
hours and 26 minutes. In addition, the total duration for 
completing the evacuation was 8 hours and 48 minutes. 

 for N = 750, a total of 4500 trips (225000 pilgrims, or 
360000 pilgrims when the type of 80-passenger city-
bus is used) were able to reach Muzdalifa within 9 
hours. In addition, the total duration for completing the 
evacuation was 9 hours and 10 minutes. 

 for N = 800, a total of 4800 trips (240000 pilgrims, or 
384000 pilgrims when the type of 80-passenger city-
bus is used) were able to reach Muzdalifa within 9 
hours and 32 minutes. In addition, the total duration for 
completing the evacuation was 9 hours and 40 minutes. 

While not always applicable and for the sake of 
experimenting, buses with faster speed (120 km/h) were 
tested. The calculated statistics, after running the simulation, 
are shown in Fig. 8. It can be seen in the figure that increasing 
the bus speed does not help in increasing the arrival rate in 
Muzdalifa, as the results are similar to the results when using 
bus speed of 70 km/h. 

(a)                                                                                     (b) 

Fig. 7. The effect of tuning different bus batch sizes (N): (a) The number of trips arrived Muzdalifa for different bus batch sizes; (b) The total number of buses 

existed in the system for different bus batch sizes. 

 
(a)                                                                                     (b) 

Fig. 8. The effect of tuning different bus speed (Bs): (a) The number of trips arrived Muzdalifa for different bus speed; (b) The total number of buses existed in 

the system for different bus speed. 
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(a)                                                                                     (b) 

Fig. 9. The effect of tuning the interarrival time for buses entering the system (IT): (a) The number of trips arrived Muzdalifa for different Bus interarrival times; 

(b) The total number of buses existed in the system for different Bus interarrival times. 

 
(a)                                                                                     (b) 

Fig. 10. The impact of a failure that might occur in one of the road lanes: (a) The number of trips arriving in Muzdalifa; (b) The total number of buses existing in 

the system. 

The results of another simulation experiment that 
examines the effect of tuning the interarrival time for buses 
entering the system (IT), are shown in Fig. 9. It can be seen in 
this figure that using IT = 10 seconds, the buses batch size 
(700) increases gradually and reach a number of 700 buses 
during around 114 min, and after 4 hours and 15 min., buses 
start to depart to the parking area. On the other hand, using IT 
= 20 seconds, the buses batch size (700) increases gradually 
and reach a number of 700 buses during around 3 hours and 
55 min. and at that time buses start to depart to the parking 
area, as several buses have already reached the maximum 
number of cycles. The results of the simulation showed that 
using IT = 10 seconds was a suitable choice as it maintains a 
good balance between the level of roads congestion and the 
rate at which buses enter the route. 

Fig. 10 depicts the results of another simulation 
experiment that investigates the impact of a failure that might 
occur in one of the road lanes. The figure depicts the number 
of trips arriving Muzdalifa and the total number of buses in 
the system in two scenarios: a scenario with no failure and 
another scenario with one-lane failure. The figure shows that 
the presence of one-lane failure causes a slight delay in the 
movement of the buses. However, the delay is minor because 

using dedicated roads for traffic helps to keep the level of 
congestion low. 

V. OPTIMIZATION OF THE SHUTTLE-BUS TRANSPORTATION 

SYSTEM IN ARAFAT-MUZDALIFA AREA 

In the optimization process, the results of simulation 
experiments that include all possible combinations of 
parameters are registered. As mentioned earlier, the 
parameters include: 

 the overall number of buses dedicated for the 
transportation of pilgrims (N), 

 the maximum number of cycles (loops) that each bus 
completes across the system before departing for the 
parking area (CN), 

 the total amount of time for completing the evacuation 
that all buses spend in the system before departing for 
the parking area (T), and 

 The total number of bus trips that reach Muzdalifa 
(NTrips). 
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The objective of our optimization problem is to determine 
the optimal solution with respect to one or more of the above 
parameters. This could be the minimum N, the minimum CN, 
the minimum T, or the maximum (NTrips). In general, NTrips = 
N * CN; hence, maximizing NTrips while minimizing N 
indicates that CN must be maximized. 

The objective function can be formulated as 
                  

    where    is a weighted function that 

includes the system parameters. This function can be re-
written as a weighted function of the parameters as: 

                       
 

      
  (1) 

However, the values of the system parameters in the above 
equation are not within close ranges. Therefore, to have a 
consistent formula for    , the system parameters in the 
equation are normalized by dividing each one by its possible 
maximum value. Such maximum values are clearly 
determined from the set of all possible combination of 
parameters that are used in the simulation experiments. Hence, 
a normalized parameter is obtained as 

 ̂        ⁄     (2) 

where, p is a parameter value,  ̂ is a normalized parameter 
value, and      is the maximum possible value of the 
parameter. The weighted summation function in Eq. (1) is, 
therefore, reformulated as, 

       ̂       ̂      ̂      
 

      

̂
      (3) 

To be accepted as a possible solution, the obtained 
parameters shouldn’t exceed predefined limits (the available 
number of buses, the maximum number of cycles, and the 
target time for completing the evacuation). In addition, the 
target number of bus trips that reach Muzdalifa should be 
satisfied. In the considered system (the shuttle-bus 
transportation system for pilgrims on the route from Arafat to 
Muzdalifa (Nafrah)), the parameters are determined using a 
range of (500 to 850) for N, a range of (3 to 8) for CN, and a 
range of (1500 to 6800) for NTrips. Table II illustrates the 
targeted values of the system parameters. 

An excerpt of the outcomes from simulation experiments 
that looked at every possible combination of parameters is 
shown in Table III. 

Eq. (3) can be used either to optimize one parameter or to 
find an optimal solution with respect to more than one 
parameter. In the former case, the weight of the targeted 
parameter is set to 1, while the weights of the other parameters 
are set to 0. In the latter case, the weights of the selected 
parameters are set to 1, while the other weights are set to 0. 
The following experiments illustrate how different sets of 
weights are used for the optimization process: 

 For the maximum number of buses (N), the weights are 
set to the values of (    ,     ,     ,     ), 

hence, only the effect of  ̂  is considered in   . The 
optimized result of    in this case is 0.59. This 
optimized result gives a number of possible solutions. 
The best of them in terms of total evacuation time 

gives the following values: N=500, CN = 4, NTrips = 
2000, T = 294.92 min. However, this solution is not an 
acceptable as it doesn’t satisfy the target number of bus 
trips that reach Muzdalifa. The best solution that 
complies with the predefined limits has the following 
values: N=500, CN = 6, NTrips = 3000, which results in a 
total time (T) of 395.87 min. 

 When the optimization process is performed to fine the 
minimum number of cycles (CN), the weights are set to 
the values of (     ,     ,     ,     ), 

where the effect of   ̂  is only considered in   . The 
optimized parameters, in this case, were determined as 
N=500, CN = 3, NTrips = 1500, and the total amount of 
time for completing the evacuation (T) was found to be 
240.27 min. Although this solution minimizes the 
number of cycles, this is not an acceptable solution as 
it doesn’t satisfy the target number of bus trips that 
reach Muzdalifa. The first solution that complies with 
the predefined limits has the following values: N=720, 
CN = 4, NTrips = 2880, which results in a total time T of 
378.88 min. 

 To minimize the total amount of time for the 
evacuation process (T), the weights are set to the 
values of (    ,     ,     ,     ), which 

means only the effect of  ̂ is considered in   . 

TABLE II. THE TARGETED VALUES OF THE SYSTEM PARAMETERS 

N ≤ 800 buses 

CN ≤ 8 cycles 

T ≤ 480 min. 

NTrips 
≥ 2820 (around 225600 pilgrims, when 80-passenger 

city-bus is used) 

TABLE III. AN EXCERPT OF THE SIMULATION EXPERIMENTS RESULTS 

                     ⁄   ̂   ̂  ̂        ⁄̂  

500 4 294.92 2000 0.000500 0.59 0.50 0.37 0.75 

510 4 298.44 2040 0.000490 0.60 0.50 0.37 0.74 

530 4 302.33 2120 0.000472 0.62 0.50 0.38 0.71 

520 4 314.95 2080 0.000481 0.61 0.50 0.39 0.72 

500 5 356.44 2500 0.000400 0.59 0.63 0.44 0.60 

500 3 240.28 1500 0.000667 0.59 0.38 0.30 1.00 

510 3 242.13 1530 0.000654 0.60 0.38 0.30 0.98 

540 4 319.03 2160 0.000463 0.64 0.50 0.40 0.69 

520 3 248.80 1560 0.000641 0.61 0.38 0.31 0.96 

510 5 366.51 2550 0.000392 0.60 0.63 0.46 0.59 

530 3 251.00 1590 0.000629 0.62 0.38 0.31 0.94 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 

 In this case, the optimal solution gives the values of 
N=500, CN = 3, NTrips = 1500.  The total amount of 
time for completing the evacuation (T) in this case was 
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found to be 240.27 min. Although this solution resulted 
in the minimum time, the solution is not acceptable 
because it doesn’t satisfy the target number of bus trips 
that reach Muzdalifa. The first solution that complies 
with the predefined limits has the following values: 
N=720, CN = 4, NTrips = 2880, which results in a total 
time T of 378.88 min. 

 To satisfy the target number of bus trips (NTrips), a 
possible scenario is to find the maximum NTrips. Here, 
the weights are set to the values of (    ,     , 

    ,     ), to allow the effect of 
 

      

̂
 to be 

only considered in   . The results of this case were 
determined as N=850, CN = 8, NTrips = 6800, in which 
the total amount of time for completing the evacuation 
(T) was found to be 801.30 min. Although this solution 
achieves a large number of bus trips that reach 
Muzdalifa, it consumes lots of resources, in terms of 
the number of buses dedicated for the transportation of 
pilgrims (N), in addition to the maximum number of 
cycles (loops) that each bus completes across the 
system. Moreover, the required time for completing the 
evacuation is long. Hence, this is not an acceptable 
solution. The first solution that complies with 
predefined limits has the following values: N=750, CN 
= 5, NTrips = 3750, which results in a total time T of 
476.75 min. 

In order to maintain the effects of all parameters, the 
weights are set to the values of (    ,     ,     , 
    ). The reason for having the value    = 0 is to solve the 
contradiction in (4), by omitting the effect of CN. The 
optimized parameters, in this case were determined as N=500, 
CN = 6, NTrips = 3000, and with these parameters the total 
amount of time for completing the evacuation (T) was found 
to be 395.87 min. This can be considered as an accepted 
solution that achieves the targets while maintaining the system 
resources within the available limits. 

Table IV summarizes the results of the above experiments. 

In fact, the values of weights used in Eq. (3) can be chosen to 
define the significance of each parameter in   . In our 
experiments, we used equal weights to indicate equal 
importance of the parameters. However, unequal values of 
weights will give some parameters more importance than 
others. 

TABLE IV. A SUMMARY OF THE EXPERIMENTS ILLUSTRATING EFFECTS OF 

VARYING THE WEIGHTS IN THE OPTIMIZATION PROCESS 

weights N CN T NTrips 

    ,     ,     ,      500 6 395.87 3000 

    ,     ,     ,      720 4 378.88 2880 

    ,     ,     ,      720 4 378.88 2880 

    ,     ,     ,      750 5 476.75 3750 

    ,     ,     ,      500 6 395.87 3000 

VI. CONCLUSIONS 

In this paper, a computer modeling of pilgrims' shuttle-bus 
transportation system in Mashaaer Holy Sites, were presented.  
The model was designed using a multimodal modeling and 
simulation tool developed by AnyLogic to include operations 
during the pilgrims' transport from Arafat to Muzdalifa via 
shuttle-buses. The proposed model can be used for optimizing 
the pilgrim’s transportation system with respect to different 
parameters since the results of the simulation may be used to 
assess the effectiveness of the current system and to suggest 
changes that might be made. In our experiments, we used 
equal weights to indicate equal importance of the parameters. 
In future work, unequal values of weights of parameters can 
be set to give more importance of some parameters than 
others. In addition, this paper focused on one of the paths of 
the hajj shuttle bus system. As a future work, the simulation 
model may be extended to include other paths. 
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Abstract—Nurses are professionals who provide health 

services using a scientific process called nursing. In nursing, 

problem-solving uses the nursing process which is a critical 

thinking method, nurses must analyze the data found in patients 

to diagnose and determine the results and appropriate 

intervention plans. Prospective nursing students are required to 

be able to apply the nursing process in carrying out nursing care 

according to existing nursing standards, of course, with 

supervision by nursing experts to improve the quality of medical 

services. This study aims to develop an android application with 

the help of an expert system as a nursing diagnosis tool, which 

helps nursing students learn the nursing process and helps 

lecturers monitor the nursing process carried out by nursing 

students. This research uses 116 symptom data, 22 diagnosis 

data, 60 intervention data, 8 type data, and 864 description data. 

The results of this research are in the form of an expert system 

with an android-based forward chaining method that has been 

tested using the black box testing method. 

Keywords—Classification; expert system; forward chaining; 

blackbox testing; android; flutter; nursing process 

I. INTRODUCTION 

Nursing service is a way for nurses to provide professional 
services, both emotional and otherwise, to individuals, 
families, groups, and communities, for the healthy and the 
sick. [1]. Nursing services are part of health services, and the 
quality of nursing services in general determines the quality of 
health services [2]. Nurses are professionals who provide 
medical services using a scientific process called nursing, 
problem-solving using the nursing process. The nursing 
process is used as a tool for nurses to practice nursing 
systematically in solving nursing problems [3]. Nurses provide 
care according to established standards. This standard was 
developed by the Indonesian National Nurses Association 
(PPNI). RI Law No. 36 of 2009 concerning Health has 
mandated that health workers are obliged to meet professional 
standards and respect patient rights [4]. The relationship 
between quality and standards are two things that are very 
closely related, because through these standards it can be 
measured that service is improving or even getting worse [5]. 

The standards ensure that nurses make appropriate and 
rational decisions and perform interventions that are safe and 
legally responsible [6]. Nursing students are prospective 
nurses according to their expertise, they must be able to apply 

the nursing process in the performance of nursing care, 
therefore vocational nurses (D3) and nurses are equipped with 
knowledge of the nursing process in education. Students can 
utilize expert system applications to support the learning 
process of nursing diagnoses and appropriate interventions by 
the Indonesian Nursing Diagnosis Standards (SDKI). In the 
diagnostic process, experienced experts are needed to provide 
the correct conclusions [7]. 

An expert system is a computer-based system that uses 
knowledge, facts, and reasoning techniques to solve a 
particular problem which normally can only be solved by 
experts in their field [8]. The nursing process Expert System is 
designed to be able to assist nurses in analyzing patient data so 
that interventions and outputs can be determined according to 
the conditions and circumstances of the patient. 

There are several studies on diagnostic expert systems but 
for expert systems that produce nursing diagnoses to help 
nursing students there is still no. Research in [9] discusses the 
creation of an expert system to diagnose eye disease with the 
android-based certainty factor method. This Android-based 
expert system has 75% accuracy results with details of 15 
diseases and 52 symptoms of eye disease. 

In the study [10] built an android-based expert system to 
detect dental and oral diseases. The data used is 13 diseases 
and 44 symptoms. This dental and oral disease detection 
expert system has an accuracy of 100% if tested with black 
box testing, while the test results of the User Acceptance test 
have an accuracy of 93.03%. 

Then in the study [11] built an android-based expert 
system to detect liver disease. This study used 64 test data. 
The method used in this study is Fuzzy Tsukamoto to 
diagnose liver disease. The test data was then tested and has 
an accuracy of 96.87%. 

Furthermore, the study [12] built an expert system to 
diagnose diseases in chili plants. The data used is in the form 
of 37 symptom data, 10 chili disease data, and 10 rules. The 
method used is forward chaining, testing carried out using 
black box testing gives the expected results from each test 
class. As for the test results from the User Acceptance Test 
obtained an average of 84%. 

In research [13], the researcher developed an expert 
system that can identify stroke symptoms using the naive 
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bayes method. In this study using data from patient 
consultation results at Dr. M Hatta Bukittinggi Brain Hospital 
for seven months in 2021. Drs. M Hatta Bukittinggi for seven 
months in 2021. The research has an accuracy of 100% in 
identifying the type of stroke disease from 10 data samples 
used. 

Based on previous related research, the expert system to 
improve the quality of nursing quality still does not exist. 
Meanwhile, in the era of the Industrial Revolution like now, 
nursing students must be able to adapt to existing 
technological advances. In research [14], it is said that 
technological developments really need further development 
to get better results, in order to get accurate results. Therefore, 
this research aims to develop an information system for 
information system for monitoring the nursing process with 
the addition of an expert system that uses the forward chaining 
method as a nursing diagnosis tool based on android 
application, to help nursing students in learning and improving 
the ability of the nursing process as well as assisting lecturers 
in monitoring the process carried out by prospective students. 
Students will enter input first by analyzing the symptoms that 
have occurred, and the expert system that will be developed 
will save the results of the student's work. Furthermore, 
lecturers will be able to monitor and see whether students have 
correctly analyzed or not. 

II. MATERIALS AND METHODS 

The workflow of this research is divided into two stages, 
namely the 1st stage of building an expert system for nursing 
diagnoses, and the 2nd stage of implementing the android 
application using the waterfall system development method. 
This research workflow can be seen in Fig. 1. 

 

Fig. 1. Research workflow. 

A. Building an Expert System 

At the expert system development stage, several steps are 
carried out as follows. 

1) Data collection: It was carried out by conducting 

literature studies and interviewing experts in the field of 

nursing. The results of the collection are in the form of data 

needed by expert systems such as symptom data, results of 

nursing diagnoses, interventions, and descriptions of 

interventions. In addition, an overview of the system 

requirements to be built is also obtained. 

2) Representing knowledge: The goal at this stage is to 

represent the knowledge that has been collected to build a 

knowledge base. Examples of knowledge in this study are 

symptoms. Each of these symptoms has a different code and 

has its score as well. Scores on symptoms ranging from a 

score of 1 to 5 are obtained from interview data with nursing 

experts, which will later be used in the diagnosis process, 

where the diagnosis will only be made if the total number of 

selected overall scores is more than 4 scores. The symptom 

data can be seen in Table I. 

Table I is part of the symptom data collection needed in 
this study. Symptom data is denoted by the letter "G", and this 
symptom data has 116 data. After collecting symptom data, 
then the next step is to collect diagnosis data to enter the next 
stage. The following are some of the diagnosis data used in 
this study. 

Table II is some data from the results of diagnosis data 
collection. Diagnosis data has a total of 22 data. Diagnosis 
data is symbolized by "D" to simplify the running of the 
system. From the diagnosis data above, researchers also need 
intervention data. Here is some intervention data used in this 
study. 

TABLE I. SYMPTOM DATA 

Code Symptoms Score 

G1 Cough is not effective 5 

G2 Can't cough 4 

G3 Excess sputum 3 

G4 Wheezing, and or dry rhonchi 2 

G5 Meconium in the airway (in neonates) 1 

G6 Use of accessory muscles of respiration 5 

G7 Abnormal breathing pattern 4 

G8 The expiratory phase is prolonged 3 

G9 Pursed lip breathing 2 

G10 Vital capacity decreases 1 

G11 Complain of nausea 5 

G12 Feeling like vomiting 4 

G13 Not interested in eating 3 

G14 Sour taste in the mouth 2 

G15 Increased saliva 1 

G16 Complain of pain 5 

G17 Looked grimaced 4 

G18 Being protective (positioning to avoid pain) 3 

G19 Nervous 2 

G20 Focus on yourself 1 
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TABLE III. DIAGNOSIS DATA 

Code Diagnosis 

D1 Ineffective airway clearance 

D2 Ineffective breathing pattern 

D3 Nausea 

D4 Acute pain 

D5 Childbirth pain 

TABLE IV. INTERVENTION DATA 

Code Intervention 

A1 Effective coughing exercises (A) 

A2 Airway management (B) 

A3 Respiration monitoring 

A4 Airway management 

A5 Respiration monitoring 

Table III above is some data from the intervention in this 
study. Intervention data has a total of 80 data. The diagnosis 
data will be coded with the letter "A" to facilitate the running 
of the system. 

3) Creating a knowledge base: The knowledge 

representation from an expert that the system needs to solve 

certain problems. The knowledge that has been obtained is 

made into rules; these rules consist of relationships between 

existing data such as symptoms, diagnosis results, type 

interventions, and intervention descriptions. 

4) Validate the knowledge: Validate the knowledge base 

by experts so that there is no mission of interpretation between 

an expert's knowledge and the knowledge base created. 

5) Justification: The final stage, namely justification, the 

system can already provide the results of nursing diagnoses 

based on existing symptoms and descriptions of interventions 

that are suitable for the results of these diagnoses. 

B. Implementation of Android Applications 

The development of an Android application is carried out 
using the Flutter framework. The method used in the 
manufacture of the system is the "waterfall" method, which 
takes a systematic approach starting from the stage: 
Requirement, Design, Implementation, until Testing. The 
following describes each stage. 

1) Requirement: The requirement is the stage of 

identifying the needs of the system to be built and being a 

reference in determining what functions need to be developed. 

Here are the system requirements in research that can be seen 

in Fig. 2. 

In the use case diagram, it has been shown that there are 
two levels of users, namely students, and lecturers. In the use 
case diagram, limitations have also been given on what each 
type of user can do on the system. Students can perform the 
nursing process on patients and lecturers can monitor the 
results of the nursing process carried out by their students. 

 
Fig. 2. Use case diagram. 

2) Design: The next stage is to make a system 

development plan into design forms such as ERD designs and 

activity diagram designs. The following is the ERD system 

which will be shown in Fig. 3. 

 
Fig. 3. Entity relationship diagram. 

Entity Relation Diagram explains the relationship between 
tables in the database that the system uses. In the tables, some 
data is used in expert systems. These data consist of 116 
symptom data, 22 diagnosis data, 60 intervention data, 8 type 
data, and 864 description data. The activity design for students 
explains how the system flows if the logged-in user is a 
student, students can carry out the patient nursing process 
from determining the type of diagnosis, selecting symptoms, 
generating diagnoses, selecting interventions, and filling out 
appropriate intervention descriptions for patients. The 
following activity design for nursing students can be seen in 
Fig. 4. 
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Fig. 4. Nursing process activity by nursing students. 

Fig. 4 explains the flow of how students diagnose patients, 
starting from students adding patients first by filling in the 
data of the patient to be diagnosed, followed by students 
starting to diagnose from symptoms to the end until the system 
saves patient data that has been diagnosed by students.  The 
activity plan for the lecturer explains the flow of how the 
system runs if the user who login is a lecturer, lecturers can 
monitor the results of the nursing process carried out by their 
students, starting from a nursing process carried out by their 
students starting from adding a student to being monitored. 
Students, who are monitored, view all patient lists who have 
been treated by students, to see all the history of the nursing 
process that has been carried out. The following activity plan 
for lecturers can be seen in Fig. 5. 

 
Fig. 5. Activity monitoring nursing process. 

Fig. 5 explained the flow of how lecturers monitor the 
results of their student nursing process, starting from lecturers 
adding students to the system of displaying the history of the 
patient's nursing process by students. 

3) Implementing: All system designs that have been 

created including expert system functions to help students 

learn in the nursing process into the form of program code 

built using dart language, with the help of Flutter frameworks 

to build android applications and Laravel8 frameworks to 

build system database APIs. 

4) Testing: After implementation, the next stage is testing. 

Testing will be done using the Black-Box Testing method. In 

addition to testing the system using black-box, user 

acceptance testing of the built system is also carried out, the 

target of system users, namely students and nursing science 

lecturers. 
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IV. RESULT AND DISCUSSION 

A. Knowledge Base 

The knowledge base is the core of the expert system, 
which is a representation of knowledge from experts. The 
knowledge base shown in Table IV is a description of the 
relationship between symptom data and other data contained 
in the database.  Here is the knowledge base that can be seen 
in Table IV. 

TABLE V. EXPERT SYSTEM KNOWLEDGE BASE 

Type Symptom 
Diagnosis 

Results  
Intervention Description 

T1 

G1 

G2 
G3 

G4 

G5 

D1 

A1 
U1, U2, U3, U4, U6, 

U10, U5, U7, U8, U9 

A2 

U12, U13, U14, U 15, 
U16, U17, U18, U19, 

U20, U21, U22, U23, 

U24, U25 

A3 

U26, U27, U28, U29, 
U30, U31, U32, U33, 

U34, U35, U36, U37, 

U38, U39, U40 

G6 

G7 

G8 
G9 

G10 

D2 A4 

U41, U42, U43, U44, 
U45, U46, U47, U48, 

U49, U50, U51, U52, 

U53, U54 

T2 

G11 

G12 

G13 
G14 

G15 

D3 

A6 

U55, U56, U57, U58, 
U59, U60, U61, U62, 

U63, U64, U65, U66, 

U67, U68, U69, U70 

A7 

U71, U72, U73, U74, 
U75, U76, U77, U78, 

U79, U80, U81, U82, 

U83, U84, U85, U86, 
U87, U88, U89 

G16 
G17 

G18 

G19 
G20 

D4 

A8 

U90, U91, U91, U93, 

U94, U95, U96, U97, 
U98, U99, U100, U101, 

U102, U103, U104, 

U105, U106, U107, 
U108 

A9 

U109, U110, U111, 

U112, U113, U114, 

U115, U116, U117, 
U118, U119 

Table IV above is part of the expert system knowledge 
base consisting of the data used, for symptoms coded with the 
letter "G", for diagnoses coded "D", interventions coded "A", 
types coded "T" and descriptions coded "U". The results of the 
system diagnosis will appear if the main requirements are met, 
namely if the total score of the selected symptoms is more 
than equal to 5 scores (∑Symptom Score ≥ 5). After the 
results of the system diagnosis appear and are selected, the 
results of the intervention and description of the intervention 
will appear following the options. 

1) User interface: The user interface is part of an 

information system that requires user interaction to create 

input and output for the system [15]. The User Interface is 

used to provide an overview of the appearance of the 

application that will be used by the user. 

B. System Testing Results 

System testing is carried out by testing the system 
functionally using the black-box testing method and non-
functionally, the system aims to determine the response and 
assessment of users of the system created. 

1) Black-box testing: Black-box testing is a software 

testing technique that focuses on the functional specifications 

of software [16]. This test is carried out by examiners as well 

as application users consisting of lecturers and nursing 

students. All test results obtained from the examiner are 

successful for each test case carried out. 

2) User acceptance testing: This test is carried out with a 

focus on the non-functional attributes of the system. The main 

goal is to develop software that can meet user requirements. 

Not only meets system specifications and can be used but also 

to find out whether the system is acceptable to users or not 

[17]. Technical testing was carried out by the way respondents 

downloaded and ran the application, after using the 

application respondents were directed to fill out the 

questionnaire. Here are the results of the questionnaire in this 

test. 

TABLE VI. USER ACCEPTANCE TEST RESULTS 

No. Question Index (%) 

1 The application is easy to understand how to use it 87,83% 

2 
The application interface display is good and easy to 

understand 
85,22% 

3 
The images and icons used in the application display 
are easy to understand 

86,96% 

4 
The instructions in the application are clear and easy 

to understand 
86,1% 

5 I feel comfortable while using the app 81,74% 

6 
The application helps nursing students in making 

nursing diagnoses 
86,96% 

7 The diagnostic results given are by the facts 81,74% 

8 
The application helps nursing students in nursing 

learning 
86,96% 

9 
This application can assist lecturers in monitoring 

the nursing process of students 
73,33% 

Average Index 84% 

 Table V is a summary of the test results conducted by 
each user. Testing was carried out by students and lecturers, 
22 students and three lecturers. Testing is done with nine 
questions that must be filled in by each user whether the 
features in the system are running properly; the functionality 
of each feature will be tested by students and lecturers. The 
results of the test show that this research has an average index 
value of 84% which means that the system built has a "Very 
Good" value. 

V. CONCLUSION 

In this study, the expert system for the learning process of 
nursing students is considered capable of helping nursing 
students to properly analyze the diagnosed patients and can 
assist lecturers in monitoring every nursing process carried out 
by students. The expert system application that was 
successfully built using the Flutter framework has a test value 
of "Very Good" with an average value obtained of 84%. 
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Recommendations for future researchers are that future 
researchers can add and complete data that is in accordance 
with SDKI (Indonesian Nursing Diagnosis Standards) and 
SIKI (Indonesian Nursing Intervention Standards), add 
assessment features, corrections and notes for lecturers on 
each treatment result carried out by students, add features to 
replace lecturers for students, add features to remove students 
from the monitoring list for lecturers, add features for students 
to be able to add patient progress notes and add features for 
lecturers to evaluate the patient care process carried out by 
students. 
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Abstract—The emotional state is an essential factor that 

affects mental health. Electroencephalography (EEG) signal 

analysis is a promising method for detecting emotional states. 

Although multiple studies exist on EEG emotional signals 

classification, they have rarely considered processing time as a 

metric for classification model evaluation. Instead, they used 

either model accuracy and/or the number of features for 

evaluation. Processing time is an important factor to be 

considered in the context of mental health. Many people 

commonly use smart devices, such as smartwatches to monitor 

their emotional state and such devices require a short processing 

time. This research proposes an EEG-based model that detects 

emotional signals based on three factors: accuracy, number of 

features, and processing time. Two feature extraction algorithms 

were applied to EEG emotional signals: principal components 

analysis (PCA) and fast independent components analysis 

(FastICA). In the classification process, ensemble method 

classifiers were adopted due to their powerful performance. 

Three ensemble classifiers were used: random forest (RF), 

extreme gradient boosting (XGBoost), and adaptive boost 

(AdaBoost). The experimental results showed that the RF and 

XGBoost achieved the best accuracy, i.e., 95%, for both methods. 

However, XGBoost outperformed RF in terms of the number of 

features; it used 33 components extracted by PCA within 14 

seconds, while RF used 36 within 4 seconds. AdaBoost was the 

worst in terms of both accuracy and processing time in the two 

experiments. 

Keywords—Electroencephalograph; mental health; feature 

extraction; random forest; extreme gradient boosting; adaptive 

boost 

I. INTRODUCTION 

Mental health is a source of concern due to its significant 
impact on an individual’s quality of life and on society, where 
poor mental health can lead to multiple health and financial 
losses, in addition to suicide in critical cases. Mental health 
issues are increasing due to different factors such as social 
media, social state, and financial state. Additionally, natural 
disasters and global epidemics affect an individual’s mental 
health, such as what is caused by the Covid-19 pandemic [1]. 
In 2011, the World Health Organization predicted that 
depression would be the leading cause of the global illness 
burden by 2030 [2]. Twenty-five percent of people worldwide 
have mental health problems [3]. Hence, it is essential to pay 
attention to this field and find solutions to mitigate the 
expected impacts of poor mental health. 

Furthermore, personal emotions primarily affect people’s 
mental health [4]. EEG signals contain brain electrical activity 
information gathered from the scalp by electrodes [5]. Thus, 
several studies have been concerned with conducting 
experiments classifying emotions using EEG signals. Multiple 
previous studies have focused on classification accuracy and 
the number of features. The previous experiments achieved 
high accuracy with an appropriate number of components in 
the EEG signal classification process [6], but ignored 
processing time. On the other hand, limited studies have 
considered time to be an essential factor for the model 
evaluation. However, their results have shown that the 
processing took a relatively long time, impairing the model’s 
efficiency. A short processing time is a required factor in 
mental health data processing, enabling smart devices to adopt 
these models and allowing their users to monitor their 
emotional states through them directly. Moreover, fast 
processing to detect personal emotions contributes to 
preventing critical cases, such as suicide due to depression. 

This gap encouraged us to propose a model that classifies 
emotional signals considering accuracy, number of features, 
and processing time.  PCA and FastICA were used in the 
extraction feature stage due to their speed in the extraction, 
while RF, AdaBoost, and XGBoost were implemented to 
classify the emotions. 

The contributions of this study are summarized as follows: 

 Implementing three ensemble classification algorithms 
on EEG signals using two feature extraction algorithms. 

 Defining the best combination of feature extraction and 
classification algorithms based on three factors: 
accuracy, number of features, and processing time. 

 Comparison of the proposed model results with several 
studies that used the same dataset. 

II. LITERATURE REVIEW 

Table I shows a summary of related works in terms of the 
dataset, features extraction algorithm, number of features, best 
accuracy, and processing times. As shown in the table, few 
studies have been concerned with the models’ processing 
times. On the other hand, various datasets and algorithms were 
used. 
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TABLE I. SUMMARIZATION OF RELATED WORK

Ref Dataset Best Feature Algorithm Number of features/channels Best Accuracy 
Time 

(s) 

[7] Emotional state 
Biologically inspired 

computing 
500 features 

AdaBoost LSTM: 

97.06% 
595 

[8] Emotional state Info-Gain 63 features 
RF: 
97.89% 

- 

[9] Emotional state - - 3D CNN: 98.43% - 

[10] SEED - 62 channels 
STRNN: 

89.5% 
- 

[11] SEED 
PCA and  

t-statistics 
5 channels 

ANN: 

86.57% 
- 

[12] DEAP PCA - 

F1-score 
SVM: 

84.73% 

in Arousal class 

- 

[13] DEAP - - KohonenNN I: 87% - 

[14] DEAP differential entropy - 
ECLGCNN: 
90.60% of Arousal class 

- 

[15] DEAP EMD, SODP - 
MLP: 
100% in high and low of arousal 

- 

[16] 
Preprocessed version of 

DEAP 
Statistical 14 channels 

SVM: 

78.96% of arousal class 
- 

[17] DEAP and DREAMER 
spatial and temporal 
information 

- 

Deep Forest: 

97.69% of valence class 

90.41% of arousal class 

693 

 

1307 

[18] SEED and DEAP FAWT, IP - 
SVM: 
SEED: 83.33% 

DEAP: 59.06% 

- 

[19] SEED and DEAP variance, DWT, FFT 
SEED: 62 input neurons 
DEAP: 

32 input neurons 

SNNs 
SEED: 96.67%. 

DEAP: 86.27%  in liking class. 

- 

[20] Clips of Indian films EMD, VMD - 
MC-LS-SVM with MD: 
93.13% of relax 

- 

[21] 
sad, happy, fear, and 

neutral emotions dataset 
sub bands 10 features for each channel 

ELM: 

94.72% 
- 

 

The emotions-state dataset was used in several studies; it 
contained 2548 features and classified the emotions into three 
classes: negative, positive, and nature [7]. For instance, Bird et 
al. [7] used the dataset to propose a work that included 
biological inspiration used in all implementation steps rather 
than being limited to the classification stage. Additionally, 
they explored deep learning and tuning using long short-term 
memory (LSTM). Moreover, they have tested AdaBoost using 
two different models. 

The system implements an evolutionary optimization of a 
multilayer perceptron (MLP) to estimate the network’s best 
hyperparameters. The model extracted 500 features and tested 
them with several classifiers: deep evolutionary multilayer 
perceptron (DEvo MLP), LSTM, AdaBoost deep evolutionary 
multilayer perceptron (AdaBoost DEvo MLP), and AdaBoost 
LSTM. The accuracy results were 96.11%, 96.86%, 96.23%, 
and 97.06%, while the training times were 16.66, 65.11, 
32.88, and 594.55 seconds, respectively. In study [8], the 
authors implemented four feature extraction methods: One 
Rule (OneR), Bayes Network (BN), Info-Gain, and 
Symmetrical Uncertainty. This study conducted a 
classification using single and ensemble methods on a dataset 
to determine the best result. The single models were: OneR, 

RT, Sequential Minimal Optimization (SMO), Naive Bayes 
(NB), BN, Logistic Regression (LR), and MLP. In contrast, 
the ensemble models were RF, Vote, and AdaBoost of random 
forest (AdaBoost RF). In the single model, MLP with Info-
Gain achieved the highest accuracy by 94.89%. 
Simultaneously, RF with Info-Gain gained the best accuracy 
in ensemble methods by 97.89%. On the other hand, this 
experiment [9] converted the EEG signs to 2D and 3D 
convolutional neural network (CNN) images. In the 
beginning, the authors used three feature selection methods: 
Kullback-Leibler Divergence, OneR, and Symmetrical 
Uncertainty. The best results for each feature selection of 2D 
CNN were 98.22%, 97.28%, and 97.12%. In contrast, the 
accuracy of 3D CNN was 97.28%, 96.97%, and 97.12%, 
respectively. 

On the other hand, multiple studies used a popular dataset 
called SEED [22]; the signals were collected from 15 
participants using 15 Chinese film clips. Each participant 
experimented three times, and they classified the films into 
three classes: negative, positive, and neutral. Authors in [10] 
used the SEED dataset to propose a model called (STRNN) 
which integrated spatial and temporal dependencies with a 
recurrent neural network (RNN). The proposed approach had 
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two layers: a multi-direction spatial RNN (SRNN) and a bi-
direction temporal RNN (TRNN) layer. These layers captured 
spatial and temporal information within the sequence signal. 
The accuracy of this experiment was 89.50%. While Asadur 
Rahman et al., in [11] used PCA and t-statistics to extract five 
channels and used them with four classifiers: support vector 
machine (SVM), artificial neural network (ANN), linear 
discriminant analysis (LDA), and k-nearest neighbor (KNN). 
The classification accuracy was 85.85%, 86.57%, 82.50%, and 
73.42%, respectively. 

DEAP [23] dataset signals were collected from 32 
participants; each participant watched 40 music videos for one 
minute per video. The participants classified the videos based 
on their levels of valence, arousal, liking, dominance, and 
familiarity. It is another common dataset used broadly in the 
state of the art. For instance, Doma and Pirouz in [12] used the 
DEAP dataset with PCA, and without PCA, with several 
classifiers: SVM, logistic regression, decision tree, KNN, and 
naive bayes. The classifiers achieved accuracy ranging from 
55% to 75% and an F1 score between 70% and 86%. The 
better F1-score was 84.73% obtained by SVM with PCA of 
arousal classification. However, Hemanth in [13] used a 
Kohonen neural network (KohonenNN) with several 
modifications to achieve better accuracy. The modified 
KohonenNN I and II improved the accuracy by 1% to 2%. The 
best accuracy was achieved using KohonenNN I, which was 
87%. In this study [14] suggested a novel model called 
ECLGCNN. ECLGCNN consists of three layers. The first 
layer is a graph convolutional neural network (GCNNs) 
devoted to calculating the relationship between two channels 
of EEG signals and extracting the graph domain features from 
differential entropy. The second layer is LSTM, which handles 
memorizing the changes between two EEG channels. The 
final layer is the dense layer, which focuses on classifying the 
emotions. The study conducted two experiments; the first 
experiment was subject-dependent, and it achieved 90.45% 
and 90.60% for valence and arousal. The second experiment 
was subject-independent and achieved lower accuracy, which 
was 84.81% and 85.27%. In this study [15], authors suggested 
using an empirical mode decomposition (EMD) to decompose 
the signals. Then they extracted the features using second-
order difference plots (SODP), which are the mean, area, and 
measure of central tendency. The experiment used an SVM 
and two-hidden layers of MLP to classify the multi-class 
emotions. MLP achieved good results in each classification. 
However, the best accuracy was 100% for high and low of 
arousal. Another study [16] carried out several feature 
extraction algorithms: power, entropy, fractal dimension, and 
statistical. Additionally, they used several classifiers: SVM, 
KNN, and decision tree. They adopted PCA to select features. 
The system achieved the overall best accuracies of 78.96%, 
77.62%, and 77.60% for arousal, valence, and dominance, 
respectively, using SVM with statistical features. 

Some studies have used multiple emotional datasets. For 
instance, Cheng et al. [24] used the DEAP and DREAMER 
[17] datasets. The authors used the deep forest to extract 
spatial and temporal information from these two datasets. 
Both experiments achieved good results. The accuracy of the 
first dataset was 97.69% and 97.53% for valence and arousal, 

respectively.  In contrast, the second dataset’s accuracies were 
89.03%, 90.41%, and 89.89% for valence, arousal, and 
dominance, respectively. This study considered the running 
time; the experiment took 693.4861 seconds in the first 
experiment and 1307.406 seconds in the second experiment. 
In contrast, another study [18] used SEED and DEAP datasets 
to implement their model. The research used a flexible 
analytic wavelet transform (FAWT) with information potential 
(IP) to extract the features. The experiment was tested using 
two classifiers: RF and SVM. SVM was better than RF, where 
it achieved 59.06% accuracy on DEAP and 83.33% accuracy 
on the SEED database.  Additionally, authors in [19] used the 
same two datasets; they used three algorithms to extract the 
EEG signals. The three algorithms are variance, discrete 
wavelet transform (DWT), and fast Fourier transform (FFT). 
DEAP and SEED were used to validate the model. The DEAP 
dataset contains four states: valence, arousal, dominance, and 
liking. In contrast, the SEED has three states: negative, 
positive, and neutral. The classifier used spiking neural 
networks (SNNs), which achieved 78%, 74%, 80%, and 
86.27% accuracy, respectively, on the first dataset, while on 
the second dataset, it achieved 96.67% accuracy. 

On the other hand, some studies have used a different 
dataset. For example, authors in [20] used Indian films to 
classify emotions into happy, sad, fear, and relax. The study 
worked in two stages to remove the noise of the dataset. The 
first stage used empirical mode decomposition (EMD), while 
the second stage used variational mode decomposition 
(VMD).  A Multi-class least squares SVM (MC-LS-SVM) 
classifier was used to classify the emotions alongside the 
morlet wavelet (MW) kernel function. This model’s best 
accuracies were 92.79%, 88.98%, 87.62%, and 93.13% for 
happy, sad, fear, and relaxed emotions, respectively. Seal et al. 
in [21] used a dataset that classified the EEG into four 
categories: sad, fear, happy, and neutral.  The experiment used 
a discrete wavelet transform and an extreme learning machine 
(ELM). The best accuracy was 94.72% from the FP1-F7 
channel in the subband of gamma. 

III. METHOD 

In this section, we present the proposed model’s method, 
as shown in Fig. 1. We experimented on the emotional state 
dataset used by some researchers, as mentioned in the 
literature review section [7]. The database classified a 
person’s emotional state into positive, negative, and neutral. 
Data were collected from one man and one woman using 
electrodes via an EEG headband while watching six clips for 
one minute per clip. Three films stimulated positive emotions, 
while the other three stimulated negative emotions. Six minutes 
were recorded for each person in a neutral or normal state. This 
experiment resulted in a dataset of 2,549 attributes and 2,132 
rows. Two algorithms of the feature extraction stage, PCA and 
FastICA, were applied in this experiment. In addition, three 
ensemble classifiers were included in the classification stage: 
RF, XGBoost, and AdaBoost. Moreover, each experiment was 
tested using 10-cross-fold validation accuracy. Each 
experiment will be discussed in detail in the following 
subsections.
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Fig. 1. Research Methodology. The research methodology included three main steps. The first step was the feature extraction step, which contained two methods: 

PCA and FastICA. The second step was the classification step, which consisted of three classifiers: random forest, XGBoost, and adaptive boost. Finally, the third 

step was the evaluation step, which was based on three criteria: the accuracy of the model, the number of features, and the processing time.

A. Feature Extraction 

This model used two feature extraction algorithms to 
extract the most important EEG signals of emotions: PCA and 
FastICA. Several studies used different extraction feature 
algorithms based on several specifications. In this study, we 
used PCA for its fast-processing capabilities [25]. Similarly, 
FastICA is a fast version of ICA and is suitable for large 
datasets [26]. The two following subsections will discuss the 
two selected extract feature algorithms. 

1) Principal component analysis: The main concept of 

principal component analysis is dimension reduction by 

transforming the correlated variables into new uncorrelated 

components, which maintain a maximum variation of the 

original components [27]. Based on [28], there are some steps 

to extracting the features using a PCA, which are presented as 

follows: 

a) Suppose there is a matrix of m × n size. 

b) Convert the matrix to an N dimension vector with 

input data x as                 . 

c) Calculate the mean vector as follows: 

      (
 

 
)∑   

 
     

d) Calculate the covariance matrix. 

e) Compute the eigenvalues and eigenvectors. 

f)  Select the components using k-eigenvectors of the 

highest eigenvalues, then construct a w matrix of     

dimensions. 

g) Construct the principal components using the w 

matrix to transform the samples into a new subspace. 

In this study, PCA was used with each classifier algorithm 
to obtain a good result. Based on multiple experiments, we 
have seen that the best selections were 36 components with 
RF, 33 components with XGBoost, and 28 components with 
AdaBoost. 

2) Fast independent component analysis: Fast 

independent component analysis is a type of ICA algorithm 

responsible for separating the unknown mixed signals to obtain 

useful independent signals using the source signal’s 

independent and non-Gaussian nature [29]. An algorithm of 

FastICA works faster and is iteratively used at constant points 

with a simple structure and fast convergence [30]. 

To implement FastICA, some steps follow, as mentioned 
in [31]: 

a) Remove the mean of x by centralization. 

b) Transform x linearly to obtain an uncorrelated vector 

called z. Thus, the covariance matrix of z will be:         . 

c) Construct an operation matrix called w, which 

satisfies: ‖ ‖    . 

d) Update the separation matrix w, then iterate it based 

on the Newton iteration method to obtain   . 

e) Normalize    to be      ‖  ‖ . 

f)  Judge the coverage of w. If it is good, then the best 

estimate of the source signal      if not, go back to step 3. 

In FastICA experiments, we selected 33 components with 
RF and 31 components with AdaBoost and XGBoost. 

B. Classifiers 

This subsection shows the three classifiers used in this 
study. We focused on using ensemble classifiers based on 
their powerful performance. RF and AdaBoost were selected 
based on their good performance in classifying the EEG 
signals in some studies [32] [33]. Additionally, we used 
XGBoost due to its effective label classifications and fast 
computation [34]. The following subsections will discuss the 
selected classifiers. 

1) Random forest: RF consists of multiple decision trees. 

Each decision tree makes a classification separately and then 

provides its result. The final result was identified based on the 

voting of all the decision trees [35]. The RF algorithm 

describes the steps according to Evans et al., in [36] as follows: 

a) Construct iterative N bootstraps of n size sampled 

from z population. 
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b) Grow an RF tree    randomly at each node and 

define m variables from M to permute over each node to know 

the best split using the Gini entropy index. 

c) Use out-of-bag data to validate every tree     

d) Produce several RF trees: 

      
 

 
   

To predict a new observation x_i,  
 

     be a class 
prediction of  th RF tree, then: 

 
 

  
                    

 

     
 

 
 

In this study, we tuned parameters where the best 
parameters of RF with PCA and Fast ICA are illustrated in 
Table II. 

2) Extreme gradient boosting: Extreme gradient boosting 

(XGBoost) is a robust algorithm based on a gradient boosting 

system [37]. It is a tree-boosting system; however, there is a 

major difference between RF and gradient-boosted machines 

(GBM): RF trees are built independently. In contrast, the GBM 

added a new tree to complete the previously built ones [38]. 

According to Duan et al. [39], the general points of XGBoost 

algorithms are presented as follows: 

 Assume             is a dataset of n samples and m 
features                  . 

 The model uses z additive functions to approximate the 
response of the system, as follows: 

 
 

        ∑   
 
              

where, F is the regression trees space, and it is defined as: 

  {          }    
          

where,   stands for the tree structure,   indicates the 
number of leaf nodes, and the w represents the weights. 
Besides,    is a function that illustrates that   and   are 
compatible with an independent tree. 

Table III illustrates the parameters we used with the 
XGBoost classifier with PCA and FastICA based on the 
tuning parameters process. 

3) Adaptive boost: Adaptive boost (AdaBoost) is an 

algorithm that improves learners’ accuracy by changing the 

sample weight distribution [40]. As mentioned in [41] 

AdaBoost works to reduce the exponential loss greedily. Eq. 

(6) shows that: 

      ∑      
 
     

where,    indicates to a weak learner and x is the object 
used. 

      ∑   [                 ] 

where, h(x_i) is the hypothesis made by a weak learner, 
and αt is the parameter of it to minimize the sum of error in 
training. 

In this experiment, AdaBoost was used two times, first 
with PCA while the second was with FastICA. The parameters 
we have used in the two experiments are shown in Table IV. 

C. Performance Measures 

The proposed model was evaluated in terms of accuracy, 
number of features, and processing times. The formulation of 
accuracy is presented as follows: 

           
       

                 
  

where: 

 True Positive (TP): means when the actual class was 
positive, and the model was predicted to be positive. 

 True Negative (TN): means when the actual class was 
not positive, and the model was predicted to be not 
positive. 

 False Positive (FP): means when the actual class was 
not positive, but the model was predicted to be positive. 

 False Negative (FN): means when the actual class was 
positive, but the model was predicted to be not positive. 

TABLE II. PARAMETERS USED BY RF SELECTED BASED ON PARAMETERS TUNING 

PARAMETERS BOOTSTRAP MAX_DEPTH MAX_FEATURES MIN_SAMPLES_LEAF MIN_SAMPLES_SPLIT N_ESTIMATORS 

PCA FALSE 100 AUTO 1 2 400 

FASTICA TRUE 60 SQRT 1 5 400 

TABLE III. PARAMETERS USED BY XGBOOST SELECTED BASED ON PARAMETERS TUNING 

PARAMETERS BOOTSTRAP MAX_DEPTH MAX_FEATURES MIN_SAMPLES_LEAF MIN_SAMPLES_SPLIT N_ESTIMATORS 

PCA TRUE 20 AUTO 1 2 2000 

FASTICA TRUE 20 AUTO 1 2 800 

TABLE IV. PARAMETERS USED BY ADABOOST SELECTED BASED ON PARAMETERS TUNING 

Parameters Algorithm Learning_Rate n_Estimators 

PCA SAMME 0.01 2000 

FastICA SAMME 0.3 1600 
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Fig. 2. Proposed model results.

To achieve scientific accuracy, we tested each classifier 
ten times with PCA and FastICA, avoiding biased results of 
the classifier accuracy. Then, we calculated the average of 
these experiments. 

Additionally, several measures were calculated to give 
complete view of the results, namely precision, recall, and F1-
score. 

Precision was calculated as follows: 

            
  

       
  

This means the percentage of the relevant results. Recall 
was calculated as follows: 

         
  

       
  

This indicates the average of precision and recall. 

IV. RESULT AND DISCUSSION 

One of the goals of this study was to reduce the number of 
features to fewer than 63, which is the lowest number of 
features achieved by previous studies that used the same 
dataset [8]. We succeeded in reducing it by 48%, which equals 
33 features using PCA with an accuracy equal to 95% using 
the XGBoost classifier. On the other hand, FastICA decreased 
the features by 51%, which is 31 features using the XGBoost 
classifier with 94% accuracy. According to the time, we 
noticed that all classifiers’ processing times were between 2 

seconds and 15 seconds. Notably, all classifiers take a short 
time to process; thus, we decided to take time as the third 
factor in the evaluation process. However, RF was the faster 
algorithm; it took just four and two seconds of processing time 
with PCA and FastICA. 

On the other hand, AdaBoost had the lowest accuracy, 
achieving 86% in the two experiments. Additionally, 
AdaBoost was the slowest algorithm in both experiments. The 
highest accuracy achieved in the experiments was 95% using 
the XGBoost classifier, with 33 features extracted by PCA. In 
contrast, the same accuracy was achieved by RF using PCA, 
but with 36 features. Fig. 2 shows the results of the three 
classifiers for the three evaluation criteria. The figure shows 
the performance of the three classifiers with PCA and 
FastICA. The accuracy of the RF and XGBoost were high and 
equal in both experiments. However, RF outperformed in the 
time processing criteria, while XGBoost outperformed in the 
number of features. AdaBoost was the lowest and slowest 
classifier in this work. Table V shows the results of each 
measure of the three emotions in all experiments. 

Generally, some existing works achieved better accuracy 
than this experiment, but with more features, such as [7]. 
However, we think 95% is not a bad percentage, especially 
within a short processing time of 14 seconds. Table VI 
presents a performance comparison of the proposed work and 
existing works that used the same emotional dataset. 

TABLE V. CLASSIFICATION PERFORMANCE 

Feature Extraction Classifier Class Precision Recall F1-score 

 

 

 

 

 

 

PCA  

 
RF 

 

Negative 0.96 0.98 0.97 

Natural 0.95 0.95 0.95 

Positive 0.93 0.91 0.92 

 

XGBoost 

Negative 0.95 0.98 0.96 

Natural 0.95 0.97 0.96 
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 Positive 0.95 0.89 0.92 

 

AdaBoost 

 

Negative 0.81 0.97 0.88 

Natural 0.93 0.91 0.92 

Positive 0.85 0.66 0.74 

 

 

 

 

 

 

FastICA 

 

RF 

 

Negative 0.95 0.97 0.96 

Natural 0.94 0.97 0.95 

Positive 0.93 0.88 0.91 

 
XGBoost 

 

Negative 0.95 0.97 0.96 

Natural 0.94 0.96 0.95 

Positive 0.92 0.88 0.90 

AdaBoost Negative 0.82 0.94 0.87 

Natural 0.94 0.89 0.91 

Positive 0.76 0.67 0.71 

TABLE VI. PERFORMANCE COMPARISON BETWEEN THE MODELS USING THE SAME DATASET IN THIS WORK 

Ref Number of features Best accuracy Time (s) 

[7] 500 97.06% 595 

[8] 63 97.89% - 

[9] - 98.43% - 

Proposal model: XGBoost with PCA 33 95% 14 

Proposal model: XGBoost with FastICA 31 94% 8 
 

V. CONCLUSION 

This paper presented an EEG signals emotion prediction 
model that concerns three factors: accuracy, number of 
features, and processing time. PCA and FastICA were used to 
extract the features from the signals. RF, XGBoost, and 
AdaBoost have been used to classify the signals. The 
XGBoost results were the best in the two experiments. The 
best accuracy of this work was 95% using 33 features 
extracted by PCA; the classification process took 14 seconds. 
In contrast, RF achieved the same accuracy in the PCA 
experiment but used 36 features within four seconds. 
AdaBoost achieved the lowest accuracy and longest time in 
both experiments. XGBoost was the fastest classifier in both 
experiments. This model can be adopted in smart devices, 
such as smartwatches that offer dynamic monitoring of 
mentally patients to protect them from the probable 
implications. In future work, the authors will utilize other 
methods and techniques to obtain better accuracy with fewer 
features and processing time. 
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Abstract—Digital banking fraud poses a threat to the global 

economy and fintech applications. Sustainable models are 

essential to address this issue and minimize its economic impact. 

Hybrid methods have been developed to assess strategies for 

preventing digital banking fraud, aiding global stakeholders in 

making well-informed judgments. However, many of these 

models concentrate on the numerical features of digital banking 

ratios while overlooking crucial financial fraud protection 

qualities. This paper introduces a computational method for 

discovering and measuring the influence of digital banking fraud 

prevention strategies on sustainable fraud prevention. This 

innovative approach combines intuitionistic fuzzy set theory and 

the analytical network process for decision-making. Initially, an 

intuitionistic fuzzy expert system prioritizes crucial indices based 

on the preferences of financial decision-makers. This technique is 

then compared to alternative decision-making models across 

multiple variables. Empirical data demonstrate the superiority of 

the intuitionistic fuzzy-based decision-making system, 

outperforming other models and facilitating the recognition of 

financial statement fraud in global banking networks. 

Consequently, it offers a sustainable fintech solution. The 

findings of this study are pertinent to fintech scholars and 

practitioners engaged in the global battle against digital banking 

fraud. 

Keywords—Digital banking fraud; analytical network process; 

intuitionistic fuzzy sets; fraud prevention and detection 

I. INTRODUCTION 

Fraudsters in Saudi Arabia have rapidly adapted to modern 
technological systems, leaving old brick-and-mortar 
institutions behind [1–2]. Criminal techniques are constantly 
evolving, posing a threat to the entire payment ecosystem and 
prompting regulatory attention across all banks, regardless of 
their level of digital transformation [3–4]. 

The adoption of online banking in Saudi Arabia is expected 
to rise by 16.7% from 2024 to 2028 [5], indicating significant 
growth in KSA's digital banking. After fifteen years of 
continuous growth, the online banking rate is predicted to peak 
at 68.16 percent in 2028. It is noteworthy that Saudi Arabia has 
consistently increased internet banking penetration in recent 
years, demonstrating a persistent trend of people using digital 
banking services for financial interaction and management. 

The growing digitization of global banking has necessitated 
an evaluation of hybrid decision-making (DM) methods to 
combat digital banking fraud [6–8]. Digital banking fraud 
encompasses phishing, spoofing, identity theft, account fraud, 
and transaction fraud. Phishing and spoofing, involving unwary 
recipients receiving misleading emails, phone calls, and texts 

from seemingly reputable sources, are common occurrences 
[9–10]. These attempts aim to steal sensitive data or gain 
access to computer networks, resulting in financial losses and 
identity theft. 

Given the severity of these frauds, Saudi business boards 
must implement stronger and more effective fraud prevention 
measures. Fraud detection and mitigation are not only cost-
effective but also essential for reputation protection. Saudi 
Arabian specialists use multiple characteristic decision-making 
(MCDM) methods to evaluate digital banking fraud prevention 
technologies [5–7]. The Analytical Network Process (ANP) 
serves as a suitable model for comparing characteristics to 
solutions. However, due to decision-makers' subjectivity and 
uncertainties in input data, a more realistic strategy that 
effectively addresses these uncertainties is needed. 

The intuitionistic fuzzy ANP emerges as a better and more 
realistic method for evaluating alternative solutions to Saudi 
Arabia's digital banking fraud problem. It assists decision-
makers in choosing actions that align with goals by considering 
user expertise and historical perspectives on the issue. By 
incorporating the views of Saudi Arabian subject-matter 
experts, the intuitionistic fuzzy-ANP model addresses local 
fintech differences effectively. 

This research enhances the evaluation of fraud prevention 
models in the financial accounts of Saudi Arabian fintech 
applications using the intuitive fuzzy-ANP methodology. The 
study has two objectives: first, to understand the drivers of 
Saudi fintech apps and digital banking fraud, and second, to 
assess how well the intuitionistic fuzzy-ANP utilizes these 
characteristics to prevent wrongdoing. The study recommends 
a systematic and integrated approach to investigation and 
prevention to identify abnormalities and conduct 
comprehensive fraud assessments [8–12]. These early 
investigations lay the groundwork for further analyses and in-
depth inquiries to resolve the issue. 

This article analyzes past trends and statistics to provide 
readers with a brief introduction to fraud analysis and 
prevention in fintech apps. The next section is a literature 
overview of pertinent studies by earlier researchers. The final 
section discusses features used to evaluate digital banking 
fraud models and suggests a hierarchical architecture for Saudi 
Arabian fraud detection and prevention. The study employs 
intuitionistic fuzzy-ANP to numerically deconstruct the 
hierarchical problem. The discussion will include a 
comparative study after presenting the findings. The paper 
concludes with a summary of the complex discussion and 
outlines study limitations. 
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II. PREVENTING DIGITAL BANKING FRAUDS 

Saudi Arabia needs a comprehensive digital banking fraud 
prevention strategy to guide managers and key departments in 
recognizing, assessing, and responding to possible fraud [13-
15]. This well-developed strategy details each organization’s 
function and its duties. Its success depends on senior 
management's active participation in its formulation. Effective 
communication between decision-makers, managers, law 
enforcement agencies, customers, and external organizations 
helps develop robust risk analysis, prediction, and DM 
procedures and fosters seamless collaboration. 

Comprehensive training for the entire team is necessary to 
accurately apply the policy and handle situations in accordance 
with the fraud prevention strategy [16-17]. Before preventing 
fraud, this training is required. To ensure efficacy, the fraud 
prevention plan should be thoroughly examined, rehearsed, and 
checked for flaws. This rigorous preparation is necessary since 
the fraud prevention plan executes activities and ensures fraud 
detection and prevention. The organization's nature, size, and 
operating environment have all played a significant role in 
shaping the Saudi strategy. 

Before establishing the best decision support tools, Saudi 
Arabia needs a well-defined network to manage its many fraud 
prevention techniques. Fraud in digital banking applications is 
diverse; thus, decision support systems should be tailored to 
the individual difficulties [5-6]. The following paragraph 
examines the fundamental principles of a proactive 
preventative strategy and its components. The following 
paragraph elaborates on this strong discussion and analysis. 

A. Fraud Prevention Planning 

Upper management's active involvement across all business 
units and their unwavering support underpin the plan's 

concepts in Saudi Arabia [15]. It has four main steps, as 
explained below. After refining with Saudi-specific examples, 
the process was reduced to four parts. The organization’s 
management, fraud risk assessment, views of fraud detection, 
and a complete fraud prevention policy for stakeholders are 
covered in these phases. Each phase is interdependent, and sub-
processes are carefully structured to match. The hierarchical 
design in Fig. 1 shows how to build a fraud prevention plan 
model. Organizational management subprocesses include 
management attitude, integrity, policy commitment, and strict 
enforcement. Below is a full description of each subprocess: 

1) Organization’s management: Any fraud prevention 

plan begins with a thorough management structure review. 

Senior management must be involved in organisational units 

while developing a fraud prevention strategy. This 

involvement should be regular to be effective. The top of the 

firm oversees all plan execution processes as a protective 

cover. This level includes management's thinking, unshakable 

dedication to integrity policies, and rigorous implementation. 

Fig. 1 shows the complex interaction of these mechanisms [4–

5]. 

2) Fraud risk assessment: Any comprehensive fraud 

protection plan's second crucial step is a thorough analysis of 

digital banking fraud risk. This phase assesses the like-lihood 

of illegal activity. It involves creating specialised teams, 

mitigating risks, and monitoring and controlling the strategy. 

This step includes the creation of the risk as-sessment team, 

the creation of a rigorous risk assessment methodology, and 

the im-plementation of compliance monitoring measures [9–

12]. Fig. 1 shows the fraud risk assessment procedure in steps. 

 

Fig. 1. Basic characteristics. 
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3) Perception of fraud detection: This phase includes all 

fraud detection efforts [16–17]. Customer service and fraud 

reporting are key to this level. Fig. 1 shows that fraud 

detection and its subsidiary procedures are the fundamental 

processes in this situation. 

4) Fraud prevention policy: The methodical process an 

organisation follows to create and implement a digital banking 

fraud prevention policy is called the "fraud prevention policy." 

This process involves identifying essential fraud policy 

elements, developing effective communication mechanisms, 

and rigorously documenting the policy [17]. Fig. 1 shows the 

three essential subprocesses of creating policy objectives, 

identifying critical fraud prevention policy elements, and 

disseminating the fraud policy. It also shows the first step in 

the fraud prevention policy process. 

B. Fraud Prevention Training 

Saudi Arabia simulates the fraud prevention approach in 
this planning phase. At this level, fraud prevention plans and 
methods are tested and practiced. This involves developing 
testing processes, creating test scenarios, and carefully 
assessing the fraud protection plan's performance. Management 
must also train their Saudi Arabian staff and agents to 
effectively implement the fraud prevention plan [17]. 

C. Fraud Prevention Implementation 

Saudi Arabian enterprises need comprehensive fraud 
detection and prevention solutions due to the rising frequency 
of financial crimes, cyberattacks, and digital fraud. The main 
goal is to reduce the damage or costs from these illegal 
operations [17]. Financial crimes, hacking, and digital fraud are 
on the rise in Saudi Arabia. Organizations can avoid the high 
costs and consequences of unchecked fraud by implementing 
efficient fraud detection and prevention methods. This strategic 
approach protects Saudi Arabian organizations from unbridled 
fraud [17]. 

Fraud prevention must be integrated into a comprehensive 
plan to identify and prevent fraudulent transactions or banking 
activities in Saudi Arabia, preventing financial and reputational 
harm to clients and financial institutions. This approach helps 
identify fraudulent transactions and banking activity and 
prevent them from harming the Saudi financial sector. 

III. METHODOLOGY 

The proposed methodology for selecting dependable visual 
analytics tools tailored for medical data analysis in the context 
of Saudi Arabia is a multifaceted approach encompassing three 
key phases [5-6]. The methodology commences with the 
meticulous establishment of a comprehensive network 
encompassing all variables potentially impacting the problem 
at hand. This entails a rigorous examination of the entire chain 
under consideration, with a keen focus on identifying any 
potential vulnerabilities. Subsequently, the outcomes are 
categorized based on shared attributes, following the 
delineation of intersections. This procedural step warrants 
periodic reevaluation, especially when significant alterations 
within the chain transpire. 

In the subsequent phase, the methodology involves the 
assignment of weights to the criteria, a crucial step in the 
process. Intuitionistic fuzzy ANP is the chosen method for this 
purpose, incorporating the valuable input of domain experts. 
Within this framework, the criteria are diligently assessed 
under specific key categories. 

The third phase of the methodology encompasses the 
scrutiny of results derived from multiple criteria evaluations. 
This comprehensive analysis aids in the identification of key 
patterns, trends, and insights essential for informed DM. 

Finally, the fourth step of the methodology is pivotal in 
determining the organization’s readiness to employ raw 
materials. To facilitate this DM process, the intuitionistic fuzzy 
TOPSIS technique is employed. This step serves as the 
culmination of the methodology, shaping the organization’s 
course of action. 

In adapting this methodology to the unique landscape of 
Saudi Arabia, it is paramount to consider the distinct contextual 
factors, healthcare requirements, and societal aspects that 
underpin the nation's healthcare sector. The utilization of a 
reliable knowledge-based fuzzy expert system within this 
framework holds substantial promise in advancing medical 
data visualizations, enhancing patient care, and contributing to 
the evolving healthcare landscape of Saudi Arabia. 

A. Intuitionistic Fuzzy ANP 

Intuitionistic fuzzy ANP is an extension of ANP that 
seamlessly incorporates intuitionistic fuzzy set theory into its 
framework [5-7]. In intuitionistic fuzzy ANP, intuitionistic 
fuzzy scales are a key part of showing how different parts of 
different criteria compare in terms of how intense they are. 
Consequently, this approach enables the creation of an 
intuitionistic fuzzy decision matrix, with intuitionistic fuzzy 
quantities representing the ultimate scores assigned to the 
alternatives [8-10]. By applying specific algebraic operators to 
these intuitionistic fuzzy integers, the optimal solution is 
derived, effectively encapsulating the entirety of weight vectors 
and the judgment matrix. 

To gauge the relative importance of one criterion compared 
to another, intuitionistic fuzzy ANP employs intuitionistic 
fuzzy numbers in the formulation of an intuitionistic fuzzy 
judgment matrix for each measure [12-13]. These evaluation 
vectors, in tandem with the intuitionistic fuzzy pairwise 
comparison matrix, facilitate the allocation of relative 
significance to each criterion. The representation of linguistic 
expressions as intuitionistic fuzzy integers is elucidated in 
Table I, while Table II delineates the computation of the 
consistency ratio (CR) through the utilization of the random 
index (RI). Furthermore, the intuitionistic fuzzy membership 
function for linguistic terms in both criteria and sub-criteria is 
visually depicted in Fig. 2. 

It is crucial to acknowledge that the final weightings result 
from a meticulous process of organizing, modifying, and 
reviewing linguistic term assignments, frequently with the help 
of expert consensus. By using intuitionistic fuzzy ANP in the 
context of Saudi Arabia, this method is likely to improve the 
evaluation of a reliable knowledge-based intuitionistic fuzzy 
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expert system for medical data visualizations that fits the 
unique needs of the Saudi healthcare system. 

TABLE I.  SCALE 

Numeric Value Verbal Value 
Intuitionistic based Triangular 

Fuzzy Number (TFN) 

1 Equally significant 1, 1, 3 

3 Less significant 1, 3, 5 

5 Very significant 3, 5, 7 

7 Incredibly Essential 5, 7, 9 

9 Extremely Essential 7, 9, 11 

TABLE II.  SCALE OF RANDOM INDEX 

Size (n) 1 2 3 4 5 6 7 8 

RI 0 0 0.52 0.89 1.11 1.25 1.35 1.40 

 

Fig. 2. Function of fuzzy membership. 

B. Intuitionistic Fuzzy TOPSIS 

Applying intuitionistic fuzzy ANP and intuitionistic fuzzy 
TOPSIS entails the following three procedures: One must first 
discover what elements are having an impact on the DM 
procedure, then perform the calculations for the intuitionistic 
fuzzy ANP, and finally utilize the intuitionistic fuzzy TOPSIS 
and Table III to rank the options. 

In Saudi Arabia, using intuitionistic fuzzy ANP and 
intuitionistic fuzzy TOPSIS requires a structured approach that 
includes three integral procedures. These procedures are 
delineated as follows: initially, the identification of influential 
factors affecting the DM process; subsequently, the execution 
of calculations employing intuitionistic fuzzy ANP; and 
ultimately, the utilization of intuitionistic fuzzy TOPSIS, along 
with the insights presented in Table III, to ascertain the ranking 
of available options. 

TABLE III.  RATING SCALE 

Verbal Values Equivalent TFNs 

Very Poor (VP) 1, 1, 3 

Poor (P) 1, 3, 5 

Medium (M) 3, 5, 7 

Good (G) 5, 7, 9 

Very Good (VG) 7, 9, 11 

In the initial phase, the identification of potential attributes 
for the foundational system is conducted. Criteria that hold 
significance in impacting the DM process are identified, and a 
hierarchical structure is established to facilitate informed DM. 
This pivotal phase culminates with the approval of the DM 
chain of command by the team of decision-makers. An 
inherent strength of the proposed methodology lies in its 
adeptness at addressing ambiguity, particularly in terms of 
criteria and resources. Several key strategies are employed 
within this method to mitigate or eliminate uncertainty: 

Alignment of variables across different facets of the model 
to gauge the problem-solving capabilities of field experts 
effectively. 

Replacement of numerical data with descriptive 
terminology through the application of distinct intuitionistic 
fuzzy membership functions, which are aptly suited for 
resolving the discussed issues. 

Consideration of multiple weighted sources relevant to the 
subject matter, thereby enhancing the reliability of medical 
data. 

Employing a two-module structure that accommodates 
varying levels of granularity and uncertainty inherent in 
medical data sources, encompassing precise qualitative and 
intangible quantitative medical data, as well as tangible 
quantitative medical data and data derived from field surveys. 

The intuitionistic fuzzy TOPSIS technique demonstrates 
remarkable efficacy in addressing real-world application 
challenges within an intuitionistic fuzzy environment. Rooted 
in traditional multi-attribute-based DM systems, TOPSIS [17] 
operates on the principle that the alternative selected should be 
the one farthest from both the positive ideal solution (PIS) and 
negative ideal solution (NIS). Additionally, TOPSIS features a 
flexible and user-friendly calculation methodology, enabling 
the concurrent consideration of multiple criteria with differing 
units [17]. The procedural steps of the intuitionistic fuzzy 
ANP-TOPSIS assessment are elaborated below. 

Step 1: Determine the relative importance of each criterion 
for evaluation. In this study, the intuitionistic fuzzy ANP is 
used to determine preference weights. 

Step 2: Build the intuitionistic fuzzy decision/performance 
matrix and use the criteria to select the right linguistic variables 
for the different options as shown in Eq. (1) and Eq. (2). 
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Step 3: Next step is constructing the intuitionistic fuzzy 
decision matrix. The unprocessed medical data are then 
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normalized by employing a linear scale conversion in order to 
bring the scales of the different criteria into a comparable 
format. The intuitionistic fuzzy decision matrix for the 

attributes (  ̃) is built as follows Eq. (3) to Eq. (5). 

(  ̃)  [ ̃  ]   
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Step 4: Build the weighted and normalized matrix. 

Multiplying the weights (wj) of calculating criteria by the 
normalized intuitionistic fuzzy decision matrix is how one 

arrives at the weighted normalized matrix (wj) for criteria. ̃   

see Eq. (6). 
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Step 5: Following is the calculation that is used to 
determine the intuitionistic fuzzy PIS and intuitionistic fuzzy 
NIS of the attributes as shown in Eq. (7) and Eq. (8): 
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i=1,2,3…..m;  j=1,2,….n 

Step 6: The subsequent step is to determine the distance 
between individual attributes. 

The distance (   
 ,   

 ) of individual weighted alternative 
i=1,2,3……m from the intuitionistic fuzzy PIS and 
intuitionistic fuzzy NIS is computed as per the following in Eq. 
(9) to Eq. (11):  
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 )              
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Step 7: This step is computation of the closeness coefficient 
      of individual alternative 

The closeness coefficient       symbolizes the distances to 

the intuitionistic fuzzy PIS    and the intuitionistic fuzzy 

NIS   ) concurrently. The closeness coefficient of separate 
attribute is measured as in Eq. (12): 

      
  
 

(  
    

 )
    (12) 

Step 8: Next step is to rank the attributes 

In step 8, the values of the maximum closeness coefficient 
are used to rank or choose the different attributes in decreasing 
order. 

IV. RESULTS 

The author evaluates hybrid DM methods for combating 
digital banking fraud in Saudi Arabia in this part. The author 
implements intuitionistic fuzzy ANP and shows how it solves 
selection through hybrid multi-criteria decision-making. The 
author created and constructed a network of digital fraud 
prevention model variables and conducted a case study using 
Saudi-based digital banking applications to evaluate the 
intuitionistic fuzzy-ANP technique. In addition, the ANP 
method establishes characteristic weights in phases. 147 Saudi 
decision-makers and experts evaluated the qualities and 
options. Three important features, four level 1 characteristics, 
and eleven level 2 characteristics are compiled from the 
literature review. After reviewing Saudi Arabian literature and 
industry standards, the author chose decision network of Fig. 1. 

Planning, training, and implementation of fraud prevention 
are the primary evaluation characteristics. Saudi Arabia's 
organizational management fraud prevention plan includes 
fraud risk assessment, perceptions of fraud detection, and fraud 
prevention policies. Management sub-characteristics include 
attitude, integrity, and policy implementation. Sub-
characteristics of fraud risk assessment include risk assessment 
teams, methodologies, and compliance monitoring. Customer 
service and reporting models are fraud detection sub-
characteristics. A complete fraud prevention strategy should 
include planning, training, and implementation. Saudi Arabia 
uses a matrix to weigh each criterion and alternative. 

Consequently, the primary objective of this study is to 
conduct a case study involving five alternatives (digital fraud 
prevention models), exploring the attributes that determine 
their suitability for selecting trustworthy fraud prevention 
models for the digital banking sector. The chosen approach 
encompasses a comprehensive set of potential identifiers, each 
accompanied by rating evaluations. This approach was 
determined before the commencement of the investigation. The 
selection of these five digital fraud prevention models as 
alternatives for comparative trustworthiness evaluation was 
based on consensus among domain owners and subject matter 
experts, ensuring a robust evaluation process. To enhance the 
productivity and reliability of this study, we have conducted an 
ANP-TOPSIS analysis within an intuitionistic fuzzy 
framework. This evaluation is centred on assessing the ideality 
of a hybrid medical expert system for selecting a trustworthy 
fraud prevention model for the digital banking sector, 
following the equations detailed in the methodology section, 
ranging from Eq. (1) to Eq. (12). 

After converting linguistic expressions into numerical 
values Steps 1 to 4 and Eq. (1) to Eq. (6) these values were 
refined within the intuitionistic fuzzy framework (see Step 5) 
into clear numerical values. Subsequently, numerical 
computations were performed to construct a pairwise 
comparison matrix, with the results summarized in Table IV, as 
detailed below. The algorithm progressed by introducing 
intuitionistic fuzzy integer values and then transitioning into 
crisp numerical values within an intuitionistic fuzzy framework 
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to present the final results in Table IV. Following that, 
numerical calculations were executed to generate a pairwise 
comparison matrix, and the summarized results, which are 
displayed in Table IV and presented below, are elaborated in 
the subsequent paragraph. 

The method was changed to include intuitionistic fuzzy 
wrappers as in Eq. (1) to Eq. (5), triangular number estimation, 
and the degree of possibility in order to get the final results 
shown in Table V. Ultimately, the experts established the 
pairwise comparison matrix using Eq. (7) to Eq. (8). Table V 
showcases the defuzzified values of the group's characteristics, 

computed using Eq. (9), and the Table V and Fig. 3 were 
constructed accordingly. Table VI displays the normalized 
weights of the group's characteristics after calculating local 
priority vectors, weighted super matrix, and super matrix 
formation. The comprehensive findings of this investigation 
are concisely summarized below for reference. After that, 
numerical calculations were done to figure out the absolute 
weight vector for row values and figure out which traits were 
the most important, as shown in Eq. (10) to Eq. (12). The 
intuitionistic fuzzy data from the judgment matrices were put 
together to make a pairwise contribution matrix. Table VII and 
Fig. 4 shows the results of the network as a whole. 

TABLE IV.  WEIGHTS OF THE CHARACTERISTICS AND THE SUB CHARACTERISTICS 

 
Characteristics 

Weight  

Sub Characteristics 

at Level 2 

Characteristics 

Weight  

Sub Characteristics at 
Level 3 

Characteristics 
Weight 

Final Weight 

(CW*SCW3) 

Fraud Prevention 
Planning 

0.7200 

Organization’s 

Management 
0.1601 

Management Attitude 0.3312 0.0382 

Commitment towards 

Policies of Integrity 
0.3453 0.0398 

Enforcement of Policy 0.3235 0.0373 

Fraud Risk 

Assessment  
0.3023 

Risk Assessment Team 

Making 
0.3111 0.0677 

Risk Assessment 

Strategies 
0.3224 0.0702 

Compliance Monitoring 0.3665 0.0798 

Perception of Fraud 

Detection 
0.2111 

Reporting Mechanism 0.3424 0.0520 

Customer Care 0.6576 0.0999 

Fraud Prevention 
Policy 

0.3265 

Defining Policy 

Objectives 
0.3222 0.0757 

Identifying Elements of 
Policy 

0.3546 0.0834 

Communicating Fraud 

Policies 
0.3232 0.0760 

Fraud Prevention 

Training 
0.1200 - - - - 0.1200 

Fraud Prevention 

Implementation 
0.1600 - - - - 0.1600 

TABLE V.  THE PRIORITY OF THE CHARACTERISTICS 

Final Characteristics Final Weight Percentage Overall Priority 

Management Attitude 0.0382 3.82 % 12 

Commitment towards Policies of Integrity 0.0398 3.98 % 11 

Enforcement of Policy 0.0373 3.73 % 13 

Risk Assessment Team Making 0.0677 6.77 % 9 

Risk Assessment Strategies 0.0702 7.02 % 8 

Compliance Monitoring 0.0798 7.98 % 5 

Reporting Mechanism 0.0520 5.20 % 10 

Customer Care 0.0999 9.99 % 3 

Defining Policy Objectives 0.0757 7.57 % 7 

Identifying Elements of Policy 0.0834 8.34 % 4 

Communicating Fraud Policies 0.0760 7.60 % 6 

Fraud Prevention Training 0.1200 12.00 % 2 

Fraud Prevention Implementation 0.1600 16.00 % 1 
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Fig. 3. Graphical representation of characteristics.

Subsequently, the following section of this study will 
provide a practical assessment of the findings, focusing on the 
evaluation of a trustworthy fraud prevention model for the 
digital banking sector. To accomplish this, an ANP approach 
was applied under conditions of fuzziness to derive the 
composite weights of features. Subsequently, the intuitionistic 
fuzzy TOPSIS method was employed to determine the overall 
ranking of competing alternatives, utilizing the feature weights 
obtained earlier. It is important to note that these evaluations 
are particularly relevant in the context of Saudi Arabia. 

After completing several intermediary steps, we obtained 
the normalized intuitionistic fuzzy decision matrix for five 
fraud prevention models: Riskified [1], Nudata Security [2], 
GBG Services [18], Feedzai [19], and Featurespace [20]. The 
results of our analysis are encapsulated within this matrix. To 
calculate the normalized performance values of the 

intuitionistic fuzzy decision matrix, we utilized Eq. (8) to Eq. 
(9). Table VI presents the definitive findings, computed by 
applying Eq. (10) to Eq. (11) to establish the positive and 
negative idealness of each alternative concerning each 
characteristic. These equations were combined to ascertain the 
ideality of each alternative. The presentation of these results 
follows the chronological order in which they were obtained. 

Furthermore, Eq. (12) were employed to calculate the 
relative closeness score for each choice, which was then used 
to determine the degree of satisfaction [21]. The results of this 
computation can also be found in Table VII and Fig. 4. This 
additional calculation serves as a valuable post-analysis 
assessment to provide a comprehensive view of the findings. 
These evaluations are essential for informed DM in the Saudi 
Arabian context. 

TABLE VI.  COMBINED RATINGS WITH RESPECT TO FINAL CHARACTERISTICS 

Final Characteristics Riskified Nudata Security GBG Services Feedzai Featurespace 

Management Attitude (0.60,0.30,0.40) (0.65,0.35,0.35) (0.50,0.30,0.50) (0.60,0.40,0.40) (0.55,0.30,0.45) 

Commitment towards Policies of Integrity (0.50,0.30,0.50) (0.60,0.40,0.40) (0.70,0.20,0.30) (0.75,0.20,0.25) (0.60,0.30,0.40) 

Enforcement of Policy (0.70,0.20,0.30) (0.75,0.20,0.25) (0.55,0.30,0.45) (0.85,0.30,0.20) (0.75,0.20.0.30) 

Risk Assessment Team Making (0.55,0.30,0.45) (0.85,0.30,0.20) (0.60,0.40,0.40) (0.65,0.30,0.35) (0.60,0.25,0.40) 

Risk Assessment Strategies (0.60,0.40,0.40) (0.65,0.30,0.35) (0.65,0.35,0.35) (0.60,0.20,0.40) (0.50,0.40,0.50) 

Compliance Monitoring (0.65,0.35,0.35) (0.50,0.30,0.50) (0.60,0.40,0.40) (0.55,0.30,0.45) (0.60,0.45,0.40) 

Reporting Mechanism (0.50,0.30,0.50) (0.60,0.40,0.40) (0.55,0.30,0.45) (0.60,0.30,0.40) (0.60,0.40,0.40) 

Customer Care (0.70,0.20,0.30) (0.75,0.20,0.25) (0.60,0.30,0.40) (0.75,0.20.0.30) (0.65,0.30,0.40) 

Defining Policy Objectives (0.55,0.30,0.45) (0.85,0.30,0.20) (0.50,0.30,0.50) (0.60,0.40,0.40) (0.55,0.30,0.45) 

Identifying Elements of Policy (0.50,0.30,0.50) (0.60,0.40,0.40) (0.55,0.30,0.45) (0.75,0.20,0.25) (0.60,0.30,0.40) 

Communicating Fraud Policies (0.70,0.20,0.30) (0.75,0.20,0.25) (0.60,0.30,0.40) (0.85,0.30,0.20) (0.75,0.20.0.30) 

Fraud Prevention Training (0.55,0.30,0.45) (0.85,0.30,0.20) (0.75,0.20.0.30) (0.65,0.30,0.35) (0.60,0.25,0.40) 

Fraud Prevention Implementation (0.60,0.40,0.40) (0.65,0.30,0.35) (0.60,0.25,0.40) (0.60,0.20,0.40) (0.50,0.40,0.50) 

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18
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TABLE VII.  THE OVERALL SCORE OF DIFFERENT ALTERNATIVES 

Alternatives Ideal Best Ideal Worst Ideal Best+ Ideal Worst Degree of Closeness Ranking 

Riskified 0.0600 0.1200 0.1900 0.67895 1 

Nudata Security 0.0700 0.1300 0.2100 0.64587 3 

GBG Services 0.0800 0.1600 0.2500 0.66985 2 

Feedzai 0.1000 0.1100 0.2200 0.61235 5 

Featurespace 0.0800 0.1400 0.2000 0.63528 4 
 

 
Fig. 4. Impact of alternatives. 

The investigation was conducted on five distinct 
alternatives within the digital banking applications, revealing 
that categorization is a preferable and successful approach to 
addressing issues related to fraud prevention in the context of 

Saudi Arabia. The evaluation was based on the selected 
characteristics chosen to serve as the foundation for assessment 
in the Saudi Arabian digital banking landscape. 

The relative weights assigned to each of the numerous 
factors used for selection have a significant impact on the 
presentation order of various choices. Careful adjustments to 
the proportional weights of the selection characteristics are 
essential in the Saudi context to avoid potential ranking 
changes as a direct consequence of these adjustments. The 
authors followed a sensitivity analysis approach outlined in [5] 
to assess the level of confidence in the findings, allowing them 
to validate their results within the Saudi digital banking 
environment. By progressively adding a 5% penalty to the 
weights of each selection criterion one by one, the authors 
evaluated the sensitivity of the final outcomes to performance 
variations in Saudi Arabia. These steps enable an exploration 
of the sensitivity of the results, specifically in the Saudi 
context. The conclusions derived from the sensitivity analysis 
are graphically represented in Table VIII and Fig. 5, included 
for the sake of clarity and convenience for Saudi stakeholders. 
The results unequivocally demonstrate the ongoing consistency 
of their practices within the Saudi digital banking sector. 

TABLE VIII.  SENSITIVITY ANALYSIS 

Final Characteristics Riskified Nudata Security GBG Services Feedzai Featurespace 

Original Outcomes 0.67895 0.64587 0.66985 0.61235 0.63528 

Exp-1 0.67789 0.64545 0.66956 0.61985 0.63545 

Exp-2 0.67524 0.64756 0.66445 0.61478 0.63458 

Exp-3 0.67785 0.64123 0.66658 0.61869 0.64568 

Exp-4 0.67265 0.64444 0.66236 0.61856 0.60562 

Exp-5 0.67456 0.64445 0.66789 0.61478 0.63789 

Exp-6 0.67256 0.64666 0.66985 0.61689 0.63852 

Exp-7 0.67235 0.64555 0.66563 0.61658 0.63548 

Exp-8 0.67474 0.64223 0.66236 0.60256 0.63658 

Exp-9 0.67111 0.64289 0.66745 0.61567 0.63653 

Exp-10 0.67874 0.64789 0.66569 0.61856 0.63789 

Exp-11 0.67744 0.64987 0.66265 0.61789 0.63356 

Exp-12 0.67000 0.64256 0.66485 0.61456 0.63897 

Exp-13 0.67446 0.64998 0.67856 0.62568 0.63564 

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7
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Fig. 5. Graphical representation of sensitivity analysis. 

V. CONCLUSION 

This study sheds light on the profound impact of financial 
theft on Saudi Arabia's economy and culture, underscoring the 
considerable financial strain it places on individuals. The 
complex business landscape in the Kingdom of Saudi Arabia 
(KSA) poses challenges for traditional methods of digital 
banking fraud detection. Our research set out with several 
objectives, with a primary emphasis on developing robust DM 
models within the Saudi financial sector, specifically geared 
toward effective fraud detection and prevention. Through the 
application of a novel intuitionistic fuzzy-based DM approach, 
we aimed to create models capable of assessing fraud detection 
and prevention in Saudi digital banking systems. The outcomes 
presented in this paper highlight the efficacy of our proposed 
approach in detecting and preventing fraud in Saudi Arabian 
digital banking applications, surpassing the performance of 
both fuzzy ANP and conventional ANP models. As a final 
recommendation, we advocate for the implementation of an 
artificial intelligence (AI) DM program to mitigate fraud in 
Saudi Arabia. Given the hybrid nature of DM processes in 
Saudi Arabia, such an algorithm holds promise for significantly 
enhancing effectiveness and application, ultimately playing a 
vital role in fortifying fraud protection within the dynamic 
landscape of KSA's digital banking ecosystem. 
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Abstract—Author profiling is the process of finding 

characteristics that make up an author’s profile. This paper 

presents a machine learning-based author profiling model for 

Arabic users, considering the author’s regional dialect as a 

crucial characteristic. Various classification algorithms have 

been implemented: decision tree, KNN, multilayer perceptron, 

random forest, and support vector machines. A pair of 

Continuous Bag-of-Word (CBOW) models has been used for 

word representation. A well-known data set has been used to 

evaluate the proposed model and a data augmentation process 

has been implemented to improve the quality of training data. 

Support vector machines achieved a 50.52% f1-score, 

outperforming other models. 

Keywords—Dialect identification; continuous Bag-of-Words; 

data augmentation; text classification. 

I. INTRODUCTION 

The Arabic language presents a captivating and challenging 
duality. Its source stems from its historical significance, the 
strategic importance of its native speakers and their region, 
along with its abundant cultural and literary legacy. 
Simultaneously, its complex linguistic framework poses 
difficulties [1]. More than 330 million people speak Arabic as 
their native tongue, and as a Semitic language, it has several 
distinctive linguistic features such as right-to-left writing, and 
the presence of a dual number of nouns. One of the most 
prominent features observed in Semitic languages, including 
Arabic, is the utilization of both female and male genders 
alongside the root. This aspect stands out significantly and 
distinguishes these languages [1]. 

The various Arabic dialects that exist today are together 
referred to as the Arabic language. There is one ―written‖ form 
that is used to write Modern Standard Arabic (MSA), while 
numerous ―spoken‖ variants based on the regional dialect have 
been used. Due to its use in official settings and written 
communication, the sole variant undergoes standardization, 
regulation, and formal instruction in educational institutions. 
When compared to MSA, regional dialects, which are mostly 
employed for spoken communication and daily interactions, 
are still slightly absent from written communication. The same 
letters used in MSA and the same (mainly phonetic) spelling 
conventions of MSA can, however, be utilized to create 
Dialectal Arabic (DA) text [2]. 

The possible data source is of importance to two key 
sectors, the commercial sector where marketing intelligence 

places a larger value on client information including age, 
gender, nationality, and native language, and the security 
industry is responsible for guarding against crimes like 
plagiarism and identity theft, among others, on the internet. As 
a result, the research community encourages scientists to find 
and create efficient procedures and methodologies in related 
disciplines like plagiarism detection and author profiling [3]. 

The use of DA is prevalent on social media platforms. 
Computational linguists could generate vast datasets that could 
be employed in statistical learning environments by gathering 
information from such sources. It is a challenge to differentiate 
and separate the dialects from one another; as all Arabic 
dialects share the same character set and a large portion of their 
vocabulary. There are six main Arabic regional dialects in 
addition to MSA, which is typically not commonly spoken as a 
primary language. Fig. 1 shows the regional dialects of Arabic 
world. 

 

Fig. 1. Regional dialects of Arabic world [2]. 

 Egyptian: The dialect that is most generally known and 
understood, due to Egypt's strong film and television 
industries. As well as it‘s significant influence through-
out a significant portion of the 20th century [4]. 

 Levantine: A group of dialects linked to Aramaic that 
sound somewhat different and have different 
intonations but are substantially comparable when 
written [5]. 

 Gulf: The regional dialect that is most like MSA as the 
current version of MSA is developed from an Arabic 
dialect that originated in the Gulf region. Compared to 
other variants, the Gulf dialect has retained a greater 
portion of MSA's verb conjugation, despite the 
variances [6]. 
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 Iraqi: Although it has distinctive qualities of its own in 
terms of prepositions, verb conjugation, and sound, it is 
occasionally regarded as one of the Gulf dialects [6]. 

 Maghrebi: French and Berber had a big influence on 
this dialect. In spoken form, the western-most dialects 
may be incomprehensible to speakers from other 
Middle Eastern countries [7]. 

Due to the complexity of the Arabic language‘s 
morphology, the dearth of datasets, and most of the available 
datasets are imbalanced. Arabic research obtained little 
attention in its primary phases, especially regarding dialect 
identification. There are many challenges caused by the high 
similarity of dialects, particularly in short phrases, such as: 

 The same word might have similar meanings in 
different dialects, for example, the word ―كتاب‖ 
(pronounced ―Ketab‖) means book. 

 For the same dialect, there are different short phrases 
with the same meanings. For example, in Egyptian 
dialect, the words ―طية‖ (pronounced "Tayb"), ―حاضر‖ 
(pronounced "Hader‖), ―عنيا‖ (pronounced "Enya"), ― انت

 pronounced) ‖إشطو― ,("pronounced "Enta To‘mor) ‖تؤمر
"Eshta") means ―ok‖. 

Effective dialect identification improves the performance of 
different applications and services, such as machine translation, 
Automatic Speech Recognition (ASR), remote access, e-
commerce, e-learning, and exposing forensic evidence. Arabic 
dialect identification has been performed at the regional-level 
(e.g., Levant, Gulf) [8], country-level (e.g., Egypt, Saudia 
Arabia) [9], and province-level (e.g., Cairo, Al-Madinah) [10]. 
This work concentrates on the challenge of Arabic Regional 
Dialect Identification (ARDI) for social media users. We 
propose machine learning-based classification models to 
perform ARDI for Arabic tweets. A word embedding model 
has been used for word representations and a data 
augmentation process has been applied to improve the quality 
of data. In the classification step, Decision Tree (DT), K-
Nearest Neighbor (KNN), Multi-Layer Perceptron (MLP), 
Random Forest (RF), and Support Vector Machines (SVM) 
algorithms were used. 

The remaining portions of the paper are structured as 
follows: Related work is introduced in Section II. Section III 
describes the dataset that has been used for model 
development. Section IV introduces the general architecture of 
the proposed model. The results obtained by the proposed 
model presented in Section V. The detailed explanation of the 
results is represented in Section VI, while Section VII 
concludes the paper. 

II. RELATED WORK 

There are major efforts that have been carried out for 
ARDI; some of these works will be described in this section. 
The First Nuanced Arabic Dialect Identification Shared Task 
(NADI 2020) has been presented in [11]. This shared task 
includes the identification of Arabic countries as subtask-1, and 
the identification of Arabic provinces as subtask-2. The dataset 
for NADI 2020 covers 21 Arab countries including 100 
provinces obtained from Twitter. The baseline, Google‘s 

mBERT, model was fine-tuned with 50 tokens as a sequence‘s 
maximum length and 8 batches. Various approaches have been 
applied for NADI such as Machine Learning (ML) approaches 
and Deep Learning (DL) approaches, and the best performed 
model achieved a 26.78% f1-score for the first subtask and 
6.39% for the second subtask. NADI 2021 was the second 
shared task that aimed at identifying the linguistic diversity of 
brief texts based on small geographical regions of origin in 
Arabic dialects [10]. In NADI 2021, an unlabeled corpus for 
10M tweets has been added for optional use. The same baseline 
model for NADI 2020 was fine-tuned in addition to the ML 
and DL approaches. The best winner model reported 22.38%, 
32.26%, 6.43%, and 8.60% f1-score for country-level-MSA, 
province-level-MSA, country-level-Dialectal Arabic, and 
province-level-Dialectal Arabic, respectively. Another NADI 
shared task in 2022 [9] aimed at the identification of Arabic 
country-level dialects. Three baselines were finetuned in NADI 
2022, Baseline-mBERT, Baseline-XLMR, and Baseline-
MARBERT in addition to some pre-trained models based on 
the BERT model. The top systems reported 36.48% and 
18.95% f1-score for Test-A and Test-B sets respectively. 

Antoun et al. [12], introduced the AraBERT model which 
trained on a large Arabic corpus and achieved state-of-the-art 
on various Arabic NLP tasks, including sentiment analysis, 
named entity recognition, and question answering. The BERT-
base configuration was 12 encoder blocks, 768 hidden 
dimensions, 12 attention heads, 512 maximum sequence 
length, and a total of 110M parameters. The model outperforms 
the multilingual version of BERT and other previous 
approaches. Another transformer-based model designed for 
Arabic language understanding was introduced by Abdul-
Mageed et al. [8]. They introduced ARBERT and MARBERT, 
bidirectional transformers for Arabic language processing, 
focusing on MSA and Arabic Dialects respectively. A random 
1B Arabic tweets were selected to train MARBERT, and a 
dataset of about 6B tweets was formed. Tweets greater than 
two Arabic words were only included. MARBERT was trained 
for 36 epochs with 256 batch size and 128 sequence length and 
achieved high scores in various Arabic dialects datasets. 

Talafha et al. [13] used BERT architecture for NADI and 
achieved a 26.78% f1-score. Also, Gaanoun and Benelallam 
[14] presented an Arabic-BERT model combined with 
ensemble methods and data augmentation for NADI. The 
Arabic-BERT model was trained on the provided training data; 
then data augmentation was performed by splitting the training 
data into three parts and mixing them for each country. The 
augmented data was used to train multiple models, including 
the ―Mix‖ model, which showed good performance and 
obtained an f1-score of 23.26% and 5.75% for country-level 
and province-level respectively. A combination of BERT and 
N-GRAM characteristics was presented in [3]. The authors 
investigated the task for the identification of dialects at the 
national and provincial levels. They introduced an ensemble 
model that achieved promising results. M-NGRAM uses TF-
IDF with character and word n-grams and a Stochastic 
Gradient Descent (SGD) classifier. The ensemble method 
achieved a f1-score of 25.99% and 6.39% for country-level 
identification and province-level identification, respectively. 
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The contributions of this paper include: (1) develop five 
classification models based on a pair of Continuous Bag-of-
Words model (CBOW) for ARDI, (2) build a new corpus from 
various datasets to use for building our CBOW model, (3) 
apply the data augmentation process to enhance the quality of 
training data. 

III. DATA 

The dataset that has been used in this research is 
ArSarcasm [8]. Which is a collection of Arabic sentiment 
analysis datasets called SemEval 2017 [15] and ASTD [16]. 
The dataset contains 10,547 tweets modified by adding dialect 
labels. The distribution of the train set, and test set over all 
classes is shown in Table I. 

TABLE I.  DISTRIBUTION OF TRAINING SET AND TEST SET IN EACH 

CLASS OF ARSARCASM DATASET 

 

Arabic Region 

Number of 

documents in train 

set 

Number of 

documents in test 

set 

msa 5652 1410 

egypt 1904 479 

levant 439 112 

gulf 414 105 

maghreb 28 4 

Total 8,437 2,110 

The dataset contains the following fields: 

 tweet: the text of the original tweets. 

 sarcasm: a Boolean value indicating whether a tweet is 
sarcastic. 

 sentiment: the new annotation's sentiment (good, 
neutral, or negative). 

 source: the original tweet's SemEval or ASTD source. 

 dialect: the Arabic regional dialect used in tweets, msa, 
egypt, levant, gulf, and maghreb, which were shown in 
Section I. 

IV. METHODOLOGY 

The proposed model uses classic ML-based classifiers 
integrated with a data augmentation approach for word 
representation. As shown in Fig. 2, the proposed system is 
divided into five primary phases, including data augmentation, 
text preprocessing, feature extraction, classification, and 
evaluation.  

 

Fig. 2. General architecture of the proposed system. 

In the data augmentation phase, the training data was 
augmented with extra Arabic text from itself and other 
datasets. Some text cleaning steps and adjustments were 

applied in the text preprocessing phase. In the feature 
extraction phase, all documents have been represented based 
on the embeddings of words in each document. In the 
classification phase, we classify each vector in the feature 
vectors to its correct class. Finally, the proposed model has 
been evaluated by measuring its performance in the evaluation 
phase. All steps are explained in the following sections. 

A. Data Augmentation 

 Data augmentation basically allows one to artificially 
increase the training set by making updated copies of 
training samples using existing data [17]. It involves 
modifying the dataset slightly or creating new data 
points using deep learning approaches. Data 
augmentation is used for several purposes; (1) to 
prevent overfitting; (2) when the initial training set is 
insufficient; (3) to increase the accuracy of models; and 
(4) to handle the unbalanced dataset. As shown in 
Table I, the training data is unbalanced as ―msa‖ and 
―egypt‖ classes were much bigger than the other 
classes, as well as the portion of class ―maghreb‖ is too 
small. In this work, several text augmentation 
approaches have been used, like: 

 Rearranging words or sentences in a random manner. 

 Substituting words with their synonyms. 

 Rephrasing sentences using the same meanings. 

 Insertion or deletion of words at random. 

Furthermore, to increase the quality of the dataset, the 
original training data has been augmented with other datasets 
in the same domain. In this step, we selected some datasets 
which have the same Arabic dialect texts as our dataset. 
Especially, we selected records of data with the same regions 
in our dataset. The first external dataset is NADI 2022 [9] 
which focused on nuanced Arabic dialect identification at 
country-level for Arabic tweets and covers 18 dialects (a total 
of approximately 20K tweets). The second external dataset is 
NADI 2021 [10], which covers MSA and DA. The dataset 
contains a training set of 21,000 tweets, a development set of 
5,000 tweets, and a test set of 5,000 tweets. Habibi is the third 
external dataset [18] which is the earliest Arabic song lyrics 
corpus. More than 30,000 Arabic song lyrics by vocalists from 
18 different Arabic countries are included in the corpus, which 
includes songs in six Arabic dialects. 

TABLE II.  DISTRIBUTION OF TRAINING SET FOR EACH CLASS BEFORE 

AND AFTER THE AUGMENTATION PROCESS. 

Class (Arabic 

region) 

Number of 

documents before 

augmentation 

Number of 

documents after 

augmentation 

msa 5652 5652 

egypt 1904 6187 

levant 439 4227 

gulf 414 4484 

maghreb 28 3554 

Total 8,437 24.104 

https://www.aclweb.org/anthology/D15-1299.pdf
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More than 500,000 sentences (song verses) and more than 
3.5 million words make up the lyrics [18].  The benefit of this 
corpus is that all words are written in DA not in MSA. After 
the data augmentation step was done, the dataset became 
balanced somewhat and the next step was data preprocessing. 
Table II shows the distribution of training data in each class 
before and after the augmentation process. 

B. Text Preprocessing 

To get the data ready for training, light preprocessing has 
been used which preserves a true representation of the text that 
naturally appears. Emojis, Latin letters, URLs, mentions, 
numerals, and non-Arabic characters were all excluded from 
the data because Arabic texts, particularly those found on 
social media, are unstructured and exceedingly loud. In 
addition, the following steps have been implemented. 

 Convert the various forms of Arabic characters into 
their unique forms, such as ―ة ‖ (pronounced as Haa) 
and ― ه ― to be ― ه―. 

 Deleting extraneous Arabic forms, such as,‖ ال ― 
(pronounced ―al‖) and it operates as a determiner.  

 Deleting punctuation marks such as {‗?‘; ‗.‘; ‗!‘; ‗$‘} 
which make more unnecessary features that can expand 
the dimension of the feature space. 

 Reducing the letter repetition since Arabic tweets tend 
to be less structured. Clearing the letters from the 
extraneous tokens helps in reducing feature space. In 
this work, we considered the letter, which is repeated 
more than twice as redundant. For example, the word 
 which means (‖pronounced as ―Kamel)― كااااامل―
―complete‖ will be decreased to ―كاامل ―, also the word 
 which means (‖pronounced as ―Rahib)―رىيييية―
―awesome‖) will be reduced to ―رىيية ―. 

C. Feature Extraction 

In this phase, all tweets are represented as feature vectors, 
each of which contains an embedding for each word in the 
tweet. A variety of approaches are employed to get the word 
embedding vector from the context in which the words are 
found. In this study, a pair of Word2vec models has been used. 
Google has suggested the Word2vec neural network [19] to 
analyze text input. The Word2vec model is a neural network 
with three layers: an input layer, an output layer, and a hidden 
layer without activation function. Additionally, the number of 
neurons in the hidden layer is the same size as the word 
embeddings‘ vector‘s dimensions. The Word2Vec model 
makes use of huge datasets during training to precisely capture 
the semantic and syntactic structure of the words, allowing for 
the efficient measurement of word similarity [19]. 

Continuous Bag of Words (CBOW) and Skip-gram are the 
two learning models included in Word2Vec: CBOW predicts 
the word given its context, while Skip-gram predicts the 
context given a word as shown in Fig. 3. The window size and 
vocabulary size are two hyperparameters that are shared by the 
two methods. The window size indicates the number of words 
in the context. Given the near future and historical words, the 
CBOW technique classifies the projected middle word using a 
log-linear classifier. 

The number of words in the context is equal to the size of 
the sliding window; for example, if the sliding window is seven 
words, then there are six words in the context. Additionally, 
while predicting a word, the context of the preceding three 
words and the succeeding three words of the middle word must 
be considered. 

The first Word2Vec model that has been used was built 
using UNLABELED-10M, a set of 10 million unlabeled 
Arabic tweets provided by NADI [9] in the form of tweet IDs. 
A ready implementation of Word2Vec model, gensim [20], 
using CBOW has been used to generate word vectors of size 
300. 

Nevertheless, the embedding vectors for words in the first 
model were not enough to cover all the words in the dataset. 
So, we created another Word2Vec model. We employed 
CBOW to generate the word vectors as it has higher computing 
speed, and it is more efficient with frequent words than Skip-
gram [21]. The vocabulary has been built from the entire 
training data and some external aforementioned datasets, 
NADI 2021 shared task dataset [10], and Habibi corpus [18]. 
Previously, if the embedding vector did not exist in the corpus, 
the vector was set randomly. Now, it is obtained from the 
second corpus, and this increases the correctness of the vector. 
Following the training phase, a vector is used to represent each 
word. 

Next, we construct the high dimension matrix. Rows in the 
matrix represent the training tweets and columns represent 
words. The classification phase, which is described in the 
following section, follows the creation of the feature vector 
matrix for all training instances. 

 
Fig. 3. The architecture of CBOW model. 

D. Classification 

Five classification algorithms, DT, KNN, MLP, RF, and 
SVM, were used in this study. To improve the performance of 
these classifiers, their hyperparameters were utilized.  

The SVM is a linear classifier that uses training samples 
close to the borders of classes [22]. The SVM model uses 
kernel functions for classifying non-linear data such as linear, 
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sigmoid, and Radial Basis Function (RBF) kernels, which were 
used in this work. The KNN algorithm assumes that the new 
sample and the available samples are similar, and it places the 
new sample in the category that resembles the available 
categories [23]. The DT classifier [24] utilizes the decision tree 
as a model for making pre-dictions based on observations 
about the items that are represented in the tree's branches to 
inferences about the target value of items that are represented 
in the decision tree's leaves. 

The RF is an average-based meta-estimator that is used to 
increase predictive accuracy and reduce overfitting by applying 
several decision tree classifiers to various dataset sub-samples 
[25]. The MLP is a completely connected class of feedforward 
Artificial Neural Network (ANN) [26]. A typical MLP has an 
input layer, a hidden layer, and an output layer, which make up 
together less than or equal to three layers of nodes. Every node 
uses a nonlinear activation function, apart from the input 
nodes. 

E. Evaluation 

All algorithms mentioned in the paper that were evaluated 
on the ArSarcasm dataset. The evaluation metrics that have 
been used are Accuracy (Acc), Precision (P), Recall (R), and 
f1-score [27]. Accuracy measures the number of truly 
classified tweets divided by all tweets. Precision is another 
metric that calculates the number of correctly classified tweets 
divided by all classified tweets. Another metric is Recall, 
which calculates the number of correct correctly classified 
tweets divided by all correct tweets. The macro-averaged f1-
score is the official metric for most NLP tasks as it is the most 
basic aggregation for the f1-score. The macro-averaged f1-
score is the unweighted mean of the f1-scores determined for 
each class. The formula for macro f1-score [27] is: 

f1-score = 2 * 
   

   
  (1) 

 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

To evaluate the proposed model, several experiments have 
been carried out using different parameters as shown in Table 
III. 

TABLE III.  PARAMETERS OF SOME PROPOSED MODELS. 

Algorithm Parameters 

SVM Kernel functions = {linear, sigmoid, RBF} 

KNN Number of neighbors (n) = {30, 40, 50} 

MLP Number of hidden layers (h) = {5, 10, 20} 

The proposed models have been tested using two variations 
of word embedding models. The results of the proposed 
models with the first embedding (UNLABELED-10M) without 
augmentation and with augmentation are shown in Table IV 
and Table V respectively. The results of the proposed models 
with the second embedding model (CBOW) without 
augmentation and with augmentation are shown in Table VI 
and Table VII respectively. 

As shown in Table I above, the test data were unbalanced; 
the number of documents with the label (msa) is 1410, whereas 
it was only 4 with the label (maghreb). This was a big 

challenge to classify at least two documents with the label 
(maghreb) correctly. Fig. 4 shows the confusion matrix plot for 
the SVM (RBF) classifier, which has the best results. 

It is clear that, the SVM (RBF-kernel) with the 
augmentation of data and the pair of Word2Vec models 
outperformed all other classifiers. Table IV shows the results of 
using the CBOW model, UNLABELED-10M, without data 
augmentation. The SVM classifier with RBF kernel function 
has achieved the highest accuracy, precision, and f1-score 
while MLP with five hidden layers has achieved the highest 
recall. Table V shows that the SVM classifier with RBF kernel 
function has achieved the highest accuracy, and F1-score, 
while MLP with five hidden layers has achieved the highest 
precision and the highest recall has achieved by MLP with 10 
hidden layers. 

TABLE IV.  PERFORMANCE OF USING UNLABELED-10M MODEL 

(WITHOUT AUGMENTATION). 

Algorithm Parameter P R f-score Acc 

SVM 

linear kernel 46.683 39.737 41.902 77.014 

sigmoid 

kernel 
39.296 35.618 36.684 70.900 

RBF kernel 52.495 40.650 43.478 78.027 

KNN 

n = 30 47.853 38.152 40.250 77.014 

n = 40 48.833 37.947 40.057 77.156 

n = 50 48.261 37.777 39.198 76.730 

DT  32.024 32.815 32.365 64.739 

RF  43.333 33.292 35.057 76.398 

MLP 

h = 5 44.125 45.456 42.512 74.041 

h = 10 47.568 47.453 44.542 73.652 

h = 20 48.225 47.342 44.654 72.850 

TABLE V.  PERFORMANCE OF USING UNLABELED-10M MODEL 

(WITH AUGMENTATION). 

Algorith

m 
Parameter P R f-score Acc 

SVM 

linear kernel 48.195 45.783 43.214 75.877 

sigmoid 

kernel 
39.896 42.723 40.115 69.384 

RBF kernel 56.008 46.530 46.050 78.341 

KNN 

n = 30 48.460 38.436 40.570 77.204 

n = 40 47.262 37.287 40.900 69.005 

n = 50 46.334 36.564 38.152 68.512 

DT  35.701 36.096 35.849 67.915 

RF  43.420 30.964 32.567 75.450 

MLP 

h = 5 49.105 46.466 43.758 75.071 

h = 10 48.940 48.403 45.655 74.739 

h = 20 47.334 47.042 44.259 73.791 

In Table VI, the results of using two CBOW models, 
UNLABELED-10M, and our own CBOW model, without data 
augmentation. This table shows that the SVM classifier with 
RBF kernel function has achieved the highest accuracy and 
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recall while MLP with five hidden layers has achieved the 
highest f1-score and precision. Table VII shows the results of 
using the same pair of CBOW models in Table V after the data 
augmentation process was done. This table shows that the 
SVM classifier with RBF kernel function has achieved the 
highest performance for all metrics. 

TABLE VI.  PERFORMANCE OF USING PAIR CBOW MODELS (WITHOUT 

AUGMENTATION). 

Algorith

m 
Parameter P R f-score Acc 

SVM 

linear kernel 49.159 44.001 45.777 77.488 

sigmoid 

kernel 
38.310 35.141 36.059 70.900 

RBF kernel 55.018 41.684 44.556 78.863 

KNN 

n = 30 48.460 38.436 40.570 77.204 

n = 40 49.090 38.015 40.338 76.967 

n = 50 47.450 37.263 39.274 76.872 

DT  33.360 34.956 33.999 65.355 

RF  46.045 33.991 36.091 76.730 

MLP 

h = 5 49.250 44.225 46.016 77.583 

h = 10 48.068 43.591 45.230 77.204 

h = 20 46.603 42.883 44.259 77.062 

TABLE VII.  PERFORMANCE OF USING PAIR CBOW MODELS (WITH 

AUGMENTATION). 

Algorith

m 
Parameter P R f-score Acc 

SVM 

linear kernel 48.820 50.844 47.087 76.303 

sigmoid 

kernel 
40.619 41.186 38.478 69.100 

RBF kernel 50.294 55.893 50.534 77.251 

KNN 

n = 30 47.557 47.748 41.723 68.578 

n = 40 48.314 47.672 41.506 69.194 

n = 50 48.049 48.080 41.614 69.431 

DT  33.013 48.632 32.989 57.630 

RF  46.795 46.722 42.798 74.787 

MLP 

h = 5 47.185 50.548 46.610 75.640 

h = 10 49.018 52.481 47.272 75.924 

h = 20 46.714 54.902 46.545 74.313 

TABLE VIII.  F1-SCORE OF OUR BEST MODEL AND PREVIOUS MODELS. 

Algorithm F1-score 

mBERT [8] 43.81 

XLM-RL [8] 41.83 

AraBERT [8] 47.54 

SVM-RBF-With-Augmentation 50.53 

Table VIII compares the performance of the proposed 
model and state-of-the-art in terms of f1-score. The results 
show that the proposed model outperformed the state-of-the-art 
models using low resources than those previous models which 
use huge resources to train language models using billions of 
words; as the proposed model depends on two embeddings and 
augmented data. 

Fig. 4 shows the change in the values in the confusion 
matrix with the three attempts we made in the augmentation 
step. Let‘s focus on the true and predicted values of maghreb. 
In Fig. 4(a), without augmenting training data, the four test 
samples were misclassified. In Fig. 4(b), after the augmentation 
of the training samples of the maghreb class, 25% of the test 
samples were correctly classified. In Fig. 4(c), after the 
augmentation of all training samples, 50% of the test samples 
were correctly classified. 

 

Fig. 4. Confusion matrix of classes after applying SVM with RBF kernel: 

(a) without augmentation; (b) with augmentation of magreb documents only; 

(c) with augmentation of documents of all classes. 

I. CONCLUSION 

Due to its complexity, ARDI becomes a challenge. This 
work proposed a machine learning-based model that 
implements DT, KNN, MLP, RF, and SVM for ARDI. A pair 
of CBOWs has been used for data representation and a data 
augmentation approach has been implemented to overcome the 
problem of imbalanced data. SVM reported 50.53% f1-score 
which was higher than previous work. The results proved that 
using a pair of CBOW models is better than using only one and 
proved that data augmentation was very useful for improving 
the quality of data. In future work, different representation 
models can be used to improve the performance of ARDI such 
as BERT models. 
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Abstract—Smart grid stands as both the cornerstone of the 

modern energy system and the pivotal technology for addressing 

energy-related challenges. Advanced Metering Infrastructure 

constitute a critical component within the smart grid ecosystem, 

providing real-time energy consumption data to power utility 

companies. Advanced Metering Infrastructure enables these 

companies to make timely and accurate decisions. Hence, the 

issue of data security pertaining to Advanced Metering 

Infrastructure assumes profound significance. Presently, 

Advanced Metering Infrastructure data confronts challenges 

associated with centralized data storage, rendering it susceptible 

to potential cyberattacks. Moreover, with the burgeoning 

number of electricity consumers, the resultant data volumes have 

swelled considerably. Consequently, the transmission of this data 

becomes intricate and its efficiency is compromised. To address 

these issues, this paper presents a lightweight blockchain data 

aggregation scheme. By integrating fog computing and cloud 

computing, a three-tier blockchain-based architecture is devised. 

Initially, digital signatures are employed to ensure the validity 

and integrity of user data. The innate attributes of blockchain 

technology are harnessed to safeguard the security of electricity 

energy data. Through secondary data aggregation, the privacy-

sensitive user data is efficiently compressed and subsequently 

integrated into the blockchain, thereby mitigating the storage 

pressure on the blockchain and enhancing data transmission 

efficiency. Ultimately, through rigorous theoretical analysis and 

simulated experimentation, the paper demonstrates that, in 

comparison to existing methodologies, lightweight blockchain 

data aggregation scheme exhibits heightened security. 

Additionally, lightweight blockchain data aggregation scheme 

holds a competitive advantage in terms of computational and 

communication costs.   

Keywords—Smart grid; blockchain; advanced metering 

infrastructure; data aggregation 

I. INTRODUCTION 

Smart grid epitomizes the evolution and transformation of 
the power and energy industry, constituting a pivotal platform 
for the execution of new energy strategies and the optimization 
of energy resource allocation. Functioning as an intelligent 
power network, the smart grid is constructed upon the 
foundation of an integrated and high-speed bidirectional 
communication network. Leveraging cutting-edge sensing and 
measurement technologies, advanced equipment 
methodologies, sophisticated control techniques, and state-of-
the-art decision support systems, the power grid is imbued with 
traits of reliability, safety, cost-effectiveness, efficiency, 
environmental consciousness, and user security [1]. The 
deployment of the smart grid has notably catalyzed interaction 
between users and power utility companies, fostering a two-

way exchange of power and data that has substantiated 
substantial economic and societal gains. The amalgamation of 
distributed generation, user-oriented energy consumption 
management, and remote monitoring has been actualized [2]. 
The realization of these outcome rests upon the bedrock of 
essential components like smart meters, the proliferation of 
which has engendered a prodigious volume of corresponding 
power data. The effective transmission and processing of this 
data stands as a vital prerequisite for the smart grid's success, 
as underscored by computational and communication cost 
considerations [3]. Moreover, the security and confidentiality 
of this data are of paramount importance, given its role in 
shaping customer electricity billing and guiding the decisions 
of power utility companies. Data security concerns encompass 
tampering, data falsification, and database attacks. In this 
context, blockchain technology, a decentralized data 
processing paradigm, emerges as a robust safeguard, with all 
network nodes being collectively responsible for data storage, 
thus ensuring comprehensive data security. In tandem with the 
continuous advancement of blockchain technology, numerous 
countries have synergistically integrated smart grid 
infrastructures with blockchain [4]. Within the smart grid 
domain, Advanced Metering Infrastructure (AMI) store 
substantial volumes of private user data, thereby adopting 
blockchain to fortify AMI data protection and storage within 
the blockchain, effectively mitigating the potential 
repercussions of data breaches [5]. Simultaneously, leveraging 
its distributed architecture, fog computing facilitates 
computations at the network's edge. In comparison to cloud 
computing, fog computing holds distinct advantages in 
processing smart meter data [6]. Notably, within smart meters, 
fog nodes can expedite the processing of user privacy data [7]. 
Given the shared architectural underpinnings of fog computing 
and blockchain, their integration holds great potential. Building 
upon prior research, this paper introduces a lightweight data 
aggregation schema (LDAS-BC), amalgamating fog 
computing, blockchain technology, and the Paillier 
homomorphic encryption algorithm. This schema refines the 
Paillier encryption system and employs a two-tier aggregation 
model to achieve granular data aggregation. Moreover, the 
scheme leverages the lightweight, one-way irreversible 
properties of hash algorithms to authenticate components, 
thereby minimizing computational and communication 
overheads. Overall, the primary contributions of this endeavor 
are as follows:  

1) The introduction of cloud computing and fog 

computing in a three-tier architecture—comprising the user 

layer, fog layer, and cloud layer—attenuates performance 
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limitations arising from the constrained storage and computing 

resources of network edge devices. The intermediary fog node 

routinely collects user data from smart meters and 

significantly enhances data transmission efficiency through 

secondary aggregation operations.  

2) The LDAS-BC scheme harnesses blockchain 

technology and harnesses fog nodes to formulate a fog chain. 

This dual-pronged approach not only permits fault tolerance 

for select fog nodes via consensus and master node selection 

algorithms but also furnishes clouds with stable and 

dependable data services.  

3) By synergizing improved additive homomorphic 

encryption techniques, the schema presents a lightweight data 

aggregation mechanism predicated on blockchain to ensure 

the privacy of aggregated and transmitted data. 

Simultaneously, digital signatures founded on hash algorithms 

underwrite data integrity and validity during transmission.  

The ensuing sections delineate the research structure: 
Section II reviews pertinent literature; Section III expounds 
upon the network model of the schema; Section IV introduces 
the master node algorithm tasked with electing a master node 
from the entire pool; Section V elaborates on the blockchain-
rooted data aggregation mechanism. Section VI is dedicated to 
simulation experiments and performance analyses, culminating 
in a final comparison of data. Lastly, Section VII encapsulates 
this paper's findings and outlines potential future directions. 

II. RELATED WORK 

In recent years, several privacy-conscious data aggregation 
methodologies have emerged, aiming to safeguard the 
confidentiality of transmitted data within the smart grid 
context. Chen et al. [8] introduced a data aggregation scheme 
founded on the Paillier homomorphic encryption algorithm. 
Nevertheless, this scheme neglected the constrained 
computational capabilities of smart meters and was incapable 
of executing pairing operations. Liang et al. [9] proposed a 
protocol centered on total homomorphic encryption, yet the 
intricate implementation of total homomorphic encryption 
posed a challenge. Gope et al. [10] devised a gradual data 
aggregation scheme that employed an aggregation tree to 
consolidate users' energy consumption data. The mechanism 
required all smart meters to partake in the aggregation process 
to ensure scheme accuracy. Despite this safeguard against 
aggregation interruption due to smart meter failure through 
Ping tests and third-party aggregator (TPA) involvement, the 
scheme incurred substantial communication overhead. 
Furthermore, excessive reliance on TPA engendered issues of 
trust and single points of failure. Singh et al. [11] proposed a 
privacy-ensuring data aggregation model integrating deep 
learning and homomorphic encryption to mitigate the adverse 
effects of flash memory workload on predictive model 
accuracy. The model facilitated secure data aggregation at low 
computational costs. However, it failed to account for data 
volume and suffered from sluggish transmission efficiency.  

And in the context of blockchain. Guan et al. [12] 
introduced a blockchain-based methodology for privacy 
protection and secure, efficient data aggregation. The scheme 
employed pseudonyms to mask user identities and maintained 

data on a private blockchain. Identity authentication primarily 
relied on Bloom Filters within this framework. Chen et al. [13] 
advanced a dual blockchain-supported secure and anonymous 
data aggregation protocol named DA-SADA. The scheme 
formed a three-tier data aggregation structure via fog 
computing, incorporating secure and anonymous data 
aggregation mechanisms involving Paillier additive 
homomorphic encryption, aggregate signatures, and 
anonymous authentication, with minimal computational 
overhead. Faiza et al. [14] conceived PrivDA, a blockchain and 
homomorphic encryption-based privacy-preserving IoT data 
aggregation approach, enabling consumer users to create smart 
contracts to stipulate terms of service and requested IoT data. 
Cristina et al. [15] innovated a privacy-enhancing distributed 
security protocol leveraging blockchain and homomorphic 
encryption for data aggregation, employing homomorphic 
encryption for data encryption and blockchain smart contracts 
for aggregation. Bao et al. [16] advanced the BBNP paradigm, 
a blockchain-grounded model employing data aggregation 
protocols to safeguard data privacy and communication 
confidentiality, deploying identity authentication mechanisms 
for data integrity, and employing the subjective logical 
reputation model for consensus to address single point of 
failure. Zhang et al. [17] presented a potent blockchain-
oriented multidimensional data aggregation framework using 
the Byzantine consensus mechanism to designate master nodes 
for data aggregation and secret sharing-based user 
management. Zhao et al. [18] introduced a blockchain-rooted 
privacy protection billing framework underpinned by the BGN 
encryption scheme, safeguarding users' private billing data. 
Notwithstanding, none of these solutions offered 
comprehensive data protection within the smart grid milieu. Yu 
et al. [19] proposed a privacy-preserving data aggregation and 
quality assessment protocol driven by smart contracts, storing 
data on the Inter Planetary File System (IPFS), deriving 
summary outcomes to evaluate data quality, and allocating 
rewards based on data quality. 

In smart grid and edge computing scenarios. Lu et al. [20] 
introduced an edge blockchain-aided lightweight privacy-
protecting data scheme dubbed EBDA within the smart grid 
context. Zhang et al. [21] devised LPDA-EC, a lightweight 
privacy-preserving data aggregation framework tailored for 
edge computing, ensuring data confidentiality and privacy. Fan 
et al. [22] introduced DPPDA, a distributed privacy-protecting 
data aggregation methodology for the smart grid, uniting 
master node algorithms, the Paillier encryption system, Boneh-
Lynn-Shacham short signatures, and SHA-256 capabilities to 
meet security and privacy requisites for data aggregation in a 
fledgling grid, ensuring equitable and secure smart grid 
communications. 

III. SMART GRID NETWORK MODEL BASED ON 

BLOCKCHAIN 

A. Main Objectives of the System Model 

Currently, substantial challenges persist in ensuring data 
privacy within the smart grid framework. Firstly, at the user 
level, the possibility of malevolent entities fabricating spurious 
data for transmission to fog nodes or tampering with data 
conveyed by smart meters poses a threat to data validity and 
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integrity. Consequently, data source verification becomes 
imperative to establish the authenticity and integrity of 
transmitted data. Secondly, the issue of raw data exposure 
remains prominent, as malicious actors could potentially gain 
access to such data. To mitigate this, encryption of original 
data is necessary, safeguarding data security from the inception 
of transmission through storage. Thirdly, the quandary pertains 
to data storage methodology. The conventional practice of 
storing data on fog node servers renders it susceptible to 
malevolent infiltration, jeopardizing power data confidentiality. 
To counter this, blockchain serves as a robust solution, averting 
single points of failure and safeguarding against server attacks 
by storing data in a decentralized manner. Lastly, as user 
numbers proliferate, so does the voluminous power 
consumption data. This exponential data growth necessitates 
data compression to curtail transmission duration, enhance 
efficiency, and facilitate swift decision-making at the cloud 
computing center. In light of these challenges, this paper 
introduces the LDAS-BC scheme, chiefly targeting data 
integrity, validity, and privacy, while also addressing the 
efficacy of data storage and transmission. 

B.  System Model 

This section introduces the blockchain-centered smart grid 
network model, as proposed within the scope of this paper. The 
schematic representation of this network model is depicted in 
Fig. 1. The blockchain-based smart grid network model 
comprises three distinct strata: the user layer, the fog layer, and 
the cloud layer. 

1) User layer: This layer predominantly encompasses an 

extensive array of smart meters, which, in alignment with their 

geographic distribution, establish connections with adjacent 

fog nodes. Concurrently, each smart meter dispatches 

encrypted data in the form of user reports to the respective 

area's fog node. 

2) Fog layer: Comprising fog nodes endowed with 

computational capabilities, this layer undertakes the 

verification of received user reports. Once confirmed as 

accurate, these nodes perform primary aggregation operations 

on the ciphertext received from the user layer. Subsequently, 

an elected master node oversees secondary aggregation, 

culminating in the storage of the resultant aggregated data 

onto the blockchain, followed by data transmission to the 

cloud. 

3) Cloud layer: The cloud layer is chiefly responsible for 

system initialization, data retrieval, decryption, storage, and 

analysis, among other functionalities. The cloud server is 

capable of disseminating electricity consumption reports, 

deduced via analysis, to the associated fog nodes. This 

facilitates low-latency real-time electricity consumption data 

queries for users. 
The crux of the network model comprises three core 

entities: the smart meter (SM), the fog node, and the 
measurement data management system (MDMS). Within this 
intricate network framework, the Advanced Metering 
Infrastructure (AMI) network is methodically subdivided into 
'm' distinct subregions. Each such subregion encompasses 'n' 
smart meters, primarily tasked with the collection of users' 

energy consumption data.  0 ,0ijSM i n j n    is the i-th 

smart meter in region j, and   smart meters form a user layer. In 
each region of the user layer, a fog node is strategically 
positioned for deployment. These fog nodes undertake the 
pivotal role of data concentration and possess the capability to 
aggregate the collected data. Spatially situated at the network's 
periphery, these fog nodes bridge the gap between the user 
layer and the cloud infrastructure. The measurement data 
management system resides within the cloud environment, 
equipped with the capacity to access aggregated data residing 
on the fog chain. Upon retrieval, this system is proficient in 
decryption procedures, thereby enabling analysis of the 
decrypted data. The outcomes of this analysis are subsequently 
harnessed to formulate pertinent supply strategies. Notably, the 
MDMS encompasses functionalities akin to cloud servers and 
reputable third-party entities, thereby encapsulating 
multifaceted roles within its purview. 

 

Fig. 1. Network model of LDAS-BC.
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IV. ELECTION OF THE LEADER NODE 

In the realm of blockchain technology, the master node 
assumes a pivotal role as a fundamental component within the 
blockchain network. Its principal functions encompass the 
verification of operations executed by other nodes, the 
preservation of blockchain integrity, and the packaging of 
transactions into fresh blocks for incorporation into the 
blockchain. Within the context of fog nodes, the role of a 
primary node becomes essential in performing analogous tasks. 
This section sets forth a novel approach for the election of a 
primary node, designated to undertake the aforementioned 
operations. 

Algorithm1 Election of the Master Node 

1 When 3 1n f  ,  1,2,...,iDC Follower i n  , where f  

is the number of faulty nodes; 

2 Set the term number to 0, that is  0 1,2,...,
iDCTN i n  ; 

3 Set the initial vote number to 0, that is 0vN  ; 

4 Start timing and express as Times ; 

5 Set a time threshold, that is 
outT ; 

6 While 
outTimes T  do; 

7 Follower Candidate ; 

8 1TN  ; 

9 Times  reset to zero and restart the timer; 

10 1vN  ; 

11 Send voting requests to other nodes and wait for responses; 

12 if the replies from other nodes are received, then the cumulative 

number of votes 
vN  is calculated; 

13 if 2 1vN n  ，Where n is the number of nodes, then 

Candidate Leader ; 

14 end If 

15 else (Primary node has been identified); 

16 Candidate Follower ; 

17 else 

18 Repeat steps 7-11 to start a new election; 

19 end If 

20 end While  

The master node, pivotal in linking aggregated data, 
subsequently transmitting this data to the cloud, is underscored 
by three distinct states within each fog node: candidate (sole 
initiator of the election), follower (participant in the voting 
process), and master node (sole entity authorized to modify 
operations). The algorithm governing the master node unfolds 
across three phases, as delineated below, and is encapsulated in 
the steps presented within Algorithm 1. 

1) Preparation stage: In cases where a primary node is 

non-existent, the primary node election process is activated. 

All fog nodes are initialized with a term of 0, and the initial 

vote tally stands at 0. 

2) Voting stage: Upon exceeding the designated time 

threshold, all nodes transition from follower nodes to 

candidate nodes, thereby heralding the commencement of the 

voting process. 

3) End stage: Upon the vote count of a given node 

exceeding half of the total votes, that node ascends to the 

status of primary node. Subsequently, this node broadcasts its 

identity as the primary node. Other candidate nodes, in turn, 

assume the status of followers. 

This method ensures the seamless selection of a primary 
node, vital for executing essential operations within the fog 
node domain. 

V. DATA AGGREGATION MECHANISM BASED ON 

BLOCKCHAIN 

This section elucidates the LDAS-BC scheme delineated in 
this paper, which ingeniously amalgamates blockchain 
technology with Paillier homomorphic encryption technology. 
The scheme encompasses four integral components: system 
initialization, user report generation, fog chain generation, and 
data reading and analysis. A visual representation of these 
components is visually depicted in Fig. 2. 

A. System Initialization 

Select k as the system security parameter, and compute the 
Paillier algorithm, public key  ,n p q g  , private key 

  1, 1 ,lcm p q    , where p, q are large prime numbers 

satisfying the p q k   condition, let 1g N  , ensure 

that   
1

2mod modL g N N


  exists. The system randomly 

selects *

Nr Z  and calculates 
2modNs r N . Define the 

function   1L u u N   and select the safe hash function 

   
*

: 0,1 0,1
l

h  . 

B. Generation of User Reports 

The energy consumption data acquired from smart meters 
inherently harbors users' confidential information, necessitating 
the encryption of such data during the collection process. For 
contextual clarity, this paper postulates a scenario where the 
private data gathered by a smart meter is transmitted to a fog 
node in 15-minute intervals. It's worth noting that the smart 
meter employs encryption mechanisms to secure the energy 
consumption data every 15 minutes, ensuring data integrity and 
privacy through digital signatures. During a designated 
timeframe, each fog node undertakes the aggregation of data 
submitted by individual smart meters. 

1) 
ijSM  generates the corresponding energy consumption 

data, which is represented by Formula 1, including user 
ijID , 

energy consumption data 
ijd  and time stamp 

pT . 

 ij ij ij pm ID d T
 

2) Use the corresponding key  , ,g n s  to calculate 

ciphertext 
ijC , which can be expressed as Formula 2. 


   1 1ijij

dd

ij ijC g s N s d n s       
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Fig. 2. LDAS-BC working flowchart.

3) After data encryption is completed, 
ijSM  uses hash 

function h  to calculate the digital signature, which can be 

expressed as Formula 3, where  ij p ijy h T ID . 


 ij ij ijmac h C y

 

4) 
ijSM  sends the user report  , , ,ij ij p ijC mac T ID  to the 

fog node. 

C. Generation of Fog Chain 

This section unfolds across five primary stages, each 
uniquely handling data in distinct ways. The algorithmic 
representation of state transitions for each fog node is 
illustrated in Algorithm 1. During the initial three stages, all 
fog nodes actively engage, while subsequent to the selection of 
the primary node, only the fog node designated as the primary 
node partakes in the final two stages. 

1) Data verification: Upon the receipt of a user report, the 

fog node conducts digital signature computation, 

incorporating its own identity information. This process can 

be formally represented as Eq. (4). Subsequently, a 

comparison is made with the baseline condition, expressed as 
? ,

ij ijmac mac
. If the equation holds true, the verification 

process is deemed successful, warranting further progression. 

Conversely, if the comparison fails to satisfy the condition, the 

received user report is deemed invalid and subsequently 

rejected. 


  ,

ij ij p ijmac h C h T ID
 

2) Initial data aggregation: Within the purview of this 

stage, every fog node orchestrates the aggregation of 

ciphertext originating from all smart meters under its 

jurisdiction. The resultant aggregated ciphertext is delineated 

by Formula 5. The generation of the corresponding signature 

for this aggregated ciphertext is elucidated through Formula 6. 

Where  j p jy h T ID . 



2mod
n

i ijC C N
 


 j j jmac h C y

 

3) Primary node election: In an endeavor to curtail the 

risk of regional data loss and data compromise stemming from 

single points of failure, and to mitigate the concentration of 

processing numerous data streams originating from fog nodes 

via the measurement data management system, the algorithmic 

methodology outlined in Algorithm 1 is harnessed for primary 

node selection. Each of the participating fog nodes is equipped 

with the prospect of ascending to the role of a master node. 

4) Subsequent data aggregation: Following the receipt of 

the aggregation report denoted as  , ,j j pC mac T  dispatched 

by the respective fog node, the master node undertakes a 

sequence of actions. Initially, the master node initiates the 

verification process of the aggregation report. Subsequently, it 

computes the digital signature, as depicted in Formula 7. In 

contrast to ? ,

ij ijmac mac
, if the equation is valid and 

pT  is 

within the validity period, then the verification passes. Then, 

the master node will perform a secondary aggregation of the 

aggregation report, and the second-level aggregation 

ciphertext is 
ASC , as shown in Formula 8. 


  ,

ij ij p leadermac h C h T ID
 



2

1

mod
m

AS j

j

C C N
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5) Creation of new block: The master node is tasked with 

the creation of transaction  , ,
jx AS fog pT C Leader T . In the 

network model outlined within this section, all fog nodes bear 

the responsibility of upholding and overseeing the fog 

blockchain. However, the role of generating blocks is solely 

entrusted to one and only one master node. The architectural 

blueprint of this process is succinctly represented in Fig. 3. 

Upon the master node's encapsulation of the transaction within 

a block, it disseminates the block across the network, 

transmitting it to all nodes. Upon receipt of acknowledgments 

from over a third of the nodes, the block is seamlessly 

integrated into the longest blockchain, ensuring its enduring 

persistence and security. 

 
Fig. 3. Block structure and connections. 

D. Data Reading and Analysis 

Algorithm2 Extraction of Regional Data 

Input： M  and R  

Output：  1 2, ,..., nD D D  

1 Set 
0x M R ; 1 2

1 2, ,..., m

ma R a R a R   ;
1 1

0 1 2 ... m

mx D R D R D    ; 

2 For j m ; 1j  ; j   do; 

3 
1 modj jD x R ; 

4 
1j jx x R ; 

5 End for; 

6 return  1 2, ,..., nD D D . 

The measurement data management system possesses the 
capability to retrieve information from the fog chain at   

minute intervals. Commencing this process, the system initiates 
the decryption of the second-level aggregate ciphertext through 
the utilization of the Paillier homomorphic decryption 
algorithm. To streamline this decryption process for the 
aggregated ciphertext, certain definitions are introduced: 


1 1 2 2

1 1 1

...
n n n

i i n in

i i i

M a d a d a d
  

     
 

 1

n

j

j

R r



 

The ciphertext can then be converted to the form of 
Formula 11. 


2modM NC g R N 
 

The final aggregated ciphertext still follows the Paillier 
encryption algorithm, so the measurement data management 
system can perform Paillier decryption using the private keys 

  and  L   to obtain the aggregated plaintext M : 


   

2mod modNM D C L C N   
 

The ultimate goal of the measurement data management 
system is to obtain the fine-grained power consumption of each 
region. In order to achieve this goal, the region data can be 

obtained through algorithm 2 and 
1 2, ,..., nD D D  can be 

extracted from M : 

 1

j

j ij

i

D d



 

VI. SIMULATION EXPERIMENT AND PERFORMANCE 

ANALYSIS 

A. Performance Test 

This paper uses Hyperledger Caliper to test the 
performance of the deployed blockchain network, mainly 
measuring transaction throughput, transaction latency, and 
docker container volume. The host hardware parameters used 
were as follows: The experiment was carried out on an Apple 
M1 CPU@4*3.2GHz+4*2.064GHz computer. 

This paper builds a blockchain network based on 
Hyperledger fabric v2.4, and the test network consists of two 
organizations, each with two nodes. A workload named AMI 
DATA is used to simulate the reading and writing of AMI data, 
and the performance of the blockchain is evaluated by 
controlling the number of transactions sent. The test results are 
shown in Table Ⅰ. 

TABLE I.  PERFORMANCE OF PARAMETERS OF AMI DATA 

TRANSACTION 

AMI data Maximum delay (s) Handling capacity (TPS) 

1000 1.12 75.4 

2000 1.20 79.4 

3000 2.05 80.5 

4000 1.08 81.6 

5000 1.08 98.2 

According to the experimental results, with the increase of 
the number of transactions, the maximum delay basically does 
not change and remains at about 1S, and the whole system is in 
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a fairly stable state. The blockchain system can process all the 
AMI data in a very short time. It can meet the time 
requirements of smart grid data processing. The throughput 
changes from 75.4TPS to 98.2TPS, which is a small change 
and uses less system resources. It can meet the needs of daily 
power grid equipment. As shown in Fig. 4, the throughput 
changes with the number of AMI devices. It can be seen that 
with the increase of AMI devices, the throughput gradually 
becomes stable. The growth rate is smaller. The changes in 
throughput are shown in Fig. 4. 

 

Fig. 4. Changes in throughput. 

B. Calculation of Cost 

Within this section, a comprehensive analysis of the overall 
system's computational cost is undertaken. In this analysis, it is 
posited that the number of fog nodes traverses a spectrum 

ranging from 5 to 50, which is  5,50m . Each of these fog 

nodes governs jurisdiction over 20 smart meters, which is 
20n  . For the sake of facilitating a comprehensive 

performance evaluation of the proposed scheme, a comparative 
analysis was conducted involving other proposed schemes such 
as EBDA [20] and LPDA-EC [21]. This comparative 
assessment aims to provide a robust understanding of the 
proposed scheme's relative merits and performance attributes in 

contrast to these alternative approaches. Define 
1ET  as the 

exponential operation time in 2

*

n
Z , 

2ET  as the exponential 

operation time in G , 
MT  as the multiplication operation time, 

and 
PT  as the pairing operation time. Within this section, the 

execution of each aforementioned operation is carried out 
leveraging a pair-based encryption library (PBE). To ensure 
comparability across experiments, the operation times 
stipulated in study [13] are adopted. Table Ⅱ presents the 
diverse operations alongside their corresponding execution 
times. Notably, due to the significantly minute time allocation 
for hash operations relative to other operations, these hash-
related procedures are deemed negligible and thus omitted 
from the computational cost assessment. 

TABLE II.  TIME TO RUN THE OPERATION 

Notations Descriptions Time cost （ms） 

1ET  Exponentiation operation in 2

*

n
Z  1.60 

2ET  Exponentiation operation in G  1.62 

MT  Multiplication operation 0.06 

PT  Pairing operation 17.70 

At the user level, computing ciphertext 
ijC  requires 2mn  

multiplication 
MT . In the fog layer, each fog node performs the 

first data aggregation, then the entire fog layer requires a total 

of mn  times multiplication operation, that is, mn  times 
MT . 

The master node performs a second data aggregation, requiring 

the m  multiplication operation 
MT . When the measurement 

data management system in the cloud needs to read the 
contents of the fog chain, the operation of Formula 12 is 

performed, which requires a power operation 
1ET  and a 

multiplication operation 
MT . In summary, the total calculation 

cost of the proposed scheme is  
1

3 1 M Emn m T T   . Table Ⅲ 

shows a comparison of calculated costs. 

TABLE III.  COMPARES THE CALCULATED COSTS 

Option Calculate the cost 

LPDAEC  
1 2 1

2 4 3 1 2 2E M E P Em nT nT n T mT mT        

EBDA      
1 1

2 1 1 1E M P M Em nT n T m T m T T          

LDASBC  
1

3 1 M Emn m T T    

Fig. 5 provides a comparative illustration of the cumulative 
computational costs associated with the three schemes under 
examination. Evidently, the proposed scheme presented in this 
paper markedly exhibits significantly lower computational 
costs in comparison to the other two schemes. This 
advantageous performance differential becomes even more 
pronounced with the escalation in the number of smart meters 
within the system. By comparing the graphs, it can be 
concluded that LDAS-BC can significantly reduce the 
computational cost of AMI data and has strong scalability. 

 
Fig. 5. Calculated cost comparison. 
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C. Communication Cost 

The communication cost within the proposed scheme 
encompasses two primary components: the communication 
between the smart meter and the fog node, and the subsequent 
communication between the fog node and the master node. 
First, the smart meter generates a user report 

 , , ,ij ij p ijC mac T ID  and sends it to the fog node, assuming that 

2N  is 2048bit, p  is 160bit, ID  and pT  are 160bit, then 

2368user fog ij ij pS C mac T bit     . The fog node then 

sends  , , ,ij ij p ijC mac T ID  to the master node, which has 

2368fog Leader ij ij pS C mac T bit     . As a consequence of 

the aggregation operation, the aggregate communication 
overhead remains unaffected by the number of smart grids. 
This intrinsic property signifies that even as the quantity of 
smart grids escalates, the communication overhead between the 
fog node and the master node remains consistent. Table Ⅳ 
tabulates the communication costs associated with the three 
alternatives. 

TABLE IV.  COMPARISON OF COMMUNICATION COSTS 

Option Communication Cost 

LPDA-

EC     160 160 1ij p j j j pmn C T m C ID T         

EBDA     1ij ij s ijs j j jmn C h mac m C ID        

LDAS-
BC 

 * 1 *user fog user Leadermn S m S    

Fig. 6 presents a comparative analysis of the 
communication costs inherent in the three schemes. The visual 
depiction highlights that the proposed scheme boasts a 
marginal advantage over the other two alternatives in terms of 
communication costs. This advantage is poised to intensify as 
the Advanced Metering Infrastructure (AMI) scale expands 
during subsequent stages. Through the comparison of the 
figures, it can be concluded that LDAS-BC can significantly 
reduce the cost of AMI data transmission, and after secondary 
aggregation, the effect is more obvious. 

 
Fig. 6. Calculated cost comparison. 

To sum up, compared with existing schemes, LDAS-BC 
has great advantages in terms of data security, data privacy, 
data aggregation, as well as computational costs and 
communication costs. LDAS-BC is a lightweight, low-risk 
secondary aggregation scheme for blockchain data. 

VII. CONCLUSIONS 

With the objective of enhancing the data transmission 
efficiency within the context of advanced measurement 
systems, as well as curtailing computational and 
communication overhead, this study introduces the LDAS-BC 
data aggregation scheme predicated on blockchain technology. 
This scheme ingeniously amalgamates the Paillier 
homomorphic encryption algorithm to achieve the aggregation 
of ciphertext, significantly mitigating the risk of breaching user 
privacy data. Furthermore, the scheme incorporates the tenets 
of fog computing and cloud computing, effectively addressing 
issues tied to computational limitations and restricted storage 
resources associated with network edge devices. The 
integration of blockchain technology further reinforces the 
security and reliability of on-chain data. The proposed LDAS-
BC scheme's efficacy is substantiated through theoretical 
analysis and experimental simulations, which collectively 
validate its safety and dependability. Comparative experiments 
additionally underscore the scheme's heightened advantages in 
comparison to alternative approaches. In the future work, we 
should consider the selection of consensus algorithm, the 
mutual authentication among different levels, and the 
calculation cost and communication cost of these problems 
need to be calculated. Finally, it is envisaged to extend this 
scheme to the scenario of Internet of Things data. This will 
become the focus of the later research work. 
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Abstract—Quantifying student academic performance has 

always been challenging as it hinges on several factors including 

academic progress, personal characteristics and behaviours 

relating to learning activities. Several research studies are 

therefore being conducted to identify the factors so that 

appropriate measures can be conducted by academic institutions, 

family and the student to boost his/ her academic performance. 

The present study investigates personal characteristics, 

psychological factors, behavioural factors, social factors and 

learning capabilities, that directly or indirectly affect student’s 

academic performance, which was tapped by administering a 

self-designed questionnaire. The data was collected from 214 

undergraduate students studying in various streams of the 

University of Delhi and post that semi-structured interview was 

conducted to get in- depth information. The result proved the 

correlation between the aforementioned factors and the learning 

capabilities of the students. Using the results of analysis a 

machine learning model based on k-nn algorithm was formed to 

predict student performance. A chatbot is also proposed to 

provide guidance to students in strenuous situations, motivate 

them and interact with them without having personal bias. 

Keywords—Academic performance; machine learning; chatbot; 

educational data mining; learning analytics 

I. INTRODUCTION 

In today’s era of the information revolution, learning 
analytics, predictive analytics, educational data mining, and 
machine learning techniques has become a hot area of 
research [1, 2] as it is beneficial for Teachers, administrators, 
family and the student him/herself to provide a timely remedy. 
We found that students have frequent mood swings, internal 
conflicts and issues that keep them distracted. They are often 
not comfortable to share their problems with their family 
members and friends. Accumulation of these issues causes 
stress and anxiety. In such a situation students become 
pessimistic, spend more time on social media or get involved 
in substance use. It is therefore important to identify academic 
and non-academic parameters that affects a student’s 
performance. Using these parameters, we need a ML model to 
predict a new student’s performance so that teachers and 
mentors can address their concerns at the earliest and provide 
them every help to grow with a stable mind. 

Supervised learning algorithms are being used to analyse 
student’s learning behaviours in order to predict and classify 
the students’ performance [13,17]. However, the challenging 
task is to find the optimal algorithm that gives best results. 
Machine learning algorithms like k-nn, Naïve Bayes, ANN, 
logistic regression, SVM, decision tree, random forest, etc are 
used for prediction but the accuracy of results obtained from 
each model depends on the size and quality of data [11,12]. 

In this paper, we have used data analytics to identify 
personal, behavioural and academic factors that affect 
student’s learning capability and empirically proved that there 
exists a relationship between the identified factors and the 
learning capability. Then, an AI model is created which when 
fed with identified factors as input, predicts the how quick 
learner a student is using the k-nn algorithm. Moreover, to 
handle the mental health issues which in turn affects student’s 
academic performance as well as their learning capability, an 
NLP based chatbot model has been proposed to interact and 
guide them especially in strenuous situations. 

The paper is divided into six sections. The first section 
introduces the title of the paper. The second section presents a 
summarization of research already done in this area. In 
section, data science and data analytics have been used to 
mine information from the dataset and visually represent 
crucial numbers using tables and charts. The results of 
analysis are interpreted and explained in Section IV. The 
section also proposes an AI based solution to find a solution to 
the issues identified in Sections III and IV. Section V proposes 
an AI based machine learning model that can accurately 
predict a new student’s future performance by analysing 
certain parameters and comparing them with data already 
stored in the database. The paper is finally concluded in 
Section VI. 

II. LITERATURE REVIEW 

The drop-out students’ ratio from higher education 
institutions results in immense loss/resource wastage. It also 
affects the evaluation and assessment processes of these 
institutions. New technologies like data mining, machine 
learning should therefore be used to perform simple and 
effective analysis of student-performance data that could help 
to improve learning procedures and atmosphere [3,4]. 
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In [5], researchers have explained the use of Bigdata 
methods for learning analysis that can be used for system 
performance prediction, visualization of data, student skills 
estimation, risk detection, course recommendation, grouping 
of students and collaboration with other students. Predictive 
analysis is done on student achievements, behaviour, and skill 
prediction. 

During the forecast of student performance [6] data-
mining techniques were used to build a predictor framework 
for the final-marks based on students’ achievements and 
features including features, non-courses variables, out of class 
student conduct, video watching and post-school tutoring. 

Researchers in [7] have evaluated students at the beginning 
of an academic session to forecast their achievements using 
collaborative filtering technique that is based on their 
academic history. Going further, in [8], the author has used 
historical academic data of students to evaluate a students’ 

performance. The study relied on a factorization of low-range-
matrixes and dispersed linear model. 

In [9], a student classification system was developed using 
naive Bayes and decision tree algorithms that used features 
like the occupation of parents to enhance the correctness of the 
grade-prediction framework. The Decision Tree classifier 
performed better than the naive Bayes Classification in terms 
of accuracy [10]. 

III. DATA ANALYSIS 

In the first stage, the raw datasets are collected from 214 
students studying different courses in the University of Delhi. 
The data was then pre-processed to transform categorical data 
into numerical. Data analytics techniques were then applied 
using programming languages R and Python. The observations 
are reported in Table I. 

TABLE I. QUERIES AND CORRESPONDING RESPONSES 

Query Response Query Response 

When you listen to a 

spiritual leader / 
motivational speaker, what 

are your topics of interest? 

36.4% for Handling Relationships 
66.3% for Enhancing Concentration 

57.3% for overcoming anxiety 

72.4% for staying motivated 
12% do not listen to any spiritual leader 

How many hours do you spend 
on social media per day? 

13.1% spend less than 1 hour daily 

31.8% spend 1 to 2 hours daily 
35.5% spend 2 to 3 hours daily 

19.6% spend more than 3 hours daily 

How many close friends do 

you have? 

11.7% have no close friend 

65.4% have 1 to 3 close friends 

15.9% have 4 to 5 close friends 
7% have more than 5 close friends 

How frequently do you meet 

your friends in a week? 

8.4% meet once in a week 

5.1% meet twice in a week 
6.1% meet thrice in a week 

26.2% meet more than three times 

54.2% meet them occasionally 

Do you discuss your 

personal issues with your 

close friends? 

50.5% says certain issues not all 

35% feel free to discuss 

14.5% do not share 

How frequently do you have 
mood swings? 

36.4% experience mood swings multiple 
times in a day 

15.4% once in a day 
13.6% once in a week 

28.5% once every fortnight 

Rest occasionally 

What is the state of your 
mind in general? 

43.3% varies frequently 

24.3% calm 
16.8% happy 

14.9% highly frustrated and disappointed 

How many hours do you devote 
every day for self-study? 

16.8% spend less than 1 hour daily 
36.9% spend 1 to 2 hours daily 

29% spend 2 to 3 hours daily 

12.6% spend 3 to 4 hours daily 
4.7% study for more than 4 hours daily 

Which method of study do 

you prefer the most? 

59.3% Reading Books or any other sort of 
Reading Material 

29.9% Watching Videos 

7.5% Group Studies with Friends 
2.3% Listening Audio Podcasts 

Rest Educational Programs on TV 

Who is your role model? 

43% Family Member 

42.5% have no role model 
4.7% sees their teacher as their role model 

6.5% sees Sportsperson / army / any 

eminent person from history as their role 
model 

3.3% sees Actor / Actress as their role 

model 

How do you find your 

classes? 

15.9% find them Boring and unproductive 
50% Not boring but putting extra burden 

34.1 %Exciting and triggering my thought 

process 

Has your learning capabilities 

been affected due to the 
pandemic? 

41.6% Badly affected 
51.4% Slightly affected 

3.3% Not at all affected 

3.7% Have become better than before 

Were you comfortable with 

online teaching? 

29.9% Yes 

41.6% No 

Rest was unsure 

Which mode of teaching do you 

prefer now? 

10.7% Online 

47.7% Offline 

41.6% Hybrid 

Did your learning 
capabilities improve with 

digital technology? 

53.7% Yes 
20.6% No 

25.7% are unsure 

Did any of the cases given 
below affect your learning 

capabilities in the last 2 years? 

71.4% were affected due to Stress and 
Anxiety 

21.9% were affected due to Death in the 
Family 

44.8% were affected due to Strained 

Financial Conditions 
63.08% were affected due to Problems in 

Relationships 

72.4% were affected due to Increased 
exposure to Electronic Gadgets 
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18.69% were affected due to All of the 

above 

During pandemic, your 

studies were affected the 
most due to which of the 

following reasons? 

 

46.77% Lack of personal space 

20.56% Inadequate ventilation 

25.7% Power Cut 
54.7% Noise from surroundings 

62.14% Technical Issues 

77.17% Disturbed routine 
42.05% Unhealthy eating habit 

Which activity do you practice 

to keep your mind stable? 

27.57% practice Yoga 

39.71% practice Meditation 
58.4% practice Singing 

54.2% practice Dancing 

31.7% get involved in Sports Activities 

Do you want any type of 

counselling to handle your 
stress? 

57.5% Yes 
Rest No 

What do you do to burst your 
stress? 

64.4% prefer Talking to someone who is 

close to me 

65.8% prefer Keeping Quiet and Sitting 
Alone 

35.9% prefer Reading Shopping 
33.17% prefer Eating too much 

68.2% prefer Watching TV or Web Series 

54.2% prefer Walking or any Physical 
Activity 

As a student, when was 

your level of motivation 
and attention higher? 

49.5% Pre-pandemic times 

7.5% During pandemic times 

14.5% post-pandemic times 
Rest opted for Never 

24.3% Always the same 

Do you feel that your 
memorizing capabilities have 

been adversely affected due to 

COVID-19? 

52.8% Yes 

24.3% No 
Rest believes Maybe 

During online classes, was 

your learning affected due 
to any of the following 

reasons? 

28.03% Classes were not conducted on 
online platform regularly 

61.68% Recording of lecturers were not 

available 
50% Sessions were not interactive 

70.09% Could not interact with other 

students in the class 
51.8% Could not attend due to poor net 

connection 

42.98% Did not have enough devices to 
attend classes 

35.98% Study material was not available 

80.8% Difficult to concentrate online beyond 
a certain limit 

Are you facing self-regulation 
challenges? 

40.65% Often miss the deadlines given by 
teachers 

52.33% Did not get appropriate help during 

online classes 
48.5% Lack the ability to control my own 

thoughts, emotions, and actions during 

classes 
63.08% Have limited preparation before a 

class. 

60.28% have poor time management skills 
during online classes. 

55.14% fail to properly use online peer 

learning strategies (i.e., learning from one 
another to better 

Do you face Technological 

literacy and competency 

challenges? 

27.10% Lack competence and proficiency in using various interfaces or systems 

21.49% resist learning technology. 
30.37% are distracted by an overly complex technology. 

19.6%I have difficulties in learning a new technology. 

22.42% lack the ability to effectively use technology to facilitate learning. 
23.83% lack knowledge and training in the use of technology. 

20.09% are intimidated by the technologies used for learning. 

28.5% resist and/or am confused when getting appropriate help during online classes. 
30.84% have poor understanding of directions and expectations during online learning. 

29.43% perceive technology as a barrier to getting help from others during online classes 
 

IV. DATA INTERPRETATION 

When we analysed the data collected, we observed an 
alarming situation. 90% of the students admitted that their 
learning capabilities have been affected due to the 
pandemic. Out of these, 71.4% of the students were affected 
due to Stress and Anxiety and 41.6% of these students were 
never comfortable with online teaching. 

49.5% students believe that their level of motivation and 
attention was higher in pre-pandemic times and 52.8% feel 
that their memorizing capabilities have been adversely 
affected due to COVID-19. 

During online classes, learning abilities of the students 
were affected as their classes were not conducted on online 
platform regularly (28.03%), recorded lecturers were not 
available (61.68%), teaching sessions were not interactive 
(50%), no interactions with peer group (70.09%), poor net 

connection (51.8%) and lack of concentration (80.08%). In 
fact, every student experienced Student isolation challenges 
(SIC). Due to this, students feel emotionally disconnected or 
isolated and uncomfortable during online classes. They 
preferred face-to-face interaction with teachers and traditional 
classroom methods for socialization [11]. This is evident from 
the graph shown in Fig. 1. 

During pandemic, studies were affected majorly due to 
lack of personal space (46.77%), noise from surroundings 
(54.7%), technical Issues (62.14%), disturbed routine 
(77.17%) and unhealthy eating habits (42.05%). In fact, the 
students admitted that during exams, they experienced anxiety 
issues when appearing for interviews or viva. So, they 
preferred to have offline teaching for better outcomes (refer 
Fig. 2). 
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Fig. 1. SIC issues. 

 

Fig. 2. Mindset regarding examination. 

40.65% of the students feel disappointed as they often miss 
the deadlines given by teachers and 48.5% find it difficult to 
control their thoughts, emotions, and actions during classes. 
However, after the colleges reopened post COVID, the 
situation has become little better. More than 76% of the 
students agreed that a personal eye contact with the teacher is 
required for effective learning [12] (refer Fig. 3). 

In fact, after colleges started in offline, only 8.9% of the 
students stated that small intra-class as well as inter-class 
competitions will not help to augment effective learning. 

A. Stress and Anxiety Hampers Success 

The students accepted that due to stress and anxiety they 
are unable to perform to their maximum potential. 51.8% of 
students experience mood swings at least once in a day [13]. 
43.3% believes that their state of mind is not calm and happy. 
Rather, it varies frequently. The situation is worsened as 
14.9% of students accept that they are highly frustrated and 
disappointed. 

42.5% of students do not have a role model. This may not 
be a good sign for their sound mental health. 50% of students 

feel that their classes add an extra burden to their daily lives. 
57.8% students admitted that they need counselling to handle 
their issues. When asked additional questions related to their 
mental health, students’ responses were recorded as shown in 
Fig. 4. 

To handle such a strenuous situation, students are taking 
measures to overcome factors affecting their studies, which 
are in line with other research studies. They are listening to 
spiritual and motivational speakers for enhancing 
concentration and overcoming stress as well as anxiety. As 
evident from the pie chart shown in Fig. 5, more than 75% of 
the students have expressed that they listen to a spiritual/ 
motivational speaker at least once in a week. 58.4% practice 
Singing and 54.2% of the students practice Dancing to keep 
stress at bay. In extreme strenuous conditions, 64.4% prefer 
talking to a close friend/relation, 65.8% prefer keeping quiet 
and sitting alone, 68.2% watch TV or Web Series and 54.2% 
prefer walking or any other physical activity, which helped 
improve the mood and reduce stress among students [14]. 

 

Fig. 3. Importance of teachers and competitions in effective learning. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

278 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 4. Analysing mental health of students in post-pandemic times. 

 

Fig. 5. Frequency of listening to spiritual / motivational speakers. 

B. Solution Proposed to Boost Learning Capabilities 

In the study, it was observed that 65.4% of the students 
have 1 to 3 close friends but 54.2% of them meet them 
occasionally. Moreover, 65% of the students admitted that 
they feel uncomfortable to discuss issues that disturb them 
with their close friends. 

Moreover, in the post-pandemic times, more than 56% of 
the students are facing issues due to fatigue. And only 37% of 
the students are finding their studies interesting. Rest feels 
overwhelmed due to stress and thus feel fatigued after 
studying for few minutes. 

To help students handle their stress and anxiety issues, we 
have proposed a chatbot based on the model depicted in 
Fig. 6. The role of this chatbot is to provide guidance to 
students in strenuous situations, motivate them and interact 
with them without having personal bias. Our study reveals that 
students are not comfortable discussing their personal issues 
even with their close friends. In such a scenario, they can at 
least share their feelings with an AI assisted chatbot that can 
communicate like a human and provide counselling or 
guidance. 

C. Data Exploration to Build the Model 

Before designing the machine learning model to make 
predictions, we first need to explore data to understand the 
relationships that exists between different parameters [15]. 
Therefore, we calculated co-relation between some key 
variables. The co-relation values between two variables are 
given in Fig. 7. The same values when plotted using a 
heatmap can be visualized. 

From the heat map plotted, it is very clearly evident that 
there is a strong relationship between Hours_of_Self_Study 
and Optimistic, Consistent_Learner and Quick_Learner, 
Stable_Mind and Optimistic, Stable_Mind and 
Hours_of_Self_Study. To study their underlying relationship 
in depth, we have plotted bar graphs. Identifying relationships 
between the variables and their impact on being quick and 
consistent learner is important, as a successful student has to 
be quick to learn and learn consistently. The conclusion that a 
consistent learner is quick to learn and vice versa has been 
drawn from the heatmap. 

We observed that students who believe in group studies 
with friends are not quick and consistent learners. Quick and 
consistent learners prefer to study from books or any sort of 
reading material. Few of them also prefer to learn by watching 
educational videos on the World Wide Web. A quick and 
consistent learner spends at least 1 to 3 hours daily (refer 
Fig. 8) and spends majority of the time reading books/ study 
material followed by watching educational videos (refer 
Fig. 9). Even in the digital age, students prefer to read hard 
bound books or printed text material. They watch videos only 
for certain topics that they find too hard to understand. 
Moreover, in a country like India students find difficult to 
understand terminologies of hard-core English language, so 
they watch videos in local languages to understand as well as 
validate their understanding. One more interesting thing that 
we concluded from our studies is that negligible number of 
students prefers watching educational programs on Television 

and listen to podcast for effective learning. 

 

Fig. 6. Proposed chatbot model. 
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Fig. 7. Correlation matrix and heatmap. 

 

Fig. 8. Relationship between consistent learner and hours of self-study. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

280 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 9. Relationship between method of study and hours of self-study. 

 

Fig. 10. Relationship between stable mind, optimistic, consistent learner and hours of self-study. 

For effective learning, a quick and consistent learner 
devotes 1 to 3 hours daily. Studying beyond 3 hours does not 
add to their learning productivity. Research has indicated a 
favourable correlation between study duration and scholastic 
achievement [16]. A specific amount of study time will be 
reached before the grade no longer demonstrates a discernible 
shift. A quick and consistent learner experience less stress and 
anxiety and therefore has a stable mindset and is usually 
optimistic. Optimistic student prefers self-study using books 
or study material and is not dependent on peer group for 
learning. These numbers are evident from graphs given in 
Fig. 10. 

V. PROPOSED ML MODEL TO PREDICT LEARNING 

CAPABILITIES 

Using these conclusions, we can create a machine learning 
model (refer Fig. 11). The model divides the entire data set 
into two groups- training dataset and testing dataset. While 
training dataset has 70% of the data records chosen randomly 
from the original dataset, testing data set on the other hand has 
rest of the 30% records. The training dataset is utilized in the 
learning phase of the machine learning model. 
Correspondingly, the testing dataset is used in the evaluation 
phase to predict values for the 30% rows in the dataset. The 
ML model classifies a student either as a Quick Learner or a 
Slow Learner. Values predicted are then compared with actual 
values. The number of correctly predicted values are then 
compared with those predicted wrongly to determine the 
accuracy of the model. Higher the accuracy, higher is the 
probability that a new student will be accurately classified 
being a quick and consistent learner. 
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Fig. 11. Proposed ML model. 

An accurate machine learning model will help the teachers 
to focus on inconsistent and slow learners and at the same 
time plan certain activities or assignments to further polish 
and accelerate the learning of quick and consistent learners. 

The proposed machine learning model uses K Nearest 
Neighbour Classification algorithm. We also designed ML 
model using Naïve Bayes algorithm but accuracy of 
predictions was higher in case of knn algorithm [17]. For 
better and efficient results, we had done hyper parameter 
tuning. The confusion matrix of the k-nn algorithm is given in 
Fig. 12. 

Accuracy (all correct / all) = (TP + TN) / (TP + TN + FP + 
FN). 

Accuracy = (26 + 23) / (26 + 23 + 11 + 3) = 49 / 63 = 
0.7777. 

Misclassification (all incorrect / all) = (FP + FN) / (TP + 
TN + FP + FN). 

Misclassification = 14 / 63 = 0.2222 

Precision (true positives / predicted positives) = TP / (TP + 
FP)Precision = 26 / 37 = 0.7027. 

Sensitivity aka Recall (true positives / all actual positives) 
= TP / (TP + FN). 

Recall = 26 / 29 = 0.8965 

Specificity (true negatives / all actual negatives) =TN / 
(TN + FP). 

Specificity = 23 / 34 = 0.6764 

 

Fig. 12. Confusion matrix. 

VI. CONCLUSION AND FUTURE SCOPE 

The paper presents a study on 214 students in Higher 
Education. Several questions were asked to get an insight into 
their learning capabilities, behaviour, mental health, academic 
profile and their study habits. It was observed that students are 
facing issues including loneliness, stress, anxiety, resistivity to 
learn new things, lack of confidence, competence and 
proficiency. The students are aware about these challenges 
and are trying several techniques to deal with them and stay 
motivated as these issues are impacting their learning 
capabilities and success. 

In the paper, we have proposed an AI Chatbot based on 
Natural Language Processing to interact with the students, 
guide them and motivate then whenever they feel low. The 
paper also proposes a machine learning model using knn 
algorithm that could classify a new student as a quick learner 
or a slow learner based on several factors related to mental 
health, hours of self-study, and preferred way to study. The 
model could predict data with an accuracy of 78%. In our 
subsequent study, we shall try to improve the accuracy by 
collecting more data about these factors affecting a student’s 
academic performance. Since data is the fuel of AI 
applications, more the data better are the results. 
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Abstract—In the current digital landscape, understanding 

sentiment in digital media is crucial for informed decision-

making and content quality. The primary objective is to improve 

decision-making processes and enhance content quality within 

this dynamic environment. To achieve this, a comprehensive 

comparative analysis of NLP for tweet sentiment analysis was 

conducted, revealing compelling insights. The BERT pre-trained 

model stood out, achieving an accuracy rate of 94.56%, 

emphasizing the effectiveness of transfer learning in text 

classification. Among machine learning algorithms, the Random 

Forest model excelled with an accuracy rate of 70.82%, while the 

K Nearest Neighbours model trailed at 55.36%. Additionally, the 

LSTM model demonstrated excellence in Recall, Precision, and 

F1 metrics, recording values of 81.12%, 82.32%, and 80.12%, 

respectively. Future research directions include optimizing model 

architecture, exploring alternative deep learning approaches, and 

expanding datasets for improved generalizability. While valuable 

insights are provided by our study, it is important to 

acknowledge its limitations, including a Twitter-centric focus, 

constrained model comparisons, and binary sentiment analysis. 

These constraints highlight opportunities for more nuanced and 

diverse sentiment analysis within the digital media landscape. 

Keywords—Sentiment analysis; digital media; decision-making; 

quality assurance; NLP 

I. INTRODUCTION 

In the contemporary era, digital media has permeated 
nearly every facet of daily life, fundamentally altering 
communication, information consumption, and our interaction 
with the world. From the rapid expansion of social media 
platforms to the continuous accessibility of online news and 
entertainment, the digital media landscape has evolved into an 
omnipresent force shaping public discourse, impacting 
consumer behavior, and facilitating global connectivity[1]. 

Central to this profound digital shift is the role of 
sentiment—the collective emotional undercurrent that flows 
through the vast sea of digital content. Sentiment in digital 
media encompasses a spectrum of emotions, from jubilation 
and enthusiasm to anger and disillusionment [2]. It is the pulse 
that drives conversations, sparks movements, and dictates the 
success or failure of digital content, brands, and ideas. 

It is also known as opinion mining, refers to the automated 
process of identifying, extracting, and evaluating sentiments 
and attitudes expressed within textual data. This process is 
integral for understanding public perception, consumer 
sentiment, political discourse, and market trends. It provides 
valuable insights that guide businesses in crafting effective 

marketing strategies, aids policymakers in gauging public 
sentiment on critical issues, and empowers researchers to delve 
deeper into the intricacies of human communication in the 
digital age. 

The influence of sentiment in the realm of digital media 
cannot be overstated. Sentiments expressed by users on social 
media platforms can quickly escalate or deflate public interest 
in a topic, product, or event. News articles and opinion pieces, 
often dissected through sentiment analysis, can sway public 
opinion and even influence political decisions. Understanding 
and harnessing this dynamic interplay of sentiments within 
digital media are essential endeavors in an increasingly 
interconnected and digitized world [3]. Traditionally, sentiment 
analysis relied on rule-based and statistical approaches, which 
had their merits but often struggled to capture the subtleties of 
human language. These methods proved ill-suited for the ever-
evolving digital discourse, where slang, context, and linguistic 
nuances abound. The limitations of conventional sentiment 
analysis methods have become increasingly evident in the face 
of the dynamic, multilingual, and culturally diverse nature of 
digital content [4]. 

In this context, artificial intelligence (AI) emerges as a 
transformative force. AI-powered sentiment analysis utilizes 
advanced Natural Language Processing (NLP) techniques, 
Machine Learning (ML), and Deep Learning (DL) to decipher 
the intricacies of language and context, providing 
unprecedented accuracy and adaptability. The advent of AI has 
paved the way for a new era in sentiment analysis, 
characterized by its ability to discern sentiments across various 
domains, languages, and platforms[5]. 

The research paper explores the symbiotic relationship 
between sentiment analysis and artificial intelligence, 
introducing a novel AI-powered approach that navigates the 
complexities of sentiment identification and classification in 
the digital age. The aim is to unravel the intricacies of 
sentiment analysis [6], elucidating its historical context, 
traditional methodologies, and the paradigm shift brought 
about by AI-driven solutions [7]. 

The aim of this research is to revolutionize decision-
making processes and quality assurance within the dynamic 
realm of digital media by utilizing a groundbreaking AI-
powered approach to sentiment analysis  [8]. This 
comprehensive investigation delves into the integration of 
traditional statistical methodologies, such as the machine 
learning model, and cutting-edge deep learning architectures, 
including ML and DL, to discern their respective impacts and 
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potential synergies in the context of sentiment analysis. With a 
primary focus on real-time Twitter sentiment data, our aim is to 
unlock valuable insight that inform strategic decision-making 
and elevate the standards of quality assurance in digital media 
[9]. 

A. Objectives 

1) To Evaluate Traditional and DL-Based Sentiment 

Analysis Models. 

2) To Assess the Influence of Twitter Sentiment Analysis: 

Analyze the impact of real-time Twitter sentiment data on 

decision-making processes and quality assurance in digital 

media, emphasizing the added value it brings to sentiment 

analysis. 

3) To Explore Feature Extraction and Sequence Retention: 

Investigate the ability of the ML and DL architecture to 

extract intricate features from digital media content while 

retaining essential temporal sequences, thereby enhancing the 

accuracy of sentiment analysis. 

4) To Conduct a Comparative Analysis: Conduct a 

rigorous comparative analysis to discern the strengths and 

limitations of each approach, elucidating the trade-offs and 

opportunities they present in the context of decision-making 

and quality assurance. 

5) To Provide Practical Recommendations: Offer concrete 

recommendations and insights for practitioners and 

stakeholders in digital media, guiding them in leveraging 

sentiment analysis as a potent tool for informed decision-

making and robust quality assurance. 

These objectives collectively drive our endeavor to advance 
the understanding of sentiment analysis's transformative 
potential and its pivotal role in shaping the future of decision-
making and quality assurance within digital media. 

In the contemporary landscape dominated by digital media, 
this research aims to redefine the boundaries of sentiment 
analysis by introducing a novel and comprehensive AI-
powered approach. Unlike traditional sentiment analysis 
methodologies, which often struggle to adapt to the evolving 
nature of digital discourse, this work stands out through the 
integration of both established statistical techniques and 
cutting-edge deep learning architectures. This distinctive fusion 
allows for capturing the intricacies of sentiment in a dynamic, 
multilingual, and culturally diverse digital environment. 

B. Contributions of the Research 

1) Hybrid methodology integration: One of the primary 

novelties of this approach lies in seamlessly integrating 

traditional statistical methodologies, such as machine learning 

models, with advanced deep learning architectures. This 

unique hybrid methodology capitalizes on the strengths of 

both approaches, providing a more robust and adaptable 

sentiment analysis framework. 

2) Real-time twitter sentiment analysis impact: Extending 

beyond conventional sentiment analysis, this research places 

particular emphasis on the real-time analysis of sentiment in 

the context of Twitter data. This distinctive focus allows for 

exploring and quantifying the immediate impact of sentiments 

on decision-making processes and quality assurance in digital 

media. 

3) Temporal sequence retention in feature extraction: 

Addressing a critical gap in existing literature, this study 

delves into the temporal dynamics of sentiment by 

investigating the ability of ML and DL architectures to extract 

intricate features from digital media content while retaining 

essential temporal sequences. This novel approach enhances 

the accuracy of sentiment analysis, especially in capturing the 

temporal evolution of sentiments over time. 

Through these novel contributions, this research advances 
the understanding of sentiment analysis's transformative 
potential, setting a new standard for decision-making processes 
and quality assurance within the ever-evolving realm of digital 
media. 

II. LITERATURE REVIEWS 

The intersection of sentiment analysis and digital media has 
garnered significant attention in recent years, reflecting the 
growing recognition of the pivotal role sentiments play in 
shaping online discourse, content quality, and decision-making 
processes [10]. This literature review provides an overview of 
the historical context, key methodologies, and prior 
applications of sentiment analysis in the realm of digital media, 
highlighting the evolving landscape of this interdisciplinary 
field [11]. 

A. Historical Context of Sentiment Analysis in Digital Media 

The roots of sentiment analysis can be traced back to the 
early days of NLP and ML [12]. Early sentiment analysis 
efforts primarily focused on binary sentiment classification, 
distinguishing between positive and negative sentiments in 
textual data. As digital media evolved, sentiment analysis 
adapted to accommodate the nuanced and multifaceted nature 
of sentiments ex-pressed in online content [13]. 

The advent of social media platforms in the early 2000s 
marked a significant turning point [14]. Researchers and 
organizations recognized the potential of sentiment analysis to 
extract valuable insights from the vast volumes of user-
generated content on platforms like Twitter and Facebook. 
Since then, sentiment analysis has matured into a sophisticated 
field, incorporating advanced NLP techniques and machine 
learning models to capture sentiments in real time across a 
wide array of digital media sources [15]. 

B. Key Methodologies and Technologies in Sentiment 

Analysis 

Sentiment analysis methodologies have evolved in tandem 
with advancements in NLP and AI technologies [16]. Early 
approaches relied on lexicon-based sentiment analysis, using 
predefined lists of words and phrases associated with positive 
and negative sentiments. While effective to some extent, these 
approaches struggled with con-text and sarcasm [17]. 
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Machine learning techniques, particularly supervised 
learning, revolutionized sentiment analysis by enabling models 
to learn sentiment patterns from labeled datasets. Techniques 
such as SVM, Naive Bayes NB, and more recently DL models 
like RNN and Transformers, have significantly improved 
sentiment analysis accuracy [18]. Pre-trained language models, 
such as BERT and GPT-3, have further elevated sentiment 
analysis by capturing contextual nuances and domain-specific 
sentiment [19]. 

C. Prior Applications of Sentiment Analysis in Decision-

Making and Quality Assurance within Digital Media 

The applications of sentiment analysis within digital media 
are multifaceted and extend across various domains: 

1) Content creation and optimization: Content creators 

use sentiment analysis to gauge audience reactions to their 

articles, videos, or social media posts. In-sights from 

sentiment analysis inform content optimization strategies, 

helping creators tailor content to audience preferences [20]. 

2) Engagement strategies: Organizations leverage 

sentiment analysis to identify viral content and trends. By 

understanding sentiment patterns, they can craft engagement 

strategies that resonate with their target audience and enhance 

brand loyalty [21]. 

3) Quality assurance: Sentiment analysis plays a crucial 

role in maintaining content quality. It assists in content 

moderation by identifying inappropriate or harmful content 

and helps fact-checkers and journalists identify 

misinformation and fake news [22]. 

4) Advertising and marketing: Marketers analyze 

sentiment to measure the effectiveness of advertising 

campaigns. They also use sentiment insights to personalize ad 

targeting and messaging. 

5) News and journalism: Sentiment analysis aids news 

outlets in understanding public sentiment towards news 

stories, political events, and social issues. This information 

can influence editorial decisions and story selection. 

6) Public opinion and policy making: Governments and 

policymakers monitor online sentiment to gauge public 

opinion on policy issues and to respond proactively to 

emerging trends or concerns [23]. 

The literature reviewed underscores the transformative 
potential of sentiment analysis in digital media [18]. It has 
evolved from a binary classification task to a sophisticated 
field empowered by AI and machine learning, offering 
valuable insights for decision-makers, content creators, and 
quality assurance processes [24]. 

D. Gap Analysis 

In our research, notable gaps emerge, urging further 
exploration in the realm of sentiment analysis in digital media 
[25]. These include the integration of multi-modal data 
sources, the development of real-time decision support 
systems, cross-platform sentiment analysis, ethical 
considerations, and user-centric sentiment analysis [26].  
Closing these gaps promises to enhance the depth and breadth 
of sentiment analysis applications, ensuring its ethical use, and 
fostering personalized, real-time decision-making in the 
dynamic digital media landscape [27] (see Table I). 

TABLE I.  GAPS ANALYSIS 

Year Technique Dataset 
Accuracy 

Achieved 
Application Pros Cons 

2017 
Approaches Using Machine 

Learning and Lexicons 
Twitter dataset 83.3% 

Sentiment analysis 

of tweets 

Machine learning can 
analyze text without 

feature engineering 

Traditional methods 

require feature engineering 

2018 

Long Term Memory 

(LSTM) and Convolutional 
Neural Networks (CNN) 

English language 

tweets 
88.5% 

Sentiment analysis 

of tweets 

Efficient and reliable 

technique 
- 

2019 

Convolutional, recurrent, 

neural networks, 
unsupervised, and mixed 

neural networks, as well as 

deep reinforcement 
learning 

- - 
Sentiment analysis 

of texts 

Can recognize new 

complex features 

Less accurate than 

supervised techniques 

2020 

Algorithms for supervised 

machine learning, such as 

Support Vector Machines 
and Artificial Neural 

Networks 

User-created texts 88.5% 
Sentiment analysis 

of texts 

Can extract users’ 

feelings from their 
writing 

Slow and take a long time 

to train 

2021 

Support vector machines 
(SVM) and Universal 

Language Model Fine-

tuning (ULMFiT) 

- - 
Sentiment analysis 

of texts 

Powerful deep learning 

architecture 
- 

2022 ELMO and CNN Twitter dataset - 
Clustering in service 

discovery 

Effective discovery of 

the best service 
- 
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III. METHODOLOGY 

The study utilized a dataset obtained from the Kaggle 
website, comprising around 160,000 tweets from the Twitter 
blog categorized into three groups: positive, negative, and 
neutral. Initial analysis involved applying various pre-
processing techniques to cleanse and prepare the tweets for 
feature extraction. Subsequently [28], the database was split 
into a training set and a test set. Features were extracted from 
tweets using diverse techniques, and machine learning 
algorithms were trained for tweet polarity classification, 
including support vector machine, naive Bayes, decision tree, 
and K-nearest neighbor approaches [29]. The performance of 
these classifiers was then assessed on the test set across all 
extraction techniques to compare their impact on the sentiment 
analysis process, using multiple performance evaluation 
measures. Following this evaluation, a model was proposed, 
specifically a recurrent neural network employing Long Short-
Term Memory (LSTM). The results obtained from this model 
were then compared with the outcomes of the previous 
classifiers [30] (see Fig. 1). 

 
Fig. 1. General framework. 

A. Tools and Resources 

To accomplish the task of sentiment analysis, various tools 
and resources are necessary. The required tools and resources 
for analyzing the sentiment of tweets are discussed below: 

1) Programming language: Python, a high-level general-

purpose programming language, proves to be an excellent tool 

for artificial intelligence, machine learning, and deep learning. 

Python will be used for creating and training models. Several 

Python libraries will be employed for sentiment analysis, 

including Pandas, Numpy, Scikit Learn, NLTK, Re, Keras, 

PyTorch, and Transformers. 

2) Software: Anaconda, a Python distribution platform, 

will be utilized, providing access to many built-in packages. 

Within Anaconda, Jupyter Notebook will serve as the primary 

environment for developing and training machine learning and 

deep learning models. 

3) Twitter API: After developing and evaluating the 

machine learning and deep learning models, the Twitter API 

will be employed to extract new tweets and test the model's 

performance. Twitter allows the use of 3rd party Python 

packages like Tweepy to extract tweets based on query words 

and date range, facilitating the entire process. 

4) Hardware: Given that various machine learning and 

deep learning models will be trained, the minimum system 

requirements are as follows: Core i5 Processor, 16 GB of 

RAM, Nvidia GPU with a minimum of 6 GB of V-RAM, and 

100 GB of HDD space. 

B. Machine Learning-Based Models 

Through this model, we will initially process the data, 
extract the features, and then classify them based on machine 
learning algorithms. Fig. 2 shows the work steps. 

 
Fig. 2. Framework of model. 

The model involves several steps, including pre-processing 
the data, feature ex-traction using techniques such as TF-IDF, 
word2vec, and BERT, and classifying the tweets using various 
algorithms such as k-nearest neighbors, multinomial Naïve 
Bayes, decision tree, random forest, and support vector 
machine. The model will be trained and evaluated using 
performance metrics such as precision, recall, and F1-score. 

C. Features Selection 

1) Data pre-processing: Since machines do not 

understand spoken or written natural language, data pre-

processing is a very important step for sentiment analysis and 

a necessary process before training machine learning models. 

Data pre-processing aims to make it easier to train and test 
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classifiers by performing an appropriate set of transformations 

on the data. We did the pre-processing using the NLTK library 

in Python. Because we work with text data from Twitter. 

Tweets contain different parts that are not necessary or 

important to understanding the meaning of a tweet. Where we 

can extract the semantic meaning of the tweet by getting rid of 

all the unnecessary words and symbols by pre-processing the 

data. The tweets were pre-processed by selecting features that 

were likely to be relevant for sentiment analysis. In general, 

when selecting features for sentiment analysis, some common 

criteria researchers consider include relevance, in-

formativeness, redundancy, computational efficiency, and 

interpretability. The pre-processing of the data follows the 

following steps: remove punctuation, remove stop words, 

remove URLs, remove emoji, remove hash marks, and drop 

all word wrapping, derivation, and markup. The data is now 

clean and ready for feature ex-traction. Fig. 3 shows the steps 

for data pre-processing. 

2) Data preprocessing: The steps involved in pre-

processing include converting letters to upper/lower case, 

tokenizing the text into individual units, removing unwanted 

characters and stopwords, normalizing the text, stemming to 

remove affixes, and lemmatization to reduce words to their 

base form. Finally, the pre-processed text is vectorized to 

convert the text data into numerical form that can be utilized 

by machine learning models. 

 
Fig. 3. Data pre processing. 

3) Feature extraction: The study employed three 

techniques to extract features from text data: 

a) TF-IDF algorithm (term frequency-inverse document 

frequency): is a statis-tical measure that evaluates how 

relevant a word is to a document in a collection of documents. 

This is done by multiplying two metrics: how many times a 

word appears in a document and the inverse document 

frequency of the word across a set of documents. To 

implement the TF-IDF technique, the implementation of the 

TF-IDF technique utilized a class from the sklearn library. 

b) word2vec: is a predictive model for computing a 

continuous radial representation of quantities in large data 

sets. The given models use two alternative models to get a 

high dimensional vector for each word: 

 PCA: A technique focused on reducing the dimensions 
of words that directly impact how the original set of 
vectors transforms into a new set. 

 t-SNE: A technique for nonlinear dimensionality 
reduction and data visualization. It combines words 
from a higher dimension with ones from a lower 
dimension. The Gensim library was used to construct 
word vectors using word2vec, with parameters like 
tokenized words and mincount set accordingly. 

c) BERT: is a pre-trained language model for deep, 

bidirectional representations of unlabeled text by co-adapting 

on both the left and right context in all layers. BERT can be 

used in a variety of language tasks, with only a small layer 

added to the base model. BERT was used in two ways: 

 Use the hugging face BERT model to fine-tune our 
sentiment analysis. 

 Use the BERT model for fine-tuning and training on 
our dataset. 

D. Machine Learning Algorithms 

Various machine learning can be used to accomplish the 
task of sentiment analysis. The following machine learning 
algorithms are used: 

The sentiment analysis task involved the utilization of a 
diverse set of machine learning and deep learning algorithms: 

1) K-Nearest Neighbors (KNN): Identify the group to 

which a new data point (tweet) belongs based on training data. 

If a new tweet is close to a negative group, it is classified as 

negative; if close to positive or neutral, the prediction is made 

accordingly. 

2) Multinomial Naïve Bayes: Determine the probability of 

a tweet being positive, negative, or neutral based on its 

contents or words. 

3) Decision tree: Classify a tweet based on its features, 

i.e., the words it contains. 

4) Random forest: Constructed from multiple decision 

trees to provide a more accurate and stable prediction. 

Operates as an ensemble, potentially offering improved results 

compared to a single decision tree. 

Vectorising Data: Convert tokens to numbers. 

Lemmatization: Like stemming but use vocabulary and 
morphological. 

Stemming: Eliminating affixes. 

Normalization: Put all text on the same level. 

Stopwords removal: Some words do not contribute much to the 
machine learning model. 

Noise Removal: Eliminating unwanted characters. 

Tokenizing: Turning the tweets into tokens. 

Letter Casing: Converting letters to upper/lower case. 
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5) Support vector machine: Utilize a non-linear Support 

Vector Classification model to categorize a tweet into 

positive, negative, or neutral classes. 

6) Voted classifier: Ensemble approach incorporating 

KNN, Multinomial Naïve Bayes, Random Forest, and Support 

Vector Machine to enhance sentiment analysis predictions. 

7) LSTM: Leverage deep learning with LSTM, specifically 

effective for sequential data like text. LSTM's capacity to 

remember long-term dependencies in words contributes to its 

success in handling text sequences. 

8) Transformer network: Implementation of an encoder-

only transformer model and the use of a pre-trained 

transformer model for sentiment analysis. 

9) K-Means clustering: Segregate groups with similar 

traits and assign them into clusters. 

E. Model Training and Evaluation 

 Training: Model training is an integral part of the whole 
process. It is very important to set the hyper-parameters 
of the models to the right ones to achieve good results. 

 Evaluation: As we compare different machine learning 
models for sentiment analysis, various evaluation 
metrics will be employed to determine the model's 
performance. 

 Confusion Matrix. 

1) Precision. 

2) Recall. 

3) F1 Score. 

4) AUC-ROC Curve. 

F. Model Testing 

After training and evaluating the model, the best-
performing model will be selected for testing with new tweets 
from Twitter. This process can be implemented using the 
Twitter API to create a user-friendly web server. Users can 
enter a keyword and date range, and the server will display the 
corresponding tweets along with their polarity. This provides 
organizations or individuals with valuable insights into what 
people are tweeting about their products or themselves. 

G. Comparative Analysis 

A comparative analysis is provided for various sentiment 
analysis models and techniques applied to the digital media 
dataset. The objective is to assess and contrast the performance 
of these models in terms of their ability to accurately classify 
sentiment, computational efficiency, and practical applicability 
in real-world scenarios. 

IV. RESULT AND DISCUSSION 

All models underwent training on 80% of our dataset, with 
the remaining 20% reserved for validation. Accuracy was 
employed as the performance metric during training, focusing 
on the validation accuracy of the models. The results are 
presented in Table II. 

From the table above, it's evident that the BERT pre-trained 
model significantly outperformed even the LSTM model. 

Among the machine learning models, the random forest 
exhibited superior performance compared to others, including 
the voting classifier. 

TABLE II.  VALIDATION ACCURACY 

Model Validation Accuracy 

K-Nearest Neighbors 55.36% 

Multinomial Naïve Bayes 65.18% 

Decision Tree 66.55% 

Random Forest 70.82% 

Support Vector Machine 65.98% 

Voted Classifier 69.86% 

LSTM 81.12% 

BERT 94.56% 

A. Evaluation 

Additional metrics, such as Confusion Matrix, Recall 
Score, Precision Score, and F1 Score, were employed to 
evaluate and compare the sentiment analysis models. The 
evaluation results for the aforementioned algorithms based on 
these criteria are presented in Fig. 4 and Table III. 

K-Nearest Neighbors 

 

Multi-Nominal Naïve Bay 

 

Decision Tree 

 

Random Forest 

 

Support Vector Machine 

 

Voting Classifier 

 

Fig. 4. Confusion matrix. 
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TABLE III.  RECALL, PRECISION, F1 SCORE OF ALL ALGORITHMS 

Model Recall Precision F1 scores 

K-Nearest Neighbors 0.5536 0.5923 0.5436 

Multinomial Naïve Bayes 0.6518 0.6584 0.6321 

Decision Tree 0.6655 0.6655 0.6509 

Random Forest 0.7082 0.7091 0.6904 

Support Vector Machine 0.6598 0.6609 0.6566 

Voted Classifier 0.6986 0.7049 0.6921 

LSTM 0.8112 0.8232 0.8012 

BERT 0.9455 0.9551 0.9499 

From the confusion matrix, it can be seen that most of the 
algorithm is best at classifying neutral tweets and they have a 
tendency to classify other tweets as neutral also. 

The table shows how well different machine learning 
algorithms performed on a task, based on three metrics: recall, 
precision, and F1 score. The LSTM and BERT models had the 
highest scores, indicating they were the most effective 
algorithms. 

B. Proposed Method-based Deep Learning Algorithm (RNN-

LSTM) 

This method aims to enhance the preceding approach 
through an exploratory analysis of data to extract features, 
followed by the application of a deep learning algorithm to 
classify tweets into positive, negative, or neutral categories. 
Fig. 5 illustrates the proposed framework for sentiment 
analysis. The improved method will be applied to the existing 
data for comparative evaluation with the previous approach, 
assessing the effectiveness of the proposed method. 

 
Fig. 5. Framework for proposed model. 

C. Algorithms 

Step 1: prepare the text data for the model building 

1) Pre-processing of text. It represents the initial phase of 

NLP projects. Some of the pre-processing to use a text 

cleaning procedure to clean all the content: Stop words, URLs, 

and punctuation such as! $() *% @, lowercase, stemming, 

tokenization, and lemmatization have been removed. 

2) Exploratory text data analysis is a straightforward yet 

incredibly informative method. In order to better understand 

the basic traits of the text data, it comprises (word frequency 

analysis, sentence length analysis, average word length 

analysis, distribution of the number of words, etc.). For 

instance: 

 The distribution of the number of words for each 

sentiment. So that we will use these features in the 

model training process. 

 Distribution of the number of letters for each sentiment. 

 The count of the most frequent words in the entire text 

is essential for reinforcing the analysis in the feature 

extraction phase. 

3) Apply word embedding to improve the model accuracy. 

A word embedding is a type of learned representation of 
text in which words with the same meaning are represented 
similarly. It is regarded as one of the key developments in deep 
learning of document and word encoding for challenging 
natural language processing problems. 

Word embedding is a method where individual words are 
represented as real-valued vectors in a specified vector space. 
Since each word is assigned to a distinct vector and the vector 
values are learned similarly to a neural network, the technique 
is frequently referred to as deep learning. Through the use of 
word embedding techniques, a corpus of literary works is used 
to learn a real-valued vector representation for a preset set-
sized vocabulary. Other tasks, such as document 
categorization, include either unsupervised learning using 
document data or learning in conjunction with a neural network 
model. The word embedding method was developed using the 
Gensim library's keyed vectors library. 

4) After loading the data, transform the sentiment into a 

numerical representation. All of the target categorical values 

must be converted to numerical format because the model will 

train on numbers and understand numbers better. Therefore, 

the model will be able to very effectively learn the target. The 

Python tools offer a number of methods that can be used to 

convert categorical data into appropriate numerical values; we 

utilized TensorFlow from the Gensim module. 

5) Eliminating superfluous columns and compiling a text 

list with the target sentiment. 

6) Tokenize the statements and modify them so that they 

can be trained. 

 Tokenization is the process of breaking up a long block 
of text into tokens. Words, letters, or sub words can all 
be tokens in this context. So, there are three main 
categories of tokenization: word, character, and sub-
word (n-gram characters). Take the phrase "Never give 
up" as an illustration. 

 Tokens are most frequently created based on space. The 
tokenization of the statement yields three tokens, 
Never-give-up, assuming space as a delimiter. Every 
token is a word; hence it serves as an illustration of 
Word tokenization. 
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7) Prepare the embedding matrix as well as the training 

and validation data. 

 A sample of data is used to unbiased evaluate how well 
a model fits a training dataset while modifying model 
hyperparameters is known as a validation dataset. The 
evaluation becomes more skewed when skill from the 
validation dataset is added to the model setup. 

 A list of all words and their accompanying embeddings 
is called an embedding matrix. The embedding matrix 
is prepared by importing the train-test-split from 
Sklearn. 

Step 2: Model Building 

LSTMs employ a number of "gates" that regulate how data 
in a sequence enters, is stored in, and leaves the network. A 
typical LSTM has three gates: an output gate, an input gate, 
and a forget gate. Each of these gates is a separate neural 
network and may be thought of as a filter. 

In order to avoid overfitting, the Dropout layer randomly 
sets input units to 0 with a frequency of rate at each step during 
training. Keep in mind that the Dropout layer only functions 
when the model's training is set to true, preventing any values 
from being dropped during inference. 

A dense layer is densely connected to the layer above it is 
one in which every neuron in the layer is coupled to every 
other neuron in the layer above. The majority of artificial 
neural network networks employ this layer. 

The values are unrolled starting with the last dimension 
when using the flatten operator. 

Dropout layers: Since a dropout layer doesn't have any 
weights, it lacks parameters. A dropout layer only increases the 
likelihood that a neuron won't be tested by 1%. In a dropout 
layer, nothing more needs to be configured. We successively 
import layers, constants, dense, embedding, flatten, and 
initializers from keras in order to build the model.  

Step 3: Model Training 

The number of samples that must be processed before the 
internal model parameters are changed is determined by the 
hyperparameter known as batch size. A for-loop is a type of 
batch that makes predictions while iterating through one or 
more samples. At the end of the batch, the predictions are 
compared to the expected output variables, and an error is then 
calculated. This issue is fixed using the updated algorithm, for 
instance by lowering the gradient of the error. The number of 
epochs hyperparameter controls how many times the learning 
algorithm will run through the entire training dataset. 

For every sample in the training dataset, the internal model 
parameters changed once throughout an epoch. An era is made 
up of one or more batches. For instance, a single-batch epoch is 
described by the batch gradient descent learning process. 

Step 4: Model Accuracy 

Model accuracy is a measure of the proportion of correct 
predictions made by a model out of the total number of 
predictions produced. This metric is commonly used to assess a 

model's performance, although other metrics may also be 
considered. We found that this model can get 96% accuracy 
and this is better than our previous analysis. 

Step 5: Plotting and Displaying Results 

From Fig. 6, during the sentiment analysis model's training 
phase, the loss and AUC metrics are shown for the training and 
validation sets. During the first 10 epochs, the loss is greatly 
reduced while the precision is noticeably improved. 

 

Fig. 6. Plot of results of RNN model. 

Step 6: Based on their shared characteristics, various data 
subsets are segmented through clustering. Python offers a wide 
array of useful cluster analysis tools, and the choice of strategy 
depends on the specific task and the nature of the available 
data. Commonly utilized techniques in Python include 
Gaussian mixture models, spectral clustering, and K-means 
clustering. In this scenario, the K-means clustering method is 
employed. K-means clustering, a type of unsupervised machine 
learning, exclusively trains on inputs without generating 
outputs. It identifies distinct clusters of data points that are 
closest to each other. Once the data is partitioned into clusters, 
each point is assigned to the cluster whose mean is closest to 
that specific data point. We employ K-means clustering to 
create sentiment-based clusters from our data. For the 
implementation of sentiment analysis on the tweet data, a 
comprehensive pipeline has been developed. The model 
assigns different tweets to each of our clusters, encompassing 
three distinct sentiment labels (see Fig. 7 and 8). 

 
Fig. 7. Positive sentiments tweets. 
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Fig. 8. Negative sentiments tweets. 

So, the clustering algorithms assign a numerical value to 
each of the labels and assign a cluster based on its text context. 

D. Summary of Results 

The following are the main conclusions from the 
comparison of machine learning and deep learning algorithms 
for tweet sentiment analysis: 

1) The BERT pre-trained model outperformed the LSTM 

model, achieving the greatest accuracy of 94.56%. This 

demonstrates that transfer learning for text classification 

problems can be quite successful when employing pre-trained 

language models. 

2) With an accuracy rate of 70.82%, the Random Forest 

algorithm outperformed the other machine learning models. 

The method used in K Nearest Neighbours has the lowest 

accuracy, 55.36%. 

3) The LSTM model received the greatest ratings for 

Recall, Precision, and F1, with values of 81.12%, 82.32%, and 

80.12%, respectively, suggesting that it performed the best 

overall. 

4) By achieving 96% accuracy, the suggested RNN-LSTM 

model with word embedding, dropout, and clustering proved 

the value of deep learning for sentiment analysis. 

5) The model performance was evaluated thoroughly and 

rigorously utilizing confusion matrices, recall, precision, and 

F1 scores. 

In conclusion, for tweet sentiment analysis, deep learning 
techniques, particularly the LSTM and BERT models, 
outperformed machine learning algorithms. To create more 
reliable and generalized models, more study is necessary. 

V. CONCLUSIONS 

Utilizing a range of machine learning and deep learning 
techniques on Twitter data, our aim was to enhance decision-
making and content quality in the dynamic digital media 
landscape. Key findings highlight BERT's exceptional 94.56% 

accuracy, showcasing transfer learning's effectiveness. 
Noteworthy results include the Random Forest algorithm 
(70.82% accuracy) and the LSTM model, excelling in Recall, 
Precision, and F1 scores. Deep learning, exemplified by the 
RNN-LSTM model, demonstrated exceptional potential with a 
96% accuracy, establishing LSTM and BERT as tweet 
sentiment analysis frontrunners. Future research should focus 
on refining models for real-world applications, exploring 
optimization, alternative architectures, and dataset expansion. 
Acknowledging study limitations points toward opportunities 
for a more nuanced approach within the digital media 
landscape. 

In summary, this study lays the foundation for leveraging 
advanced sentiment analysis techniques, emphasizing the 
pivotal role of deep learning models, while recognizing the 
evolving nature of research in this domain. 
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Abstract—Transitioning into the next generation of 

supercomputing resources, we’re faced with expanding user 

bases and diverse workloads, increasing the demand for 

improved security measures and deeper software 

compartmentalization. This is especially pertinent for 

virtualization, a key cloud computing component that’s at risk 

from attacks due to hypervisors’ integration into privileged OSs 

and shared use across VMs. In response to these challenges, our 

paper presents a two- pronged approach: introducing secure 

computing capabilities into the HPC software stack and 

proposing SecFortress an enhanced hypervisor design. By 

porting the Kitten Lightweight Kernel to the ARM64 

architecture and integrating it with the Hafnium hypervisor, 

we substitute the Linux-based resource management 

infrastructure, reducing overheads. Concurrently, SecFortress 

employs a nested kernel approach, preventing outerOS from 

accessing mediator’s memory, and creating a hypervisor box to 

isolate untrusted VMs’ effects. Our initial results highlight 

significant performance improvements on small scale ARM-

based SOC platforms and enhanced hypervisor security with 

minimal runtime overhead, establishing a solid foundation for 

further research in secure, scalable high- performance 

computing. 

Keywords—Virtual Machine (VM); High-Performance 

Computing (HPC); cybersecurity; hypervisor security 

I. INTRODUCTION 

Advances in computing technology have ushered in a 
paradigm shift in how computational resources are deployed 
and utilized in recent decades. The rapid growth and adoption 
of virtualization technologies are at the forefront of this 
transition [1]. By abstracting the physical hardware from the 
software, virtualization enables the creation of multiple isolated 
Virtual Machines (VMs) that can run concurrently on a single 
physical machine, resulting in significant improvements in 
resource utilization and cost efficiency [1]. 

However, as with any technology, virtualization brings 
with it new challenges, most notably in the area of security 
[1]. The hypervisor, the abstraction layer that allows the 
creation of VMs, is a lucrative target for attackers [2]. If an 
attacker successfully compromises the hypervisor, they may 
gain control of all VMs running on the system, resulting in a 
significant security breach [3]. Furthermore, while the isolation 
of VMs from each other and the host system is beneficial for 
security, it can also be used by attackers to conceal malicious 
activity [3]. 

This necessitates the development of enhanced security 
solutions capable of effectively protecting the hypervisor and 
the virtual machines that run on it [4]. Several technologies 
have been developed to this end, providing various 
mechanisms for securing virtualized environments [4]. 
Hafnium, ARM TrustZone, and SecFortress, for example, 
provide unique security solutions that can significantly 
improve the security of virtualized environments [1, 2, 5]. 

Hafnium is a microkernel-based VM monitor that provides 
secure isolation between virtual machines [5]. It enables each 
VM to run in its own isolated environment, memory-separated 
from other VMs [5]. This means that even if an attacker gains 
control of one VM, they cannot access the memory of other 
VMs [5]. Hafnium also ensures control flow integrity (CFI), 
which prevents unauthorized changes to a VM‟s control flow 
[5]. Fig. 1 depicts the default hafnium system architecture. 
Hafnium, as illustrated in the diagram, relies on a primary 
VM to make scheduling decisions and explicitly invoke con- 
text switches to secondary VMs via a privileged hyper-call 
interface. 

ARM TrustZone, on the other hand, provides a secure 
execution environment within a processor that allows sensitive 
tasks to be run in a separate environment from the rest of 
the system [1]. ARM TrustZone can protect the system from 
both external and internal threats by ensuring that only 
authenticated and verified code is allowed to run within this 
secure environment [1]. 

SecFortress approaches security differently. Its goal is to 
protect the hypervisor by isolating it from the rest of the 
operating system [2]. SecFortress ensures that an attack on one 
VM or the outer operating system does not compromise the 
hypervisor or any other VMs by providing each VM with its 
own dedicated hypervisor box and preventing direct interaction 
between the hypervisor and the outer operating system [2]. Fig. 
2 presents the architecture of SecFortress. 

Each of these technologies offers a distinct solution for 
securing virtualized environments, but their full potential may 
be realized only when they are integrated into a unified 
security framework. The purpose of this paper is to investigate 
the integration of these technologies into a multi-layered 
security solution for virtualized environments, with the goal 
of providing comprehensive protection against both external 
and internal threats [3]. 
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Fig. 1. Hafnium VM configuration. 

 

Fig. 2. SecFortress architecture. 

The complexities of integrating various security mecha 
isms, the potential performance overheads of multiple 
security layers, and the requirement for ongoing updates to 
address new security vulnerabilities all present significant 
challenges to the implementation of such a framework. These 
challenges, however, can be addressed with careful planning 
and design, paving the way for a more robust and secure 
computing environment in the virtualization era. 

II. BACKGROUND 

Virtualization, enabled by lightweight kernels or 
hypervisors, has transformed computing by allowing multiple 
virtual machines (VMs) to run on a single physical host [5]. 
This operation is enabled and managed by a hypervisor, a key 
component of the virtualization stack. Despite playing an 
important role in resource management and VM isolation, 
hypervisors are vulnerable to security threats from both guest 
VMs and the host environment [5]. As a result, the design and 
implementation of secure, lightweight hypervisors are critical 
to protecting VMs and ensuring system security [5]. 

The ARM TrustZone is a hardware-based security 
extension for ARM processors [1], and Hafnium is a 
lightweight security isolation layer for virtual machines on 
ARM platforms [5]. The TrustZone technology creates a 
Trusted Execution Environment (TEE) by partitioning the 
system into secure and non-secure worlds, whereas Hafnium 
isolates VM memory and provides a unique security-focused 
virtualization solution [1]. Hafnium‟s minimalist design 
reduces potential attack surfaces, allowing it to be a lightweight 
hypervisor focused on memory isolation between VM 
instances while leaving performance and availability 
guarantees to the host OS [5]. 

The nested kernel concept takes a different approach to 
security by embedding a small, lightweight, and isolated 
kernel within a larger one [2]. This strategy achieves logic 
isolation by tracking all changes to the virtual-to-physical 
mapping and removing sensitive instructions from untrusted 
components, protecting physical memory and lowering the 
Trusted Computing Base (TCB) in complex systems [2]. 

Securing our digital infrastructure remains critical in 
the era of virtualization and cloud computing. Building upon 
the strengths of Hafnium, ARM TrustZone, and SecFortress, 
this paper proposes a new multi-layered security strategy to 
fortify security at both the VM and hypervisor levels, thereby 
protecting against both internal and external threats. While 
promising, the combination of these technologies presents 
certain challenges, including the complexity of managing the 
various security mechanisms, potential performance overhead 
due to multiple security layers, and the necessity for continuous 
updates to counter newly discovered security vulnerabilities 
[3, 4]. 

The successful integration of these security solutions into 
an organization‟s infrastructure necessitates careful design, 
comprehensive implementation strategy, and meticulous 
planning. Despite the obstacles, such an approach holds the 
potential to significantly enhance the security posture of 
virtualized and cloud computing environments, making them 
more resilient against potential attacks [6, 7].  

As we forge ahead, extensive testing, performance 
optimization, and continuous updates will play pivotal roles in 
overcoming these challenges. By harnessing the unique 
advantages provided by Hafnium, ARM TrustZone, and 
SecFortress, we can lay the groundwork for a more secure, 
robust, and resilient virtualized environment. The path to 
achieving this goal is strewn with difficulties, but by working 
collaboratively, we can hope to stay one step ahead of evolving 
cybersecurity threats and secure our virtualized infrastructure 
effectively [7]. 

III. RELATED WORKS 

Various approaches have been proposed to secure the run- 
time of hypervisors. HyperLock and DeHype, for instance, 
deconstruct KVM by assigning a separate isolated hypervisor 
instance to each VM, similar to the isolated context each VM 
has in SecFortress [4]. However, unlike SecFortress, they don‟t 
protect the hypervisor against a compromised host OS. 
SecFortress also differs from systems like MultiHype, which 
supports running multiple hypervisors on a single physical 
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platform, in that it ensures a smaller Trusted Computing Base 
(TCB) and stronger isolation by creating a single hypervisor 
box for each VM [8]. 

Nexen, SecVisor, and SeL4, along with SecFortress, utilize 
the nested kernel to reconstruct the virtualization platform [9]. 
However, they have their limitations; Nexen doesn‟t consider 
the security vulnerabilities in its shared service domain, 
SecVisor focuses on kernel integrity protection within guest 
VMs rather than isolation among different VMs, and SeL4, 
being a formally verified microkernel, doesn‟t include 
common OS components [9]. Another memory isolation 
implementation, Hyper Wall, requires support from specific 
hardware like FPGA, contrasting with SecFortress‟s ability to 
be deployed on commercial x86 platforms [9]. 

Hardware-based defense technologies have also emerged. 
Intel TDX, for instance, isolates VMs from the hypervisor by 
adding a secure arbitration mode [10]. AWS Nitro Enclaves 
and Arm CCA offer different approaches to creating isolated 
VM execution environments [11]. However, these systems 
either focus on protecting the guest from an untrusted hyper- 
visor or applications rather than the entire VM, which differs 
from SecFortress‟s target of bidirectional isolation protection 
between VMs and the hypervisor. 

In this paper, we have furthered the research into secure 
HPC OS/Rs by presenting preliminary results of our approach 
and an initial proof-of-concept implementation [12]. We have 
identified several potential research directions, such as 
evaluating our approach on more realistic systems and 
workloads, designing I/O mechanisms that maintain secure 
system isolation without imposing significant performance 
overheads, and investigating dynamic partitioning approaches 
for secure partitions and VM images [12]. 

Also, while we have used the Hafnium hypervisor as a 
starting point for secure virtualization in HPC, we are still 
evaluating its long-term suitability [12]. The necessary 
modifications to support HPC workloads, the need for a 
potential new hypervisor architecture tailored to HPC 
environments, and the upcoming ARM platform (ARMv9) 
which introduces significant security, isolation, and trusted 
computing features, are all factors that could impact the 
direction of future research in this area [11, 12]. 

IV. PROPOSED MODEL 

A. Design 

The TrustZone-Assisted SecFortress solution is a pain 
stinkingly designed architecture aimed to improve security 
in a virtualized environment. The innovative design combines 
TrustZone technology‟s robust isolation capabilities with the 
SecFortress hypervisor‟s flexible and comprehensive security 
services. As a result, hypervisors and their associated virtual 
machines benefit from a powerful combination of hardware 
and software-enforced security mechanisms. 

The secure boot mechanism is at the heart of our 
design. We ensure a trustworthy startup process by utilizing 
Trust- Zone technology, which allows only authenticated 
software to launch. This significantly reduces potential 

threats from unauthorized or malicious software, allowing the 
system to operate in a trusted state from the start. 

Our solution embeds a trust anchor within TrustZone‟s 
secure world to establish a root of trust within the system. This 
provision has important implications for improving hypervisor 
security and supporting other security functions such as 
cryptographic key management and secure storage. It ensures 
a higher level of trust in the system, essentially laying the 
groundwork for all subsequent security protocols to operate 
on. 

Our design addresses the difficult challenge of securely 
handling interrupts and I/O operations. The SecFortress solu- 
tion includes a mediator component that acts as a go-between 
for the hypervisor and the rest of the system. The mediator 
significantly reduces potential vulnerabilities that could be 
exploited during these operations by managing and securely 
handling interrupts and I/O operations. 

Inter-VM communication can be a security risk if not 
properly managed. Our design ensures secure communication 
between VMs via the SecFortress solution‟s mediator. This 
intermediary validates each communication request to ensure 
it comes from a reliable source before it reaches its intended 
destination. This feature prevents unauthorized access and 
potential data leaks, thereby strengthening the system‟s overall 
security. 

To provide a secure environment for sensitive 
processes and applications, our solution design makes use of 
Trust- Zone‟s hardware-based isolation capabilities to create a 
secure execution environment within the hypervisor. This 
strategic inclusion effectively insulates these processes from 
potential threats in the „normal‟ world, thereby protecting the 
integrity of our secure world. 

The comprehensive isolation of hardware and software 
components is a critical aspect of our design. This is 
accomplished through TrustZone‟s hardware-level isolation, 
which creates two distinct environments: one for the 
hypervisor and one for the VMs and outerOS. This hardware 
isolation is supplemented by the SecFortress‟s mediator‟s 
software-level isolation. As a result, our design fortifies the 
hypervisor‟s shell, effectively isolating it from the rest of the 
system and potential attack vectors. 

Our design also prioritizes system integrity and resilience 
in the face of a variety of potential attacks. TrustZone 
technology protects the integrity of the hypervisor by 
preventing unauthorized changes to its code. SecFortress‟ 
security services, which validate the integrity of data and 
communication channels within the system, add to this. In 
terms of resilience, the secure boot feature ensures that the 
system starts up in a trusted state, while the isolation provided 
by TrustZone and the mediator makes the system difficult to 
compromise, increasing its resistance to potential threats. 

The way we design prioritizes secure communication and 
data handling. SecFortress‟ mediator is at the heart of all 
communication between the VMs, the outerOS, and the 
hypervisor, validating the origin and destination of each 
communication request. TrustZone technology protects data 
integrity and confidentiality by isolating sensitive data within a 
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secure world. This two-pronged approach significantly reduces 
the risk of data exposure or tampering from malicious 
processes. 

The TrustZone-Assisted SecFortress solution design 
promotes adaptability. The solution is designed to be 
compatible with a wide range of hardware platforms and 
hypervisors with minimal modifications, allowing it to be 
widely deployed across a wide range of systems. The design‟s 
scalability, which is further enhanced by its modularity, enables 
it to protect systems of various sizes, from individual servers to 
large data centers, without compromising security. 

The TrustZone-Assisted SecFortress solution is also 
optimized for efficiency and performance. With the 
SecFortress solution‟s mediator minimizing overhead in 
handling communication between the VMs, the outerOS, and 
the hypervisor, and TrustZone ensuring efficient use of 
hardware resources, optimal system performance is 
guaranteed. 

The solution design incorporates built-in fail-safe 
mechanisms to ensure that the system remains secure even if a 
component fails. For example, if the mediator component 
detects an error, it activates built-in fail-safe routines to prevent 
a system-wide failure. Similarly, TrustZone technology ensures 
that any breaches in the normal world do not impact the secure 
world, adding an extra layer of security. 

The solution is designed to work seamlessly with a wide 
range of systems, taking into account both modern and older 
systems that may not have built-in security measures. It is 
compatible with various system architectures and hypervisor 
types, giving it versatility in securing various systems. The 
design also includes recovery and maintenance measures 
capable of detecting potential security threats, initiating 
protective actions, and allowing for easy system updates and 
patches. This not only ensures long-term security but also 
improves the system‟s overall security capabilities. 

The TrustZone-Assisted SecFortress solution is designed 
for the future, combining scalability, robustness, compatibility, 
efficiency, and fail-safe mechanisms. Its comprehensive and 
adaptable design supports a variety of system architectures 
and hypervisors, as well as a wide range of virtual machines 
and can handle increasing load and traffic. Because of its 
adaptability, it is an effective security solution for complex 
virtualized environments. Furthermore, the solution reduces 
costs while maintaining security by leveraging TrustZone‟s 
existing hardware security features and SecFortress‟s 
minimalistic design. Also, our design considers future 
developments in the cybersecurity landscape. It is easily 
upgradable to handle new types of security threats or to 
incorporate advancements in hypervisor and virtualization 
technology. This foresight distinguishes our solution, making it 
a comprehensive, robust, and scalable option for securing 
hypervisor environments today and in the future. 

The TrustZone-Assisted SecFortress solution is divided 
into several layers or levels, as illustrated in Fig. 3, and are as 
follows: 

Level 1 - Hardware Layer: This includes the actual 
hardware platform. At this level, the TrustZone technology 

creates two distinct environments: the secure world‟ and the 
„normal world‟. The most sensitive processes and data reside in 
the secure world. 

Level 2 - TrustZone Technology: TrustZone technology 
primarily operates at this level, providing fundamental 
hardware- based isolation capabilities and establishing a 
root of trust within the system. It also manages the secure boot 
mechanism, which ensures that only authenticated software 
can run. 

Level 3 - Mediator Component: At this level, the mediator 
component operates, providing a layer of software-based 
isolation on top of TrustZone‟s hardware-based isolation. It 
also handles interrupts, I/O operations, and inter-VM 
communications securely, acting as a liaison between the 
hypervisor and the rest of the system. 

Level 4 - Hypervisor: At this level, the SecFortress 
hypervisor operates. It communicates directly with TrustZone 
technology to take advantage of hardware-based isolation 
capabilities for enhanced security. It is also the location of 
the secure execution environment for sensitive processes and 
applications. 

Level 5 - Virtual Machines (VMs) and outer OS/Primary 
VM using Kitten lightweight kernel: At this level, virtual 
machines and the outer / Primary VM operating system operate. 
They communicate with the hypervisor and the mediator, 
enabling secure communication and operations. 

These components interact in a variety of ways to 
form a comprehensive, secure, and adaptable system. 
TrustZone technology, for example, serves as the foundation for 
system security by creating a secure execution environment 
and managing the secure boot process. The SecFortress 
hypervisor, in turn, relies on this secure environment to run 
VMs and manage their communication via the mediator 
component. 

 
Fig. 3. Proposed model trustzone-assisted secfortress solution architecture. 
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B. Implementation 

The implementation of the TrustZone-Assisted SecFortress 
solution begins with configuring the ARM-based System-on-a- 
Chip (SoC) to use TrustZone technology. This process begins 
with the system boot-up, during which the Secure World is 
configured before any other system components are initialized. 

To establish a clear demarcation between the Secure and 
Non- Secure Worlds, the memory layout and IRQ controllers 
must be carefully adjusted. TrustZone‟s Monitor Mode is set 
up as an extra execution level within the Secure World to host 
the mediator software, which manages secure transitions 
between the two worlds. 

After properly configuring the Secure and Non-Secure 
Worlds, we proceed to integrate the Hafnium hypervisor into 
the system‟s Non-Secure World. The isolation capabilities of 
Hafnium are critical to the system‟s security. It is intended 
to create isolated partitions for each virtual machine (VM), 
effectively isolating them from one another and from the 
hypervisor itself. The configuration of Hafnium is 
meticulously adjusted during this phase to manage VMs, 
enforce memory access policies, and control inter-VM 
communication.  Fig. 4 depicts the memory access view of each 
SecFortress component. For example, the left-most large box 
represents the VM‟s memory access view. That is, each VM has 
complete access to its own memory but no access to the 
memory of others. The mediator has access to all memory and 
controls the page tables to determine the memory view of each 
component. Illegal memory accesses across components will 
result in page faults, which will be detected by the mediator. 

 
Fig. 4. Memory access view of VM, Hypervisor Box, outerOS, and 

mediator. 

We integrate the Kitten lightweight kernel into the Hafnium 
hypervisor after it has been established. The Kitten kernel is 
the foundation of our hypervisor layer. It is designed to be 
extremely efficient in high-performance computing 
environments. The integration of the kernel entails prioritizing 
the optimization of memory management, task scheduling, 
and I/O operations, which improves overall system 
performance. 

We begin development of the mediator software after 
successfully integrating the Hafnium hypervisor and Kitten 
kernel. The use of programming languages compatible with the 
ARM architecture and the TrustZone environment is required 
for this task. Memory protection, instruction protection, and 

control flow management are among the critical security 
services enforced by the mediator software. It is also intended 
to intercept and manage VM exits, ensuring safe context 
switches between system components. 

The addition of VM image integrity checks and encryption 
measures improves system security even further. Before each 
startup, VM image integrity checks are performed to ensure 
that the VM images have not been tampered with. Furthermore, 
the VM images are encrypted with strong encryption 
algorithms, ensuring the data stored within the VMs‟ security. 
The cloud provider‟s key management service secures the 
encryption keys. 

We chose to implement software updates for the 
TrustZone- Assisted SecFortress virtualization layer via offline 
install packages in order to maintain system security. This 
method gives us more control over the software versions that 
are running on the system. System administrators install these 
updates manually, lowering the risk of online threats. 

We employ several strategies to reduce performance 
overhead, ensuring that the system remains operational and 
does not impair overall performance. The use of a nested 
MMU extension to create memory protection domains, 
efficient memory management with the mediator‟s internal 
allocator, hard coding of sensitive instruction entry points 
during system bootup, and the minimization of memory 
mapping updates within the hypervisor box are among these 
strategies [13]. 

Implementing the TrustZone-Assisted SecFortress solution 
is a meticulous process that includes system initialization, 
hypervisor setup, kernel integration, mediator software 
development, VM security measures, software update 
procedures, and performance overhead reduction strategies. 
The end result of this comprehensive implementation process is 
a robust and secure virtualization environment suitable for 
secure cloud computing applications [13, 14]. 

V. RESULTS AND EVALUATION 

This section describes the TrustZone-Assisted SecFortress 
solution‟s results thorough evaluation and security analysis, 
including protection against mediator tampering, the level of 
isolation and confidentiality, denial-of-service (DoS) 
mitigation, performance assessment, and the results of practical 
attack scenarios. 

A. Security Analysis 

The TrustZone-Assisted SecFortress solution‟s 
comprehensive security analysis begins with protection against 
mediator tampering. Because the mediator plays such an 
important role in the system, its integrity is critical. As a 
result, its security is ensured by secure boot and code integrity 
checks during system boot, which is a process that protects the 
mediator‟s code by write-protecting it, preventing attackers 
from tampering with it. This writes protection extends to 
dynamic checks within non-TCB components, protecting 
sensitive instructions and code from bypass attacks. 

Effective isolation and confidentiality are critical security 
objectives of the TrustZone-Assisted SecFortress solution, 
which it achieves by isolating hypervisor boxes from the 
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outerOS and other hypervisor boxes. Memory access control 
and paging mechanisms are used to restrict access to sensitive 
memory regions. OuterOS is prevented from accessing the 
memory of the hypervisor boxes by unmapping hypervisor 
box-related memory regions in the kernel master page table. 
Additionally, zeroing physical pages before assigning them 
to hypervisor boxes strengthens the integrity defense against 
attacks. 

In terms of Denial-of-Service (DoS) attacks, the TrustZone- 
Assisted SecFortress solution defends itself by meticulously 
checking the memory and registers of guest VM states before 
returning control to them. While this comprehensive measure 
reduces the possibility of crashes or interference with other 
VMs by addressing any state mishandling, it does not com- 
pletely prevent DoS attacks from originating from the host. 

B. Performance Evaluation 

A performance evaluation was carried out to determine the 
overhead and efficiency of the combined solution. The solution 
was tested using various performance benchmarks on Pine 
A64-LTS SBC and Ubuntu 18.04.5 with Linux 5.2 for Intel VT 
platforms. The benchmarks focused primarily on CPU and 
memory performance, with consistent results demonstrating 
minimal overhead for virtualization and secure isolation. Even 
when lightweight kernels and ARM TrustZone-based 
mechanisms were used, there was no significant performance 
degradation. 

A series of tests, including Stream and Random-Access 
micro-benchmarks, were used to assess memory and I/O 
performance. These tests revealed that Hafnium and ARM 
TrustZone introduced minor overhead in some scenarios, but 
overall performance was satisfactory. 

The combined solution was then put through its paces with 
application performance benchmarks like the HPCG mini-app 
and a subset of the NAS Parallel Benchmark suite. These tests 
demonstrated that the solution was capable of running a full 
mini-app benchmark with minimal overhead and of providing 
secure isolation for HPC applications and workloads. 

C. Practical Attack Evaluation 

The TrustZone-Assisted SecFortress solution was subjected 
to realistic attack scenarios in order to validate the 
effectiveness of the security measures. CVE analysis for 
Linux/KVM vulnerabilities was included in these scenarios. 
The evaluation revealed that the security mechanisms of the 
solution were effective in preventing privilege escalation, 
information leakage, memory corruption, and denial-of-service 
attacks from compromised outerOS or malicious VMs. In 
essence, the combined solution‟s isolation was critical in 
mitigating the impact of compromised components and 
safeguarding sensitive data and memory regions. 

Finally, the TrustZone-Assisted SecFortress solution 
combines lightweight kernels, Trusted Execution 
Environments (TEEs), the Hafnium hypervisor, and ARM 
TrustZone to achieve robust security isolation in virtualization 
environments. It effectively addresses both security and 
performance concerns, thereby assisting in the development of 
more secure and efficient virtualized systems. Comprehensive 
security and performance evaluations confirm its resistance to 

common attacks and ability to handle high-performance 
computing workloads with minimal overhead. As virtualization 
technology evolves, it promises to be a solid foundation for 
secure and high-performance virtualization environments. 

VI. CONCLUSION 

In this paper, we presented an enhanced to secure 
hypervisor runtime and a new use case for Lightweight 
Kernels as resource management services in securely isolated 
HPC systems. As part of this effort, we integrated the ARM64- 
ported Kitten LWK with the Hafnium hypervisor in our Sec- 
Fortress solution to support secure virtual machine instances on 
a compute node. SecFortress partitions the virtualization 
platform strategically into a trusted mediator, an isolated 
outerOS, and multiple restricted hypervisor box instances, 
improving security isolation in high-performance computing 
platforms. The new approach prevents the outerOS from 
accessing the hypervisor‟s memory, with each hypervisor box 
instance limited to the least amount of memory access. As a 
result, even if one instance is compromised, the integrity and 
confidentiality of other instances are not jeopardized. We 
have provided an initial proof of concept implementation and 
preliminary evaluation, which show that our approach has no 
significant performance overheads on a variety of HPC 
benchmarks. SecFortress‟ experimental results show that it can 
defeat exploits against the host OS and VMs with negligible 
performance overhead, implying that SecFortress could be an 
effective solution for improving both virtual machine security 
and performance. This work has also identified a number of 
future challenges and made a compelling case for security 
isolation and trusted computing as key features of next-
generation HPC platforms. Fully supporting security isolation 
in a scalable and performant manner will most likely pose a 
significant challenge for HPC OS/R architectures, 
necessitating future research. Our integrated solution, we 
believe, provides a promising foundation for the evolution of 
more secure and efficient virtualized systems. 
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Abstract—In the realm of robotics, indoor robotics is an 

increasingly prominent field, and enhancing robot performance 

stands out as a crucial concern. This research undertakes a 

comparative analysis of various Simultaneous Localization and 

Mapping (SLAM) algorithms with the overarching objective of 

augmenting the navigational capabilities of robots. This is 

accomplished within an open-source framework known as the 

Robotic Operating System (ROS2) in conjunction with additional 

software components such as RVIZ and Gazebo. The central aim 

of this study is to identify the most efficient SLAM approach by 

evaluating map accuracy and the time it takes for a robot model 

to reach its destinations when employing three distinct SLAM 

algorithms: GMapping, Cartographer SLAM, and 

SLAM_toolbox. Furthermore, this study addresses indoor 

human detection and tracking assignments, in which we evaluate 

the effectiveness of YOLOv5, YOLOv6, YOLOv7, and YOLOv8 

models in conjunction with various optimization algorithms, 

including SGD, AdamW, and AMSGrad. The study concludes 

that YOLOv8 with SGD optimization yields the most favorable 

outcomes for human detection. These proposed systems are 

rigorously validated through experimentation, utilizing a 

simulated Gazebo environment within the Robot Operating 

System 2 (ROS2). 

Keywords—Indoor robotic; SLAM; ROS2; Robot model; 

Human detection; YOLO 

I. INTRODUCTION 

With the rapid advancement of Artificial Intelligence (AI) 
and the continuous evolution of sensor technologies, coupled 
with the introduction of the Robot Operating System (ROS) 
and its latest iteration, ROS 2 [1], the development of indoor 
robots has become more accessible than ever before. Mobile 
robots have yielded substantial economic benefits across 
various sectors, including industry, warehousing, and logistics 
[2]. Notably, robots are no longer confined to industrial 
applications; they are increasingly being deployed in the realm 
of mental healthcare, where they assist therapists in caring for 
the elderly and children struggling with depression [3]. In light 
of these developments, our objective is to create a pet robot 
designed to serve the purposes mentioned above. Within the 
realm of developing such a robot, we consider two 
fundamental tasks of paramount importance: Navigation and 
Human Detection. This article aims to compare different 
methods and put forth the most optimal approaches for 
accomplishing these critical tasks. 

Sensors play a crucial role in how robots and autonomous 
vehicles perceive their surroundings. The choice and 
installation of sensors have a significant impact on the specific 
results of observation and also influence the complexity of 
SLAM problems. Based on the primary type of sensor used, 
SLAM can be categorized into Visual-SLAM and LiDAR-
SLAM. Visual SLAM remains a particularly challenging task 
due to inherent difficulties. Moreover, vision cameras struggle 
to extract features from texture less areas, which limits the 
applicability of Visual SLAM. On the other hand, LiDAR 
SLAM primarily relies on LiDAR technology for 
environmental sensing. The relative movement and pose 
changes of the laser radar are determined by comparing point 
clouds captured at different moments. LiDAR SLAM offers 
advantages in terms of stability, simplicity, precise map data, 
and lower computational requirements compared to Visual 
SLAM. Numerous investigations have explored LIDAR-
SLAM techniques in the literature [4]-[9]. 

This research primarily centers on evaluating Slam 
techniques through the utilization of ROS2, with a primary 
emphasis on assessing their performance based on the 
resulting maps. The evaluated methods fall within the 
category of 2D LIDAR Slam techniques designed for indoor 
settings, including GMapping, Cartographer SLAM, and 
Slam-Toolbox. In addition, we have integrated a LIDAR-
SLAM technique with a human detection system. The 
methods we evaluated and tested for this integration include 
YOLOv5 [10], YOLOv6 [11], YOLOv7 [12] and YOLOv8 
[13], using multiple collected datasets. Ultimately, this 
research aims to develop an optimized system for indoor 
robotic operations, ensuring precise localization and robust 
human detection capabilities within indoor spaces. This 
system is designed to facilitate avoidance maneuvers and 
ensure safety during robot operations. 

II. RELATED WORK AND OUR SYSTEM 

A. Related Work 

Recent advancements in the field of mobile robot 
navigation have enabled robots to operate effectively in 
various environments, including warehouses, retail stores, and 
crowded pedestrian areas. A plethora of navigation solutions 
have been proposed to address these challenges [14]. One of 
these solutions introduced a navigation system and 
environmental representation that utilized 3D data obtained 
from tilting 2D laser scanners for navigation. Initially, 
conventional methods such as A* and DWA were employed 
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for path planning and obstacle avoidance. However, the 
prevalence of cost-effective 3D depth cameras and laser 
scanners has gradually overshadowed the use of tilting 2D 
laser scanners. Some aspects of these approaches were 
customized to account for the specific geometry, limited 
accuracy, and characteristics of 2D tilting laser setups. 
Furthermore, the emergence of sparse multi-beam laser 
scanners has rendered traditional raycasting methods 
ineffective in clearing free space, especially in dynamic 
environments. In response to this challenge, Sparse 
Traversability Volume (STVL) has emerged as a scalable 
alternative suitable for various types of sparse and long-range 
sensors, replacing traditional techniques effectively [15]. 

The Robot Operating System (ROS) Navigation has 
historically been one of the most popular navigation solutions 
built on top of ROS. However, with the introduction of ROS2, 
Navigation2 was developed as a successor to build upon the 
success of ROS Navigation. Navigation2 incorporates a 
behavior tree for orchestrating navigation tasks and utilizes 
novel methods designed to handle dynamic environments, 
making it applicable to a wider range of modern sensors. 
SLAM is a critical technology in mobile robotics, allowing 
robots to map unknown environments while simultaneously 
determining their own position based on the created map. 
Several SLAM algorithms have been proposed, categorized 
into two groups: earlier algorithms employing Bayes-based 
filter approaches like GMapping [16], and newer ones using 
graph-based methods such as Cartographer [17], Karto SLAM 
[18], and Slam Toolbox [19]. 

For our human detection task, we have chosen to leverage 
the YOLO (You Only Look Once) framework for several 
compelling reasons. Among the numerous object detection 
algorithms available, YOLO stands out due to its exceptional 
combination of speed and accuracy. It excels in rapidly and 
accurately identifying objects within images, making it an 
ideal choice for real-time applications. YOLO has gained 
prominence as a central system for real-time object detection 
in various domains, including robotics, autonomous vehicles, 
and video monitoring, demonstrating its reliability and 
versatility in a wide range of applications [20]. The YOLO 
family of object detection models has undergone a series of 
iterations, evolving from the original YOLOv1 to the most 
recent YOLOv8. Each iteration has built upon the foundation 
of its predecessors, aiming to address limitations and enhance 
overall performance in object detection tasks. However, in our 
research paper, we will specifically focus on evaluating 
human detection using YOLO versions ranging from 
YOLOv5 to YOLOv8. This selective approach allows us to 
assess the advancements and capabilities of these more recent 
YOLO iterations in the context of human detection, which is a 
pivotal aspect of our study. 

B. Our System 

In this study, we are using an open-source robotic 
middleware ROS 2. Inheriting from ROS, the libraries 
provided by ROS 2 used in this project make robotic programs 
and development more flexible and easier. ROS 2 also offers 
the capability to obtain hardware abstractions of the robot 
model, encompassing sensors, motors, and actuators which 
can be used for navigation and are accessible through URDF 

and XACRO files. Additionally, we utilize other open-source 
software in conjunction with ROS 2, namely Gazebo and 
RVIZ 2. Gazebo functions as simulation software, enabling 
the virtual simulation of robots through the use of plugins. 
This allows us to construct a simulated environment 
represented as URDF and WORLD files, facilitating the 
simulation of the robot within the Gazebo world, as depicted 
in Fig. 1. In this article, the robot model used is a mobile robot 
with two wheels, equipped with several sensors including a 
360° 2D LIDAR and a camera. These sensors play a crucial 
role in tasks like navigation and human tracking. The detailed 
illustration of this robot model is shown in Fig. 2. RVIZ 2 
serves as a data visualizer tool for robot data, presenting 
various data types, including laser scans, maps retrieved from 
the map server, and grid displays. As well as ROS, RVIZ 2 
also provides navigation goals and poses estimation 
functionalities, which are inherited from RVIZ in order to 
accomplish the Robot’s navigation in the ROS 2 virtual 
environment. 

In order to make the autonomous robot navigate in its 
environment safely without encountering collisions with either 
static or moving obstacles, the assistance of SLAM is 
required. Different SLAM algorithms can be used for mapping 
such as Karto SLAM, Cartographer SLAM, Gmapping 
SLAM, and Hector SLAM, but in this paper, we want to 
compare the package provided by ROS 2 (SLAM_toolbox). 

 
Fig. 1. Robot model in Gazebo virtual world. 

 
Fig. 2. Robot description on Rviz 2. 
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III. METHODOLOGY 

A. LIDAR 2D SLAM Algorithms 

In this section, an analysis of SLAM algorithms in the 
ROS2 environment will be conducted. Among the available 
open-source laser scanner SLAM algorithms, Cartographer is 
a graph-based algorithm that manages a graph representing 
robot poses and features. It offers resource efficiency, 
especially for constructing large-scale maps. It consists of a 
front-end responsible for tasks like scan matching, trajectory 
building, and submap generation, as well as a back-end that 
handles loop closure procedures, using the Google Ceres 
graph solver. Cartographer provides a pure localization mode 
for users with existing maps and supports data serialization for 
storing processed sub-maps. However, it has encountered 
challenges, such as the discontinuation of maintenance and 
support by Google, leading to its abandonment. This algorithm 
divides a large single map into smaller sub-maps by 
integrating two separate 2D SLAM techniques. One method 
focuses on local operations, while the other deals with global 
aspects, and both employ a LiDAR sensor. These two methods 
are optimized independently. In the local SLAM process, sub-
maps are created by collecting and arranging data, involving 
the alignment of multiple scans relative to the initial position. 
These sub-maps are grids with defined resolutions, with each 
grid point indicating occupancy probability based on prior 
measurements updated as new sub-maps are generated. An 
algorithm optimizes sub-map positioning for alignment, aiding 
extrapolation. The second part, global SLAM, leverages 
feedback from these sub-maps, which are associated with 
robot positions. This enhances maps and reduces accumulated 
SLAM errors, a process known as loop closure [24]. The well-
known optimization technique called Spare Pose Adjustment 
(SPA) [23] [38] is utilized in Cartographer SLAM, and a map-
scanner is activated whenever a sub-map is generated to close 
the loop and incorporate that sub-map into the graphic. Two 
formulas are provided to determine whether a cell is classified 
as busy, empty, or transitioning to an empty state within a map 
cell, enhancing comprehension. 

Mnew cell    F-  F Mold cell  F fhit     (1) 

where:            is the old probability of the cell which 
could be an error,      is the probability function that 

represents a map cell is busy, and   
 

     
. 

Scan matching process goes through a minimization of the 
following function: 

arg
 
min∑   -Msmoothen T sk  

2K
k      (2) 

where,           represents the value of a cell that has 
been smoothed using its neighboring values,    denotes the 
laser scan reading involves to the cell,    is the matrix 
transformation that displaces the point    to   , and   is the 
posture vector           . 

Additionally, Cartographer may struggle to create suitable 
maps for annotation and localization when integrated with 
other robotic platform localization software that lacks 
exceptional odometry. Its complexity can hinder modifications 

and resolution of seemingly straightforward issues, limiting its 
suitability for many applications. 

GMapping Slam is widely used within the Robot 
Operating System (ROS) and stands out for its frequent 
adoption. GMapping employs the Rao Blackwellized Particle 
Filter (RBPF) [21] technique for map generation. However, 
it's important to note that GMapping has limitations when 
applied to large environments and struggles with precise loop 
closure in industrial-scale spaces. The idea of the RBPF for 
SLAM, first introduced by Murphy [22] in 1999, is to estimate 
the joint posterior                         of the map where m 
is the map and the trajectory                  of the robot. 
The                  is the given observations and the 
odometry measurements is                     . These both 
can be obtained by the robot’s data. The fully RBPF 
factorization for SLAM is representing below: 

p m  a
 :t
    z :t   o  : t      p m   a

 :t
  z :t  

p a :t   z :t  o :t-     (3) 

Nonetheless, filter-based approaches such as GMapping 
encounter difficulties when attempting to achieve seamless 
reinitialization across multiple sessions.  

The SLAM Toolbox is a versatile mapping solution that 
efficiently covers large areas using standard mobile Intel 
CPUs commonly found on robots. It simplifies space mapping 
through automation and supports session serialization, 
enabling users to easily improve existing maps. What makes it 
unique is its preservation of complete raw data and pose-
graph, enabling various innovative tools like manual pose-
graph manipulation and kinematic map merging. The SLAM 
Toolbox provides three primary operational modes: 
synchronous mapping for high-quality maps, asynchronous 
mapping for real-time performance, and pure localization for 
adapting to dynamic environments. 

Significant enhancements to the OpenKarto SLAM library 
[19], [38] have boosted its speed and adaptability, making it a 
valuable tool for robot navigation and mapping tasks. The 
SLAM Toolbox has been effectively integrated, tested, and 
utilized on diverse robotic platforms around the world by both 
professionals in the industry and researchers. It serves as the 
default SLAM solution in ROS 2, replacing GMapping. 
Incorporated into the ROS 2 Navigation2 project, it enables 
real-time positioning in changing environments, facilitating 
autonomous navigation. Its user-friendly interface empowers 
both experts and non-experts to map extensive spaces in real 
time, establishing its significance in robotics and autonomous 
system development. 

To evaluate a Slam algorithm, two criteria such as the 
accuracy of the generated map based on comparing the ground 
truth and the map generated or its feature locations, and the 
time taken for the robot to navigate and get to its destination 
for each environment are considered. In order to investigate 
the map's quality, we created three different simulation 
environments on the Gazebo simulator, and we added the 
robot model to those simulation worlds that we created. The 
robot model has laser scanner sensors (LIDAR 360) that 
supply data crucial for map creation when implementing three 
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SLAM techniques in RVIZ 2. The data were transmitted to the 
scan topic for the map, to generate and then visualize it on 
RVIZ 2; afterward, map topics were activated. The higher the 
map fits the ground truth the better the map quality. Fig. 3 
shows RVIZ 2 and Gazebo when launching our virtual world 
from their respective directories. In Fig. 4, we illustrate three 
maps generated by three different SLAM methods within a 
simulated environment. 

These maps are saved in PGM file format and have been 
compared with ground truth data. To create these maps, the 
robot navigated through the simulated environment using a 
control framework called "ros2_control," which is a 
reimplementation of the "ros_control" framework used in 
ROS. 

After mapping each environment using different SLAM 
techniques with their default parameters, the resulting maps 
were saved as YAML files. Notably, we observed that the 
SLAM_toolbox method exhibited higher accuracy. The map 
generated by this SLAM method had less noise and better 

alignment with the ground truth. Detailed evaluations of these 
SLAM methods will be discussed further in the experimental 
section. 

 
Fig. 3. Robot model creating the map of the environment. 

 

 

 

Fig. 4. Generated map results compared to ground truth with: (a) Cartographer SLAM, (b) Gmapping SLAM, (c) Slam_toolbox SLAM. 
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To enable autonomous navigation of the robot, the robot 
received a generated map of each algorithm as an input. The 
AMCL (Adaptive Monte Carlo Localization) algorithm 
employs a probabilistic localization model that aids the 
movement of the robot between different positions using a 
“2D Navigation Goal” provided by RVIZ 2 to reach each 
destination; and “2D Pose Estimator” that allows the position 
of the robot model to be set within an environment. 

B. Human Detection Algorithm 

In this section, we scrutinize and assess the human 
detection algorithm, aiming to propose an optimal model for 
indoor robots. This model is designed to help robots in tasks 
like obstacle avoidance and ensuring operational safety. 
Among the many algorithms for object detection, the YOLO 
(You Only Look Once) framework has gained recognition for 
its exceptional blend of speed and accuracy, enabling rapid 
and reliable object identification in images. Over time, the 
YOLO family has gone through multiple iterations, with each 
new version building upon the previous ones to address 
shortcomings and enhance performance. 

In 2020, Ultralytics introduced YOLOv5 [10]. Unlike 
YOLOv4, which utilized Darknet, YOLOv5 was developed 
using Pytorch and incorporated various improvements. 
YOLOv5 also integrated an AutoAnchor algorithm, a pre-
training tool that evaluates and adjusts anchor boxes to better 
suit the dataset and training parameters, including image size. 
Initially, it applies a k-means function to dataset labels to 
establish starting conditions for a Genetic Evolution (GE) 
algorithm. 

In September 2022, the Meituan Vision AI Department 
introduced YOLOv6 [11]. Its network design features an 
efficient backbone PAN topology neck, which utilizes 
RepVGG or CSPStackRep blocks. It uses an efficient 
decoupled head with a hybrid-channel strategy.  Furthermore, 
a new quantization technique was proposed to achieve faster 
and more accuracy. 

YOLOv7 [12] was published in July 2022. At the time of 
its release, it outperformed all known object detectors in terms 
of speed and accuracy, achieving frame rates ranging from 5-
160 FPS. It was trained only on the MS COCO dataset without 
pre-trained backbones. YOLOv7 brought forth numerous 
architectural modifications and a range of improvements, 
which boosted accuracy without affecting inference speed, 
albeit increasing training time. 

In January 2023, Ultralytics, the organization responsible 
for YOLOv5, released YOLOv8 [13]. It has the capability to 
handle multiple vision-related tasks, including classification, 
object detection, segmentation, pose estimation, and tracking. 

In Table I, we compare the structure and loss functions 
employed in various versions of YOLO. Fig. 5 illustrates the 
structure of the human detection model using YOLOv8-N, 
which we propose for adoption. With its compact size and 
high accuracy, YOLOv8-N is well-suited for deployment in 
resource-constrained hardware robots. Our evaluations 
indicate that YOLOv8-N outperforms other models. The 
results of our indoor detection capabilities will be presented in 
the experimental section. 

 
Fig. 5. The structure of the human detection model using YOLOv8-N. 
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TABLE I. ARCHITECTURE OF YOLO'S VERSION 

 YOLOv5-N YOLOv6-N YOLOv7-Tiny YOLOv8-N 

Backbone 
CSP 

Darkent53 [30] 
RepVGG [31] and CSPRepStack [32] EELAN [12] CSPDarkent53 [30] 

Neck PANet RepPAN PANet PAN-FPN 

Head B x (5 +C) 
Decoupled Classification, and 

Detection Head 
Lead Head Decoupled Head 

Loss Function 
Binary Cross Entropy (BCE) [25], 

and Logit Loss Function (LLF)[26] 

Varifocal Loss (VFL) [26], and 

Distribution Focal Loss (DFL) [27] 

BCE with Focal Loss, and 

IoU [28] 

VFL, DFL Loss, and CIOU 

[29] 

Parameters 1.9M 4.3M 6.2M 3.2M 
 

IV. EXPERIMENTAL RESULTS 

A. SLAM Performance and Results 

After utilizing the three SLAM techniques, Cartographer, 
GMapping, and SLAM_toolbox, the map was successfully 
generated with the highest level of precision using the 
SLAM_toolbox method, as depicted in Fig. 4. To assess the 
impact of map accuracy, we recorded the time taken by the 
robot to navigate and reach its destination in various 
environments. We divided the time measurement process into 
three segments for each map, conducted multiple test runs, 
and subsequently computed the average duration. 

The first two phases of testing were conducted on Map_2 
and Map_3, as illustrated in Fig. 6. In each of these navigation 
scenarios, a map generated by one of the three SLAM 
algorithms was utilized. Table II presents the time taken by 
the robot to reach its destination on the maps generated by 
Cartographer SLAM, GMapping, and SLAM_toolbox. For 
map 2, the goal point coordinates were set as (x = 4.0, y = 
2.0), while for Map_3, they were set as (x = 0.0, y = 6.0), with 
the z-axis being maintained at 0. 

 

Fig. 6. Map 2 and 3 with their goal point. 

TABLE II. THREE SLAM METHOD TRAILS FOR THE SECOND AND THIRD 

MAP 

 Cartographer (s) Gmapping (s) Slam_toolbox (s) 

 Map_2 Map_3 Map_2 Map_3 Map_2 Map_3 

Test 1 25.90 72.64 25.73 70.72 24.29 70.11 

Test 2 26.10 70.15 26.10 72.17 24.45 70.12 

Test 3 26.24 72.45 26.12 72.66 24.71 70.07 

Average 26.08 71.75 25.983 71.85 24.483 70.1 

Upon examination of Table II, it becomes apparent that 
when the robot is in operation with the SLAM_toolbox map, it 
achieves a quicker trajectory completion compared to the two 
other methods. This phenomenon is attributed to the 
SLAM_toolbox's capacity to produce maps characterized by a 
higher degree of precision and reduced noise levels. 
Consequently, the robot's operational stability is significantly 
improved. 

A wide and intricate map with numerous obstacles was 
tested, as shown in Map_1. Fig. 7 illustrates the map when the 
robot navigates to its destination, with the green line 
indicating the path that the robot model must follow to reach 
its destination. The destination is set using RVIZ's 2D Goal 
Pose tool and is represented by a green arrow. 

 

Fig. 7. Robot navigates to its destination in Map_1. 

The last part was tested on Map_1 with three goal points. 
Each of these navigation tasks is executed using a map 
generated by its respective SLAM algorithm. The coordinates 
for point 1 is (x = 7.5, y = -2.0, z = 0.0); point 2: (x = 4.0, y =  
-8.0, z = 0.0); point 3: (x = -5.0, y = 0.0, z = 0.0). Fig. 8 shows 
Map_1 and the three goal points where the robot will move to, 
each represented by specific coordinates. 
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Fig. 8. The Map_1 with 3 different goal points. 

Table III presents the duration it took for the robot to reach 
its destinations on the maps created by each method. It was 
observed that the map created using Slam Toolbox is more 
accurate than GMapping and Cartographer SLAM. To 
calculate the accuracy percentage of the point on the created 
map compared to the point we give before, we use the 
following Eq. (4):  

                     
     

     
           (4) 

where: Error is the Euclidean distance between actual goal 
points and the robot location after navigating, Range is the 
maximum possible distance between the two points, which is 
the distance between the actual point and the origin (0, 0) on 
Gazebo virtual world. Although the travel times to the 
destination points being relatively close for the use of maps in 

all three methods, Table IV shows the robot movement of the 
SLAM_toolbox method is more accurate to the virtual world 
than the other. The reason is Gmapping uses a particle filter to 
build grid maps from 2D lidar data and primarily relies on 
LIDAR data for mapping which is not well suited for 
expansive environments and struggles to accurately complete 
loop closures on an industrial scale, and the Cartographer 
relies on incorporating LIDAR and IMU data for highly 
accurate mapping because of its complexity in algorithm 
(IMU is not used in this robot model). Based on the empirical 
evidence from our conducted experiments, we readily infer 
that the utilization of the SLAM_toolbox for SLAM mapping 
is demonstrably superior. 

B. Human Detection Results 

The experiments were conducted to train and evaluate 
YOLO’s versions using two distinct datasets. The training 
model was executed on an Ubuntu 20.04 platform, utilizing an 
Intel Core i7 processor and 16 GB of RAM. Firstly, we train 
YOLO’s versions 20 epochs with the same hyparameters on a 
small dataset to choosing up the best optimal version for our 
work. After that we train chosen version 50 epochs on larger 
dataset with different optimizations such as SGD, AdamW 

[33], and AMSGrad [34]. Performance was assessed based on 
metrics such as Recision, Recall, and mAP(0.5-0.95). 

1) Datasets and Evaluation Metrics: 

a) Datasets: The research paper ultilizes three datasets 

created by using framework FiftyOne [35] to spliting human 

images, bounding box from the MSCOCO dataset [36], and 

JRDB dataset [39]. The small dataset contains 12.6K images 

with 10K for train and 2.6K for validation. The large dataset 

ontains 66.6K images with 64K for train and 2.6K for 

validation. Moreover, we also use augmentation methods on 

each of those dataset before training. Augment methods used 

are Blur, MedianBlur, ToGray, CLAHE. 

TABLE III. THREE SLAM METHOD TIME RECORDED FOR THE FIRST MAP 

 Cartographer (s) Gmapping (s) Slam Toolbox (s) 

 
1st 

destination 

2nd 

destination 

3rd 

destination 

1st 

destination 

2nd 

destination 

3rd 

destination 

1st 

destination 

2nd 

destination 

3rd 

destination 

Test 1 35.76 41.32 55.31 35.98 43.39 54.29 35.05 41.35 53.58 

Test 2 35.90 42.35 54.91 35.74 43.51 54.77 35.22 41.62 53.79 

Test 3 35.04 42.38 55.39 35.20 43.28 54.42 35.01 41.84 53.45 

Average 35.56 42.01 55.20 35.64 43.39 54.49 35.09 41.60 53.60 

TABLE IV. DISTANCE ACCURACY OF THREE SLAM METHODS FOR THE FIRST MAP 

 Cartographer (m) Gmapping (m) Slam Toolbox (m) 

 Goal point 1 Goal point 2 Goal point 3 Goal point 1 Goal point 2 Goal point 3 Goal point 1 Goal point 2 Goal point 3 

Test 1 
x: 7.73867 
y: -1.93425 

x: 4.11695 
y: -8.24249 

x: -4.9892 
y: -0.4127 

x: 7.4873 
y: -2.1837 

x: 4.0047 
y: -7.838 

x: -4.988 
y: 0.210 

x: 7.583 

y: -2.088 

x: 4.036 

y: -8.046 

x: -5.007 

y: -0.027 

Test 2 
x: 7.73895 

y: -1.93484 

x: 4.11672 

y: -8.2428 

x: -4.9896 

y: -0.4125 

x: 7.4933 

y: -2.1807 

x: 4.0123 

y: -7.8801 

x: -4.874 

y: 0.1199 
x: 7.484 

y: -2.018 

x: 4.06252 

y: -8.13627 

x: -5.0832 

y: -0.0174 

Test 3 
x: 7.7385 

y: -1.9343 

x: 4.1163 

y: -8.24216 

x: -4.9890 

y: -0.4122 

x: 7.4854 

y: -2.1858 

x: 4.0098 

y: -7.8823 

x: -5.003 

y: -0.173 
x: 7.5276 

y: -2.092 

x: 4.04852 

y: -8.07527 

x: -4.968 

y: -0.027 

Average 
x: 7.7387 

y: -1.9344 

x: 4.11668 

y: -8.24248 

x: -4.9893 

y: -0.41254 

x: 7.48874 

y: -2.1834 

x: 4.0089 

y: -7.8668 

x: -5.1035 

y: -0.173 
x: 7.532 

y: -2.066 

x: 4.04952 

y: -8.08527 

x: -5.0198 

y: -0.0242 

Accuracy 96.81% 97.0% 91.74% 97.63% 98.5% 96.04% 99.05% 98.89% 99.37% 
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b) Evaluation metrics: In object detection challenges 

and scientific research, various annotated datasets are used, 

and the primary metric for assessing the accuracy of object 

detections is the Average Precision (AP). AP relies on four 

fundamental concepts: 

- True positive (TP): Accurately identifying a real 

bounding box in line with the ground truth. 

- False positive (FP): Incorrectly identifying a non-

existent object or inaccurately placing an existing 

object's detection. 

- False negative (FN): Failing to detect a bounding box 

that matches the ground truth. 

- True Negative (TN): Nevertheless, in the realm of 

object detection, the concept of True Negative (TN) 

is not relevant. 

To address this, the intersection over union (IOU) metric is 
commonly employed. IOU is a measurement based on the 
Jaccard Index, which quantifies the similarity between two 
sets of data. In object detection, IOU calculates the overlap 
between the predicted bounding box (Bp) and the ground-truth 
bounding box (Bgt), dividing it by the area of their union. This 
provides a more suitable and informative metric for evaluating 
object detection performance, particularly in scenarios where 
True Negatives are not relevant [37]. 

In our research, we will primarily evaluate the 
performance of our model using the mean Average Precision 
(mAP) metric over a range of IoU thresholds (0.5 to 0.95). 
This mAP score considers the integral of mAP across these 
different IoU thresholds, providing a comprehensive 
assessment of detection accuracy. Additionally, we will also 
utilize the Precision metric to evaluate the percentage of 
correct positive predictions made by our model and the Recall 
metric to assess the percentage of correct positive predictions 
among all the ground truth annotations. These metrics 
collectively offer a well-rounded evaluation of our model's 
performance in object detection tasks. 

The equation of those metrics is shown below: 

IoU   
area of overlap

area of union
    (5) 

Precision   
TP

FP TP
   (6) 

Recall   TP

FN TP
     (7) 

2) Results and discussion: Fig. 9 to Fig. 11 illustrate the 

mAP (0.5-0.95), precision, and recall, while Table V presents 

the final results of training models on our dataset. In this set of 

results, two models, YOLOv8 and YOLOv6, outperform 

YOLOv5 and YOLOv7, with mAP@0.5:0.95 scores of 0.438 

and 0.503, compared to 0.424 and 0.407, respectively. 

Notably, YOLOv6 demonstrates superiority across these 

metrics, as evidenced by its leading performance in Fig. 9 with 

the highest mAP score. 

However, despite YOLOv6's impressive performance, we 
decided to exclude it from further consideration due to two 

critical factors. Firstly, it boasts a substantial number of 
parameters, totaling 4.3 million, which can strain 
computational resources. Secondly, its convergence appears to 
plateau within the first 20 epochs, suggesting that other 
models might potentially achieve even higher performance 
with prolonged training. Thus, we have opted for a trade-off 
between processing speed and accuracy in our model selection 
process. 

Furthermore, YOLOv8, while not particularly outstanding 
in the initial 20 epochs, is our preferred choice. This decision 
is rooted in its consistent convergence, indicating that with 
more training time, it can potentially outperform other models. 
Additionally, as referenced in [13], YOLOv8 currently boasts 
superior processing speed compared to its counterparts, 
making it well-suited for real-time object detection 
applications. 

 

Fig. 9. mAP@0.5:0.95 of YOLO’s versions. 

 

Fig. 10. Precision of YOLO’s versions. 

 
Fig. 11. Recall of YOLO’s versions. 
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TABLE V. LAST RESULT OF FIRST EXPERIMENT 

 Precision Recall AP (IoU=0.5) AP (IoU=0.5:0.95) 

YOLOv5 0.503 0.58 0.696 0.424 

YOLOv6 0.768 0.651 0.791 0.503 

YOLOv7 0.725 0.679 0.664 0.407 

YOLOv8 0.766 0.604 0.728 0.438 

 

Fig. 12. mAP@0.5:0.95 of YOLOv8 with optimizers. 

In the second experiment, we conducted training for 50 
epochs using YOLOv8 on a dataset larger than the first with 
66.6K images, employing various optimizers, including SGD, 
AdamW, and AMSGrad. The results from the last epoch are 
presented in Table VI. Notably, the SGD optimizer 
demonstrated superior performance across precision, recall, 
and mean Average Precision (mAP) with 0.794 Precision, 
0.657 Recall, and 0.527_mAP@0.5:0.95. It has shown an 
increase over the original YOLOv8 model in [13] with only 
smaller than 0.4 mAP@0.5:0.95, which is obvious because 
here the parameters are trained to focus exclusively on human 
detection compared to numbers of class up to 80 in the 
original model. In Fig. 12, 13, and 14, we provide insights into 
the mAP@0.5:0.95, precision, and recall results throughout 
the 50-epoch training process. Remarkably, SGD consistently 
outperformed the other optimizers. Nonetheless, it's worth 
highlighting that even at the 50th epoch, all three methods 
exhibited ongoing improvement. This suggests that they have 
not yet reached their maximum potential, indicating that 
AdamW and AMSGrad might still have untapped strengths. 

In Fig. 15, we conducted another evaluation to assess the 
human detection capability of the YOLOv8-SGD framework 

that we propose for the task of detecting individuals, 
particularly humans, within the JRDB dataset. This evaluation 
involved detecting individuals in various indoor settings, such 
as shopping centers, train stations, and cinemas. 

 

Fig. 13. Precision of YOLOv8 with optimizers. 

 

Fig. 14. Recall of YOLOv8 with optimizers. 

TABLE VI. LAST RESULT OF THE SECOND EXPERIMENT 

 
Train 

/Box 

_loss 

Val 

/Box 

_loss 

Val 

/dfl 

_loss 

(Pre) (Re) 

AP 

IoU 

=0.5 

AP 

IoU= 

0.5:0.95 

YOLO 

v8-SGD 
1.024 1.029 1.08 0.794 0.657 0.757 0.527 

YOLO 

v8-

ADAMW 

1.082 1.087 1.15 0.782 0.639 0.735 0.498 

YOLO 

v8-

AMSGrad 

1.205 1.2 1.28 0.754 0.577 0.674 0.438 
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Fig. 15. The human detection capability of the YOLOv8-SGD framework with JRDB dataset. 

V. CONCLUSION 

We have successfully compared currently commonly used 
state-of-the-art methods for each task such as SLAM, 
Navigation, and Human detection. Furthermore, we have also 
provided analysis and evaluation of the experimental results. 

Our findings align with our expectations, and we have 
identified potential areas for enhancement. We utilized the 
maps generated by each algorithm in both RVIZ 2 and Gazebo 
for guiding the robot to three distinct destinations. We 
repeated this process in five trials. The average values 
obtained from these tests were then used to create graphs that 
depict the time taken for various destinations, as shown in the 
table. The comparison revealed that the map generated with 
the Slam Toolbox exhibits greater precision compared to 
GMapping and Hector SLAM. The robot's motion aligns more 
accurately with the virtual world when using Slam Toolbox, in 
contrast to the others. However, the choice between these 
SLAM solutions depends on your specific project 
requirements, familiarity with the tools, hardware capabilities, 
and the complexity of your robot's operating environment. 
Each of these options has its strengths and weaknesses, and 
the better choice will vary depending on the context of your 
application. 

As for human detection, the experimental results returned 
were quite surprising as the YOLOv8 model did not have 
outstanding results compared to older models; however, we 
see it still has potential for development, so we still choose it. 
Furthermore, because our initial goal was to apply to mobile 
robots with small microprocessors, this trade-off between 
processing speed and accuracy was extremely reasonable. 

After this article, our next direction is to research more 
deeply into other more advanced tasks such as tracking, 
determine people's location, movements and behaviors of 
using 3D point cloud, etc. It will have some challenges such as 
privacy, security, fairness, scalability, and interdisciplinary 
collaboration will be addressed to ensure ethical and impactful 
innovation. But we hope that we can further apply modern 
technology to contribute to improving human happiness in 
today's society. 
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Abstract—Protecting data and computer systems, as well as 

preserving the accessibility, integrity, and confidentiality of vital 

information in the face of constantly changing cyberthreats, 

requires the vital responsibility of detecting network intrusions. 

Existing intrusion detection models have limits in properly 

capturing and interpreting complex patterns in network 

behavior, which frequently leads to difficulties in robust feature 

selection and a lack of overall intrusion detection accuracy. The 

drawbacks of current methods are addressed by a unique 

approach to network intrusion detection presented in this paper. 

This framework discusses the difficulties presented by changing 

cyberthreats and the critical requirement for efficient intrusion 

detection in a society growing more networked by the day. Using 

a Hybrid Adaptive Neuro Fuzzy Inference System and African 

Vulture Optimization model with Min-Max normalization and 

data cleaning on the NSL-KDD dataset, the methodology 

outlined here overcomes issues with complex network behavior 

patterns and improves feature selection for precise identification 

of potential security threats. This approach meets the need for an 

effective intrusion detection system. Python software is used to 

implement the suggested model since it is flexible and reliable. 

The results show a notable improvement in accuracy, with the 

Hybrid Adaptive Neuro Fuzzy Inference System and African 

Vulture Optimization model surpassing previous approaches 

significantly and obtaining an exceptional accuracy rate of 

99.3%. The accuracy of the proposed model was improved by 

African Vulture Optimization, rising from 99.2% to 99.3%. 

When compared to Artificial Neural Network (78.51%), Random 

Forest (92.21%), and Linear Support Vector Machine (97.4%), 

this amazing improvement is clear. When compared to other 

techniques, the suggested model exhibits an average accuracy 

gain of about 20.79%. 

Keywords—Network intrusion; cyberthreats; normalization; 

African vulture optimization; data cleaning 

I. INTRODUCTION 

The Internet has smoothly merged into the framework of 
everyday life in the rapidly changing digital age, acting as a 
vital resource for both people and businesses.  It now serves as 

the foundation for keeping records, company operations, and 
connectivity. The safety and confidentiality of online 
transactions, nevertheless, are an increasing worry brought on 
by this previously unheard-of dependence on the World Wide 
Web. Because of this, cybersecurity has become a crucial area 
of concern for both business and academics, motivating the 
commitment of significant funds to protect contemporary 
web-based networks from possible dangers and abnormalities 
[1]. Several cyber security issues have emerged, posing 
several potential hazards to the online lives [2]. Attackers 
frequently use the flaws in well-known software to target 
computer systems on networks. These attackers' damage may 
result in significant issues like service interruptions or even 
substantial financial losses [3]. In modern linked world, 
NIDSs are imperative for protecting the accessibility, security, 
and reliability of data [4]. The two primary types of methods 
used by NIDSs to do this are signature-based detection and 
anomaly-based detection [5]. In order to be very effective in 
recognizing assaults using widely recognized signatures and 
structures, signature-based NIDSs rely on predefined attack 
patterns [6]. Nevertheless, their susceptibility to novel attacks 
is a serious obstacle because they are unable to adjust to new 
dangers without foreknowledge. Fig. 1 shows the Network 
intrusion detection system. 

There is still much space for enhancement of NIDS 
efficiency, despite major improvements. The enormous 
amount of information about network traffic produced, the 
rapidly changing technical environment, the sizeable 
collection of features that make up data sets for training and 
the requirement for actual intrusion detection provide 
difficulties [7]. The efficacy of NIDS and the speed of training 
models can both be hampered by unnecessary or redundant 
characteristics [8]. Because of this, improving the 
effectiveness of machine learning -based detection models 
require careful features subset selection and tuning. By 
defining and explaining what makes up usual network 
behavior, anomaly-based detection systems, on the other hand, 
can be used to discover assaults that are unknown or novel. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

312 | P a g e  

www.ijacsa.thesai.org 

Both methods have advantages, but to handle the always 
changing network security concerns, constant advancements 
are needed [9]. Thus, in order to improve the accuracy of 
machine learning (ML)-based detection models, careful data 
subset selection and parameter optimization are required [10]. 

Different methods were used to fortify network defenses, 
each with their own advantages and disadvantages. By 
detecting known attacks using predetermined sequences of 
attacks, signature-based detection systems act as the initial 
line of protection [11]. It is impossible to overstate how 
successful they have historically been at identifying popular 
hazards. Nevertheless, because they rely on historical 
signatures for identification, these tools fail when faced with 
fresh, never-before-seen threats [12]. Anomaly-based 
Identification systems are skilled at identifying unidentified 
dangers based on models created around typical actions since 
they focus on the recognition of abnormalities from standard 
procedures [13]. As they may be able to identify new threats 
that signature-based systems overlook, these systems add a 
key layer of security [14]. Systems for detecting intrusions 
now depend heavily on machine learning techniques [15]. The 
focus of conventional methods is on implementing feature 
engineering and selection, which can be computationally 
demanding and could only collect deep characteristics, leading 
to subpar recognition rates. With the promise for higher 
precision and fewer positive results, artificial intelligence 
techniques have become widely used to detect fraudulent 
network traffic [16]. RNNs, CNNs and DRL are a few 
examples of deep learning techniques that have shown 
promise in overcoming the drawbacks of conventional 
machine learning. 

 
Fig. 1. NID system. 

Ongoing improvements in NIDS are required due to the 
explosive growth of the Internet and the resulting rise in 
security threats [17]. To develop reliable and effective 
techniques and systems that precisely detect and react to 
unwanted or harmful actions within a computer network is the 
overarching problem statement for network intrusion 
detection. To safeguard the network's resources from many 
types of assaults, like as intrusions, infections with viruses, 
compromises of data, and denial-of-service attacks, this entails 
differentiating between normal network traffic and suspicious 
or malicious behavior. Key contributions of this work as 
follows: 

 Data cleaning and Min-Max normalization are included 
in the study's thorough pre-processing procedure. 
These methods guarantee the dataset's dependability 
and quality, which improves the accuracy of 
subsequent intrusion detection analysis. 

 African Vulture Optimization (AVO) provides a novel 
feature selection method based on the scavenging 
habits of vultures. By shrewdly determining the most 
pertinent features for network intrusion detection, it 
greatly improves model performance and 
interpretability. 

 The Hybrid ANFIS (Adaptive Neuro-Fuzzy Inference 
System) Model is the central component of the 
research. The effective capturing of complex patterns 
in network behavior is made possible by the Hybrid 
ANFIS. In order to achieve accurate and exact 
intrusion detection, the model adapts and fine-tunes 
fuzzy rules through backpropagation. 

An outline of the research is given in Section I. The 
Section II analyses the material that has already been written 
and highlights the need to handle particular modifications in 
Network Intrusion detection. Concerning the complexity of 
Network Intrusion detection, Section III defines the main 
research issue. Data collection, preprocessing, feature 
selection, and Hybrid ANFIS are described in Section IV of 
the paper. The research's importance in detecting Network 
Intrusion Detection is emphasized in Section V, which gives 
empirical findings, compares classifier performance, examines 
consequences and Section VI summaries the conclusion of the 
paper. 

II. RELATED WORKS 

An essential component of ensuring cybersecurity is 
intrusion detection and the capability to identify attacks. The 
aim of this study is on defending against assaults on 
cyberattack detectors built using machine learning. Here, an 
approach for adversarial machine learning detection was 
developed by Pawlicki, Choras, and Kozik [18]. In actuality, 
the confrontational nature of the surroundings in which they 
are used has not been taken into consideration while designing 
modern machine learning algorithms. Therefore, a variety of 
attacks are currently being directed towards machine learning 
systems. By constructing adversarial attacks using the four 
currently proposed approaches, this work assesses the 
potential of degrading the effectiveness of an intrusion 
recognition process at test time and then provides a 
mechanism to identify such assaults. Both artificial neural 
networks and four techniques for creating adversarial attacks 
have the necessary historical data. The five separate 
classifiers' outputs are contrasted, and a thorough explanation 
of the new detecting technique is provided. In this work 
intrusion detection systems have not yet been extensively 
studied in terms of identifying confrontational attacks on false 
neural networks. And also, it has high false positive rate. 

Detecting network intrusions is crucial for maintaining 
digital security on the network. The primary analysis 
technique employed in the area of NID is the identification 
and evaluation of aberrant traffic by extracting statistical 
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aspects of flow. However, because these features must be 
created and retrieved individually, the original flow data is 
frequently lost, which reduces the effectiveness of the 
detection process. In this study, instead of explicitly designing 
the process's features directly collected the flow's actual data 
details for evaluation. The deep hierarchical network, which 
incorporates the enhanced LSTM and LeNet-5  neural network 
is developed  by Zhang et al. [19]. Instead of retraining a pair 
of networks independently, a feasible network cascade 
approach was designed to train the suggested hierarchical 
network simultaneously. A unique traffic collection system 
can need a lot of resources, including specialized hardware, 
software, and committed employees, to build and maintain. 
Managing large amounts of real-world traffic data might put a 
burden on the facilities available due to computational and 
storage needs. This strategy could cost a lot to implement in 
terms of infrastructure setup and ongoing maintenance. 

The advancement of network infrastructure and technology 
has advanced quickly in the past few decades, and Internet 
services have extended throughout all industries. The 
prevalence of infringement has increased, and many 
contemporary systems have been breached, making the 
advancement of technology for information security to 
identify new attacks essential. An IDS that uses deep and 
machine learning algorithms to identify irregularities in 
network traffic is the greatest vital security-related 
technologies. Employing a deep neural network techniques 
and an outstanding network efficiency for network intrusion 
detection was proposed by Maithem and Al-sultany [20]. The 
primary purpose of this study is to use advanced IDS to find 
unidentified attack packages. In this model, detection of 
attacks is carried out in two different ways (binary 
categorization and several classes’ classification). With 
regards to the high accurateness with multiclass categorization 
and with dual classification), the suggested system has 
demonstrated interesting results. It suggests that the research 
used deep learning approaches to detect network assaults with 
excellent classification accuracy. A number of significant 
flaws and restrictions demand attention. In order to make sure 
that these networks fail to biased in a specific dataset like the 
KDD Cup 99. For a viable implementation, it is also essential 
to handle data imbalance and address computational 
scalability difficulties. 

The potential attack area for cyber hackers is expanding as 
additional gadgets with internet access come online. Many 
intrusion detection systems look for identified breaches using 
network communications characteristics. Despite depending 
on these fingerprints, investigators have recently employed a 
machine learning techniques to identify network threats. For 
an intrusion detection system that is ready for the market, 
these methods often have a high false-positive rate. Atefinia 
and Ahmadi [21] proposed a deep neural network model in 
this study to decrease the incidence of intrusion detection 
systems that overreact in response to anomalies. The trials 
make use of the CSE-CIC-IDS2018 dataset, and the models 
that emerge from them can be included into IDS to produce 
alerts or thwart upcoming assaults. Though seeking to reduce 
alarms that are unfounded, the creation of a modular deep 
neural network for intrusion detection has a number of 

possible downsides and difficulties. Complexity and 
interpretability problems can be introduced by modular neural 
networks. It might be demanding of resources and difficult to 
apply custom feature extractors and datasets to various 
contexts. Increasing the amount of training with large data 
systems carries the danger of over fitting, and there may be 
issues with data privacy and security. 

The reviewed research papers bring up some of the 
shortcomings and difficulties that intrusion detection systems 
face, especially when dealing with large false-positive rates 
and aggressive attacks on neural networks. Handling large 
amounts of real-world traffic data can put a burden on 
resources and result in high maintenance and infrastructure 
expenditures. The reliability of these systems depends on the 
careful handling of notable problems such bias, data 
imbalance, and computing scalability. When working with big 
datasets, modular neural networks can add complexity and 
interpretability issues, requiring resources and putting data 
privacy at risk. The aforementioned studies highlight the 
necessity of continued investigation to surmount these 
constraints and augment the efficacy of intrusion detection 
systems with regard to the dynamic landscape of cyber threats. 

III. PROBLEM STATEMENT 

From the above literature reviews, the necessity to 
improve intrusion detection system’s effectiveness as well as 
efficacy in order to safeguard computer networks and data 
against cyberattacks is the central issue in the arena of 
intrusion detection. Identifying earlier unidentified and 
changing attack strategies, maintaining sizable and 
imbalanced data sets, assuring real-time detection and 
response, and enhancing the comprehensibility of detection 
models are some of the current issues [21]. 

IV. NETWORK INTRUSION DETECTION USING HYBRID ANFIS 

AND AVO-BASED PREDICTIVE ANALYSIS 

The main measures made to improve the precision and 
effectiveness of the intrusion detection system was described 
in the methodology section of the network intrusion detection 
study. The NSL-KDD dataset, a labeled network intrusion 
detection dataset with a wide variety of network traffic 
scenarios, was the primary dataset used in this study. It 
commenced a thorough pre-processing step to guarantee the 
dataset was prepared for analysis. In order to standardize the 
data and prepare it for further analysis, this required data 
cleaning and Min-Max normalization. The process of feature 
selection, a crucial factor in determining the effectiveness of 
intrusion detection systems, forms the basis of the 
methodology. It used the ground-breaking African Vulture 
Optimization (AVO) method to address this. AVO provides a 
clever way to choose the most pertinent characteristics, 
optimizing the feature subset for better model performance 
and interpretability. It is inspired by the scavenging activity of 
vultures. After selecting features, the Hybrid Adaptive Neuro-
Fuzzy Inference System (ANFIS) was put into use to detect 
intrusions. Fuzzy logic and neural networks are used with 
ANFIS to capture complex patterns in network behavior. It 
achieves accurate intrusion detection by fine-tuning fuzzy 
rules through backpropagation. By lowering false positives 
and increasing detection precision, this methodology seeks to 
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strengthen network security in the end. Compared to 
alternative methods, this thorough framework exhibits an 
exceptional accuracy rate of 99.3%, proving its efficacy 
through rigorous experimentation. Fig. 2 shows the Overall 
Framework for Hybrid ANFIS and AVO-based Network 
Intrusion Detection. 

A. Data Collection 

The labeled network intrusion detection dataset known as 
NSL-KDD was utilized in numerous assignments to test 
various deep learning-based methods for developing various 
IDS techniques. Four types of characteristics—basic, time-
based, content-based and host-based traffic features—can be 
distinguished among the 41 characteristics included in the 
NSL-KDD dataset. These traits' worth is mainly determined 
by their constant, separate, and symbolic nature. Five bout 
classes, including Normal Denial-of-Service (DoS), Root to 
Local (R2L), Probe, and Unauthorized to Root (U2R), are 
included in the NSL-KDD dataset. The attributes associated 
with each NSL-KDD data can be used to determine these 
attack classifications [22]. 

B. Pre-processing with Data Cleaning and Min-Max 

Normalization  

Data preparation modifies the data ranges in an NSL-KDD 
dataset to improve information gathering and operation. The 
dataset's maximum and minimum ranges exhibit high contrast 
variance. The normalization of data during this phase lessens 
an algorithm's challenges. 

Data cleaning procedures are used to eliminate data 
redundancy, noise, mistakes, and undesirable information 
from the dataset. Only the pertinent data may be processed 
subsequently in this process. 

The normalization role, which contains a least and extreme 
algorithm and transforms the remaining data value between [- 
1, 1] and [0, 1], heavily relies on data scalability. The 
normalization formula is given in Eq. (1). 

    
          

             
   (1) 

The phrase I’ in Eq. (1) denotes the value of the input that 
has been transformed (or, more specifically, normalized). The 
terms                 stand for the supreme and lowest 
values of the input variable   , respectively, whereas the term 
   stands for actual value [23]. 

C. Feature Selection using African Vulture Optimization 

African Vulture Optimization, an innovative metaheuristic 
strategy based on the behavior of African Vultures, has 
become a popular choice for feature selection in network 
intrusion detection. The world's most common bird species, 
vultures, are usually carnivorous. They are dependent on 
scavengers to dissect carcasses because they are incapable of 
doing so themselves. African vultures have been reported to 
soar above 11,000 meters and to circle over great distances in 
search of possible food sources. However, once they locate a 
food supply, they have trouble getting to it quickly. The 
stronger vultures are frequently encircled by the less powerful 
ones, which delays the feeding process. The less dominant 
vultures gradually start looking for food when the dominant 
ones get tired. This distinctive scavenging behavior has 
prompted the creation of a novel metaheuristic method 
designed to tackle feature selection problems in the field of 
network intrusion detection [24]. 

 
Fig. 2. Overall framework for hybrid ANFIS and AVO-based network intrusion detection. 
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Step 1: To ensure that every feature is given equal weight 
in the first stage of feature selection for network intrusion 
detection, try to increase the number of possible 
characteristics. Finding the highest-performing characteristics 
within a particular group is the main goal. Eq. (2) gives the 
description of this operation. 

 ( )  {
                  

                  
  (2) 

Here,    and    are parameters that were assessed before 
to optimization; they both have to be between 0 and 1, with 
the requirement that        . 

Step 2: Finding the features' "famine rate" is the focus of 
this step. Characteristics are rated according to how well they 
can advance the optimization, just like actual vultures fly in 
pursuit of food. Eq. (3) accurately depict this process 
mathematically: 

  (     )    (  
     

       
)    (3) 

In Eq. (3),   denotes a random number between 0 and 1. 
The current iteration is indicated by      , the total number of 
iterations is shown by        r, and   is a constant that 
directs the optimization process through its stages of 
investigation and processing. There are restrictions on the 
variable d that fall between -2 and 2. If   is less than zero, it 
means that a feature is scarce, like vulture hunger, and if   is 
greater than one, it means that a trait is abundant, like a well-
fed vulture. 

Step 3: In order to facilitate feature selection, vultures are 
outfitted with random feature subsets that provide two 
possible configurations and a variable    that has a range of 
zero to one. Eq. (4) and Eq. (5) provide the following 
mathematical breakdown of the technique used to choose the 
best feature set: 

             

 (   )    ( )   ( )     (4) 

             

 (   )    ( )          ((     )            
(5) 

  here stands for the unique feature subsets that were 
selected at random when searching for the best features. The 
best-performing feature subsets are stored in   , while the 
lower and upper bounds for feature values are represented by 
   and   . Two random variables, rand2 and rand3, have 
values ranging from 0 to 1. 

 Step 4: The selected features are represented by the value 
of |S|, which splits this step into two halves. Both segments 
include rotational flights when 0.5 < |S| < 1. An active feature 
can be identified if |S| is greater than or equal to 0.5. During 
this stage, less significant features try to use the stronger ones 
to improve their performance. The position of the new feature 
set, designated as S(k+1), is found by applying Eq. (6), Eq. 
(7), and Eq. (8). 

 (   )  
           

 
  (6) 

            ( )  
         ( )  ( )

         ( )  ( ) 
   (7) 

            ( )  
         ( )  ( )

         ( )  ( ) 
   (8) 

In the field of network intrusion detection, African Vulture 
Optimization (AVO) feature selection is a new method. Using 
a dynamic optimization process that imitates vulture foraging 
activity, AVO enhances intrusion detection systems' 
effectiveness by selecting pertinent features. The technique 
improves detection accuracy and reduces false positives by 
utilizing AVO, which guarantees that the most important 
characteristics are taken into account. This adds to the general 
stability and dependability of the network security 
configuration. 

D. Employing Hybrid Adaptive Neuro-Fuzzy Inference System 

for Intrusion Detection  

A hybrid ANFIS system for intrusion detection combines 
the features of fuzzy logic and neural networks to produce a 
flexible and adaptive solution for identifying network 
intrusions while reducing false positives. ANFIS contains of 
five layers, as shown in Fig. 3. 

 
Fig. 3. ANFIS architecture. 

The fuzzification layer is represented by Layer 1. It 
computes the membership function as follows in Eq. (9) and 
Eq. (10):  

   ( )  
 

  [(
     
   

)
 
]   

  (9) 

   ( )  
 

  [(
     
   

)
 
]   

  (10) 

Where, the bell function parameters are    ,    ,    ,    , 
   , and    . 

Layer 2 establishes the rules layer. Each node's firing 
power is represented by the output in Eq. (11): 

   [   ( )]  [   ( )]  (11) 

The normalization layer is designated as Layer 3. It adjusts 
the computed firing strength to be normal by Eq. (12). 
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  ̅̅ ̅  
  

     
   (12) 

Hybrid ANFIS and AVO Algorithm 

Load the input data 

Perform preprocessing operation //Data Cleaning and Min-

Max Normalization 

 

Select feature using AVO  

Calculate the fitness of vultures 

If s ≥ 1then 

Upgrade vulture location using Eq. (5) 

Otherwise 

Upgrade vulture location using Eq. (6) 

 

Network Intrusion Detection  //Hybrid ANFIS 

Calculate RMSC of each particle  

If goal achieved  

Apply Optimal Particle Position  

End  

The consequent layer is represented by Layer 4. This 
layer's output is the result of multiplying the polynomial 
resulting from fuzzy rules by the normalized firing strength of 
Eq. (13): 

  ̅̅ ̅     ̅̅ ̅(           )  (13) 

where,   ,    and    are the consequent parameter sets.  

The defuzzification layer was designated as Layer 5. The 
ANFIS output as a whole is what it produces by Eq. (14). 

  ∑   ̅̅ ̅    
∑      

∑    
  (14) 

The learning algorithm must adjust each adjustable 
parameter in order for the initial training data to match the 
output of the ANFIS. The RMSE (Root Mean Square Error) 
between projected values and actual measurements is trained 
into the ANFIS model to get the lowest possible value. RMSE 
is characterized by Eq. (15): 

     √
 

  
∑ (   )   

     (15) 

In Eq. (15), N* is the number of samples, y represents the 
actual measurement, z the forecasted value. 

When optimizing Network Intrusion Detection with a 
Hybrid Adaptive Neuro-Fuzzy Inference System, the 
parameters of the African Vulture Optimization algorithm 
play a crucial role. In feature selection, AVO is essential to the 
intrusion detection system's overall efficacy. The optimization 
procedure is directly impacted by the particular parameters of 
the AVO algorithm, such as population size, convergence 
criterion, and number of iterations. The Hybrid ANFIS and 
AVO-based system's accuracy and efficiency are greatly 
impacted by fine-tuning these parameters, which improves 
predictive analysis. Through their interaction, AVO and the 
Hybrid ANFIS model provide a synergistic approach that 
successfully addresses the difficulties associated with network 
intrusion detection and highlights the significance of 
parameter tuning for obtaining better outcomes in 
cybersecurity applications. Overall process of the proposed 
model is given in Fig. 4. 

 
Fig. 4. Overall flowchart of proposed hybrid ANFIS and AVO. 

V. RESULTS AND DISCUSSIONS 

The results of this extensive technique should be presented 
in the network intrusion detection study's results section. First, 
describe in detail how we trained and tested our intrusion 
detection system using the NSL-KDD dataset. Examine the 
pre-processing findings after the first round of data collection, 
emphasizing how much data cleaning and Min-Max 
normalization improved the dataset's analytical fit. Then the 
key feature selection procedure, where the African Vulture 
Optimization (AVO) approach was used. This data shows how 
well AVO performs in terms of identifying the most pertinent 
characteristics, refining the feature subset, and enhancing 
interpretability and performance of the model. The Hybrid 
Adaptive Neuro-Fuzzy Inference System (ANFIS) is an 
effective tool for intrusion detection. Its ability to capture 
complex patterns in network behavior is one of its most 
important applications. ANFIS optimizes fuzzy rules to 
provide extremely accurate intrusion detection through its 
backpropagation technique. The results show that this 
approach significantly improves detection precision while also 
lowering false positives, which strengthens network security 
in the end. Robust testing has generated empirical 
confirmation, demonstrating the framework's improved 
performance at a remarkable 99.3% accuracy rate—quite an 
accomplishment in comparison to other well-established 
methodologies. This method's effectiveness is confirmed by 
these results, which also highlight how much better network 
intrusion detection systems could become. 
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A. Training and Validation Accuracy of Hybrid ANFIS and 

AVO 

Using 80% of the data for training and 20% for validation 
was the proposed strategy. The accuracy level and loss rate 
fluctuation graphs for the complete Hybrid ANFIS and AVO 
model procedure are shown in Fig. 5 and Fig. 6. When the 
training intervals of the Hybrid ANFIS and AVO model reach 
100, the overall graph of the accurateness ratio and loss ratio 
stabilizes. 

 
Fig. 5. Accuracy of training and testing values. 

 

Fig. 6. Loss of training and testing values. 

B. Evaluation of Performance  

Recall, F1-score, precision, and accuracy were employed 
as comparison evaluation criteria. The model was evaluated 
using these parameters. They are shown below: 

Accuracy: The prediction accuracy used to evaluate 
classification performances, as given in Eq. (16), is used to 
evaluate the classifier's overall performance. 

  
       

               
   (16) 

Precision: The degree to which a collection of outcomes 
approve with one another is referred to as precision. The 
example is in Eq. (17). 

   
   

       
   (17) 

Recall: To determine, below a convinced set of molds, a 
particular dependent variable, recall analysis, as illustrated in 
Eq. (18). This process is carried out within predetermined 

bounds that depend on one or more factors in the incoming 
data. 

  
   

       
   (18) 

True positive pixels are denoted by    , true negative 
pixels by    , false positive pixels by    , and false negative 
pixels by FN'. 

F1-score: Recall and accuracy are related in the 
classification task. The F1-score definition is shown in Eq. 
(19). 

           
      

      
  (19) 

The assessment results of the created Network intrusion 
detection system employing the combined strategy are shown 
in Table I. 

TABLE I. PERFORMANCE METRICS OF HYBRID ANFIS AND AVO 

MODEL 

Metrics Values (%) 

Accuracy 99.3 

Precision 96.8 

Recall 98.5 

F1-Score 99.1 

The performance indicators demonstrate the efficiency of 
the proposed model in detecting network intrusions, which is 
quite encouraging. With an astounding accuracy rate of 
99.3%, the classification of network activity is classified with 
a high degree of overall accuracy. The system's precision in 
reducing false positives is demonstrated by the impressive 
score of 96.8% obtained by precision, a metric that gauges the 
model's ability to properly categorize incursions. Recall, 
which measures how well the model can identify real 
incursions, is also quite significant at 98.5%. A robust 99.1% 
is reached by the F1-Score, which balances recall and 
precision and highlights the system's well-balanced 
performance. 

 
Fig. 7. Performance evaluation of hybrid ANFIS and AVO model. 
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These results demonstrate accurate and trustworthy 
anomaly detection with high values across key performance 
measures. The performance evaluation of the proposed Hybrid 
ANFIS and AVO model is shown in Fig. 7. 

Table II shows the Accurateness, Recall, Precision and F1-
score of the proposed approach with existing methods. The 
accuracy of the suggested method Hybrid ANFIS and AVO 
model (99.3%) is higher than the existing approaches ANN 
(78.51%), Random Forest (92.21%) and Linear SVM (97.4%). 

Fig. 8 depicts the graphic depiction of the performance 
metrics of proposed with existing approaches. The precision 
of the suggested method Hybrid ANFIS and AVO model 
(96.8%) is higher than the existing ANN (96.6%), Random 
Forest (96.8%) and Linear SVM (97%). The recall of the 
suggested method Hybrid ANFIS and AVO model (98.5%) is 
higher than the existing approaches ANN (62.05%), Random 
Forest (61.5%) and Linear SVM (97%). The F1-score of the 
suggested method Hybrid ANFIS and AVO model (99.1%) is 
higher than the existing approaches ANN (75.5%), Random 
Forest (75.2%) and Linear SVM (97%). 

The suggested model's graph shows how, as it reached a 
point of consistency using the provided hyperparameters, the 
accuracy of the training and validation sets rose quickly over a 
shorter period of time. 

Before optimization the value of accuracy for proposed 
Hybrid ANFIS and AVO model is 99.2%. The accuracy 
achieved after optimization using Hybrid ANFIS and AVO 
model is 99.3%. The fitness of Hybrid ANFIS and AVO 
model is depicted in Fig. 9. 

C. Discussion 

This paper highlights the relevance of the results through a 
thorough analysis, including a comparison with existing 
methods, by combining African Vulture Optimization (AVO) 

with the Hybrid Adaptive Neuro-Fuzzy Inference System 
(ANFIS) for network intrusion detection. Using well-known 
performance indicators like recall, F1-score, accuracy, and 
precision, the validity and training accuracy of the new 
approach are carefully assessed. The Hybrid ANFIS and AVO 
model performs exceptionally well, outperforming existing 
models in the field with a 99.3% accuracy rate. The fitness 
improvement graph of the AVO model, which shows the 
efficiency of the optimization process and the ongoing 
improvement of feature selection over time, supporting the 
superiority of the model, provides evidence. Reducing false 
positives and improving detection precision is emphasized as a 
critical component of strengthening network security. The 
comparative analysis with traditional methods shows that the 
study's findings strengthen and advance the field of network 
intrusion detection. The methodology not simply performs 
better than other conventional ways like Random Forest 
(92.21%) [25], Artificial Neural Network (78.51%) [25], and 
Linear SVM (97.4%) [25], but it also shows potential for 
greatly enhancing the efficacy and dependability of intrusion 
detection systems. This verifies the methodology's 
applicability and offers solid solutions to the problems facing 
network security today. 

TABLE II. PERFORMANCE METRICS OF PROPOSED METHOD 

Methods 
Accuracy 

(%) 

Precision 

(%) 
Recall (%) 

F1-score 

(%) 

ANN [25] 78.51 96.6 62.05 75.5 

Random 

Forest[25] 
92.21 96.8 61.5 75.2 

Linear SVM 
[25] 

97.4 97 97 97 

Hybrid 

ANFIS and 

AVO model 

99.3 96.8 98.5 99.1 

 

 
Fig. 8. Comparison of hybrid ANFIS and AVO model with existing models. 
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Fig. 9. Fitness improvement graph of AVO. 

VI. CONCLUSION AND FUTURE WORK 

The integration of the Hybrid Adaptive Neuro-Fuzzy 
Inference System (ANFIS) with African Vulture Optimization 
(AVO) in this network intrusion detection system has 
produced remarkable outcomes. This novel approach is 
carefully assessed and contrasted in the discussion part, which 
also highlights its overall effectiveness, training correctness, 
and validity. This proposed model outperforms existing 
models in the industry with an accuracy rate of 99.3% after a 
thorough review utilizing key performance measures like 
recall, F1-score, precision, and accuracy. The fitness 
improvement of the AVO model is represented graphically, 
which highlights the efficacy of the optimization process by 
showing how feature selection is improved over time and how 
this leads to an improvement in the overall performance of the 
model. Especially, this approach solves a critical network 
security issue by decreasing false positives and improving 
detection accuracy at the same time. The comparison with 
current models demonstrates the significant advancements 
made in network intrusion detection. This strategy not only 
performs better than conventional techniques, but it also has 
the potential to greatly improve intrusion detection systems' 
dependability and effectiveness. These results validate the 
applicability of the approach to modern network security 
problems. This study's shortcomings include differences in the 
dataset's properties, which raise questions about how well-
suited it is to different network contexts and the possibility of 
bias resulting from the traits unique to the dataset. Future 
research will concentrate on improving the hybrid ANFIS and 
AVO-based system's real-time deployment by implementing 
deep learning techniques. The strategy will be modified to 
handle new network security issues, especially those related to 
5G and Internet of Things networks. The methodology will be 
expanded to handle scenarios involving multi-class intrusion 
detection, guaranteeing its relevance in a variety of dynamic 
cybersecurity environments. 
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Abstract—The goal of artistic style translation is to combine 

an image's substance with an equivalent image's spirit of 

innovation. Current approaches are unable to consistently 

capture complex stylistic elements and maintain uniform 

stylization over semantic segments, which results in artefacts. 

Also suggest a novel approach which blends subjective loss 

algorithms using deep networks of neurons with segmentation 

using semantics to address these issues. By guaranteeing 

contextually-aware design distribution together with information 

preservation, the combination improves general aesthetic 

correctness during the styling transmission process. With this 

technique, perceptive components are extracted using both the 

subject matter and the style photos using previously trained deep 

neural systems.  These components combine to provide 

perceptive loss coefficients, which are subsequently included into 

the design of a Generative Adversarial Network (GAN). For 

offering the representation a better grasp of the meaning 

contained in any given image, an automatic segmenting module is 

subsequently implemented. This historical data directs the style 

transferring process, producing an additional precise and 

sophisticated transition. The outcomes of our experiments 

confirm the efficacy of this method and demonstrate improved 

visual accuracy over earlier approaches. The use of semantic 

segmentation and loss of perceptual information algorithms 

together provide a significant 95.6% improvement in visual 

accuracy. This method effectively overcomes the drawbacks of 

earlier approaches, providing precise and trustworthy 

transference of style and constituting a noteworthy advancement 

in the field of imaginative style transfer. The final output 

graphics further demonstrate the importance of the 

recommended approach by deftly integrating decorative 

elements into functionally significant places. 

Keywords—Artistic style transfer; Generative Adversarial 

Networks (GANs); semantic segmentation; visual fidelity; deep 

Convolutional Neural Networks (deep-CNN) 

I. INTRODUCTION 

A compelling method called creative style transfer blends 
the subject matter of a single image with the aesthetics of 

another to create unique and visually appealing artworks. This 
method offers a potent tool for producing distinctive visual 
compositions, which has piqued the curiosity of both scholars 
and the general public. In a number of different disciplines, 
Generative Adversarial Networks (GANs) have been 
demonstrated to be remarkably effective at producing realistic 
images [1]. The potential of GANs to provide excellent and 
eye-catching outcomes has led to their widespread adoption 
for style transfer assignments. Current GAN-based style 
transfer techniques, however, have a difficult time maintaining 
semantic content and improving visual fidelity. The absence 
of precise control of the transferred style is one of the main 
issues that GAN-based style transfer systems must deal with. 
The majority of techniques use global style transfer, which 
uniformly stylizes the entire image. Because of this, the styled 
output could lack distinctiveness and fail to maintain the 
distinctive features of the style. The classic worldwide style 
transfer approach also has a tendency to distort or obscure 
important semantic content that existed in the original image, 
producing irrelevant or distorted elements in the styled output 
[2]. 

Researchers provide an improved method for transferring 
artistic style in spite of these difficulties by integrating 
semantic division and perception loss functions inside the 
GAN framework. The main objective is to get over the 
shortcomings of earlier techniques and provide styled outputs 
with greater visual fidelity as well as content preservation [3]. 
Adding a semantic segment module to the stylistic transfer 
process to address the absence of fine-grained style control. 
The purpose of this module is to locate significant areas in the 
subject matter image, including objects, materials, and 
background components. They may choose use the style 
transfer procedure to particular areas of the content image by 
including semantic segmentation, giving us exact and fine-
grained control of the stylization [4]. This deliberate process 
makes sure that the styled output preserves the authenticity of 
the real material as well as the crucial semantic data. 
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The topic of creative style transfer is revisited in this 
research, and provide an improved strategy that gets over 
these drawbacks by combining semantic division and 
perception function loss into the GAN architecture. This 
method's major goal is to maintain the original image's core 
semantic content while achieving higher visual integrity in the 
styled outputs. Add a semantic division module to the fashion 
transfer process to address the first problem with fine-grained 
style control. Identification of significant areas in the subject 
matter image, including objects, materials, and background 
components, is the responsibility of this module[5]. They can 
selectively apply the style transfer to particular areas of the 
content image by including semantic segmentation, giving us 
precise control of the stylization procedure. By employing a 
selective technique, the original content's integrity is preserved 
while ensuring that the styled output preserves the necessary 
semantic information [6]. Improve the perception loss function 
during the GAN training procedure to address the second 
difficulty of maintaining semantic content. Perceptual loss, 
which measures the resemblance of the styled image and the 
reference image at various levels of an already trained deep 
CNN network, is an essential part of the style transfer process 
[7]. Researchers guarantee that the stylized image keeps the 
important content features contained in the original image 
while still exhibiting the desired style by integrating 
perceptual loss at different layers. This strategy successfully 
deals with the problem of distorted or altered information in 
the styled output [8].  

They run thorough tests on a variety of datasets to confirm 
the efficacy of the suggested strategy, then compare the 
findings to those obtained using existing state-of-the-art 
stylistic transfer methods. Using the following evaluation 
metrics: visual fidelity, style maintenance, and semantic 
information retention. The outcomes shows that the model 
routinely performing better than the competition in each of 
these areas, providing better visual quality and higher style 
transfer fidelity [9]. The main contribution to this study is the 
creation of a creative and useful method for transferring 
artistic style. They achieve improved visual fidelity, granular 
style control, and essential semantic content preservation by 
combining semantic division and perceptual loss methods. 
Researchers think that this technique has a lot of potential for 
a range of artistic applications since it enables users and artists 
to produce realistic-looking styled images while maintaining 
the integrity of the original information [10]. This technology 
enables more artistic and emotive style transfer applications 
by giving creators and users more creative flexibility while 
preserving the original image's valuable material. They are 
certain that the method is a major advancement in the 
direction of improved visual authenticity in creative style 
transfer, providing fresh opportunities for producing realistic 
and attractive styled images with fine-grained stylistic control 
[11]. 

Current artistic style transfer techniques frequently fail to 
accurately apply style to various semantic regions while 
preserving content integrity, resulting in deformed output 
graphics with inconsistent style application across 
semantically disparate locations. The following is the study's 
Key Contribution: 

 Perceptual loss function integration improves content 
detailed preservation throughout style transfer, 
producing outputs that are realistic and visually 
accurate. 

 Semantic segmentation guarantees that style transfer 
honours the image's fundamental framework by 
preserving object borders and spatial connections. 

 The technique makes it possible to precisely apply 
artistic styles to particular locations, allowing for 
localised modifications while maintaining the overall 
structure of the content. 

 The model accomplishes a more successful fusion of 
both content and style by merging perceptual and 
semantic data, producing visuals that smoothly blend 
the intended style and the original content. 

 This technique sets a new standard for image transfer 
of style using GANs by providing better visual quality, 
better preservation of tiny details, and enhanced 
semantic coherence over previous approaches. 

This research’s remaining sections are organised as 
follows: They provide an overview of relevant research and 
contemporary incorporating semantic segmentation and 
perceptual loss functions within the GAN framework in 
Section II for style transfer of different models. In Section III, 
these errors in statements are addressed. In Section IV, which 
also explains the overall method of artistic style transfer with 
GAN and Perceptual Loss function which is presented in 
detail. In Section V, they present the experiment results and 
evaluations to demonstrate the effectiveness of this tactic. 
Section VI, which explains the discussion of the model. 
Section VII which reviews the findings of work and identifies 
prospective directions for future research in this area, 
concludes the paper. 

II. RELATED WORKS 

The characteristic distribution matching issue can be used 
to model the crucial yet difficult visual learning tasks of 
arbitrary style transfer (AST) as well as domains 
generalisation (DG). Conventional information distribution 
matching techniques typically equal the mean and standard 
deviation of the characteristics under the premise of a 
Gaussian feature distribution. The characteristic distributions 
of practical data are typically far more complex than Gaussian, 
making it impossible to reliably match distributions using only 
first-order and second-order statistics, and it is 
computationally impractical to match distribution utilising 
high-order statistics. Zhang et al. [12] examines for propose to 
conduct Exactly Feature Distribution Matching (EFDM) for 
the first time, to the best of knowledge, by accurately 
matching the empirically determined Cumulative Distribution 
Function (eCDF) of image features. This might be done by 
using Exactly Histogram Matching (EHM) in the space of 
image feature space. In particular, a quick EHM method called 
Sort-Matching is used to implement EFDM in a simple to use 
fashion with no expense. The considerable research and 
prospective follow-up for strengthening classical 
normalisation beyond standard deviation and mean statistics 
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may necessitate extra computational difficulty and 
implementation work, which is a downside. 

Kolkin et al. [13] analyses how style transfer algorithms 
render an image's content utilising the style of another. A 
novel optimization-based style transfer approach that suggest 
is called Style Transfers by Relaxed Optimal Transport and 
Self-Similarity (STROTSS). They improve upon the 
methodology by enabling user-specified point-to-point or 
region-to-region controls over the output's visual closeness to 
the style image. Such direction can be utilised to generate a 
specific aesthetic impression or to fix mistakes caused by 
unrestricted style transfer. Author undertake a large-scale user 
survey to evaluate the style-content trade off among 
parameters in transferring styles algorithms in order to 
statistically compare this approach to earlier work. The results 
obtained show that this approach offers superior stylization to 
earlier work for any required level of content preservation. 
The suggested objective function may need significant 
computing resources as well as instructional time, making it 
possibly less practical for real-time or limited in resources 
applications. The suggested objective function may improve 
the speed of the approach by learning a feed-forward transfer 
of style techniques utilising the suggested goal function. 

The association among characteristics obtained by an 
already trained VGG network shows an extraordinary capacity 
for capturing the visual aesthetic of an image, according to 
extensive research on neural style transfer techniques. 
Surprisingly, however, when stylization is put on to 
characteristics of more sophisticated and lightweight 
networks, like those in the Res Net family, it frequently 
degrades dramatically and is not at all resilient. They find the 
residual connections, which constitute the primary 
architectural distinction between Res Net and VGG, yield 
feature maps with low entropy, which are unsuitable for style 
transmission through extensive experimentation with various 
network designs. To increase the Res Net the architectural 
resiliency, Wang et al. [14] propose a straightforward but 
efficient fix based on feature activations that are soft max 
transformed to increase their entropy. Experimental findings 
show that, even with networks having random weights, this 
little magic can significantly enhance the level of stylization 
outputs. This shows that for the job of style transfer, the 
architecture utilised for the extraction of features is more 
significant than the application of learnt weights. The 
inclusion of SWAG gives the compact non-VGG model an 
acceptable substitute to VGG for additional stylization work, 
while it may still fall short of VGG's level of expressive and 
representational ability, which could pose some limits in 
handling detailed and complicated content or styles. 

Rarely do painters stick to one style their entire careers. 
They alter their styles or create versions of them more 
frequently. Additionally, different artistic styles—and even 
artworks created in the same style—depict real substance in 
quite diverse ways. For example, Picasso's Cubist works break 
down the vase, but his Blue Period pieces simply portray it in 
a blueish tone. Styles transfer model must be capable to 
account for these modifications and adjustments in order to 
create artistically believable stylizations. Numerous recent 
works have attempted to enhance the transfer of style task but 

failed to take into account the outlined observations. 
Kotovenko et al. [15] propose a fresh strategy that 
distinguishes between style and content while capturing the 
specifics of each style's variants. This is accomplished through 
the introduction of two novel losses: a disassociation lost to 
guarantee that the style is not dependent on the original input 
photo and a fix point triplet’s style loss for recognising small 
changes between or within styles. The research also suggests a 
number of evaluation techniques to quantify the significance 
of the two losses on the reliability, excellence, and variation of 
final stylizations. To show the effectiveness of this strategy, 
offer qualitative findings. While this method gives art 
historians regulate over the stylized process and allows them 
to closely examine an artist's stylistic evolution, a 
disadvantage is that measuring how well content and style are 
represented in stylized artwork may still involve a degree of 
subjectivity and pose problems for quantitative analysis, 
necessitating further validation and improvement in art 
historical scholarship. 

Lin et al. [16] present the Transferring a style of art from a 
demonstration image to a contents image is called artistic style 
transfer. Although optimization-based approaches have 
currently reached excellent stylization quality, their practical 
applicability are limited by their high time costs. In the 
meanwhile, feed-forward approaches continue to struggle to 
combine complicated style, particularly when both holistically 
worldwide and local patterns are present. They offer a new 
feed-forwarding technique called Laplacian Pyramid Network 
(Lap Style), which was inspired by the typical paint process of 
sketching a draught and editing the details. Lap Style first uses 
a Drafting Networks to transfer low-resolution images global 
stylistic patterns. Then, using a Revision Network to revising 
the local features in high-resolutions while hallucinating a 
residual images in accordance with the draught and the image 
texturing retrieved using Laplacian filtering. Revision 
Networks can be stacked with numerous Laplacian pyramid 
layers to produce higher resolution details with ease. By 
combining the results from every pyramid level, the final 
styled image is produced. Experiments show that this 
technology can create high-quality stylizing images in real-
time while properly transferring holistic stylistic patterns. The 
current implementation of the Lap Style technique has the 
limitation that random style transfer is only partially allowed 
because of the Per-Style-Per-Model architecture. This 
restriction potentially limits the versatility and application of 
the capacity for random style transfer and opens up a potential 
topic for future research and development.  

Applying complex objective functions (e.g., STROTSS) to 
style transfer may be computationally demanding and thus not 
suitable for real-time or resource-constrained applications. 
The method may add subjectivity to the evaluation of how 
content and style are represented in stylized artwork, 
necessitating additional testing and refinement before being 
used for quantitative research in art historical scholarship. 

III. PROBLEM STATEMENT 

The present collection of papers on research focuses on the 
issue of enhancing and improving the efficiency of artistic 
transfer of styles computations, especially in the fields of 
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random style transfer, characteristic distribution matched, 
robustness across various network designs, and recording 
variations and advances in artistic styles [17]. Visual 
correctness and contextually integrity were compromised by 
the difficulties of maintaining semantic information and 
minute details in early CNN-based creative style transfer. This 
resulted from CNNs' inability to pick out tiny differences 
between content and style elements and capture nuanced 
subtleties. As a result, the images produced were too pixelated 
for use in real-world scenarios. In order to get around this, 
more recent developments combined perceptual loss 
functions, semantic segmentation, and GANs, improving 
fidelity and preserving semantic and visual coherence. 

IV. ARTISTIC STYLE TRANSFER METHOD 

A. Dataset Preparation 

Three datasets—the contents dataset, the colours 
references dataset, and the texture references dataset—must be 
gathered before you can start training the model. They select 
the MSCOCO data set, which includes 82,783 photos and 80 
different types of objects, as the content dataset. The model 
can adapt to numerous areas with the aid of such a vast and 
varied image dataset. With regard to textures and colour 
reference datasets.  

It is inappropriate to select photo datasets that were taken 
by people. These images lack colour and texture detail. In 
paintings, the elements of colour and texture are constantly 
present. So you take 8017 paintings from the Wiki Art 
collection, which includes works by several well-known 
artists. These paintings were divided in half to serve as the 
databases for colour reference and textural reference [18]. 
Fig.1 describes the overall block diagram.  

B. Semantic Segmentation Module Using Fully Convolutional 

Networks 

Following this convolutional layer, conventional CNNs 
often connect multiple fully connected layers, and they 
convert the map features produced by the layer of convolution 
to a fixed-lengths eigenvector. However, the CNN model 
delivered in the format of an output vector is unable to 
complete the images semantic levels segmentation task. FCNs 
are therefore suggested as a solution to the image 
segmentation with semantics challenge. The FCN is capable 
of accepting input images of all dimensions, and 
deconvolution layer is utilised to up sample the final organised 
map features and restores it to exactly the same dimensions as 

the image being used, thereby generating a forecast for every 
pixel. This is in contrast to the traditional CNN, which 
employs an entirely connected layer to generate a features 
vector with a fixed lengths (fully connection layer + soft max 
result) after the convolution. At the identical time, the initial 
input image's spatial data is kept. To complete from beginning 
to end semantic segmentation of the image, pixel-by-pixel 
categorization is done on the up-sampled map of features. 

As depicted in Fig. 2, this strategy makes it simpler than 
the conventional method to complete the work of semantic 
segmentation. Image semantics division can annotate semantic 
labels on all pixels in the goal image in the context of the 
scene understanding of images studies, realising pixel-level 
categorization of the scenic image and bringing the location 
image from lower-level characteristics research to a higher-
level image semantics comprehension. Target recognition is 
less simple than image semantic comprehension, but the data 
is richer. It realises the examination of the scene image more 
thoroughly by realising the tag and location data of the object 
in addition to its size and shape. The target identification 
algorithm, which is a crucial component of scene 
comprehension, can successfully identify a target's position 
and certain number of targets in the image being targeted, but 
it is unable to identify objects in the surrounding region, such 
as the sky itself, the ground, grasses, and any other irregular 
forms. While image semantic splitting can segment the 
observed objects, it is unable to discriminate between various 
objects of the same class or determine the precise number of 
objects. This work suggests a multitasking image 
segmentation method that combines target identification and 
images semantic segmentation to address the drawbacks of the 
previous two and provide an improved comprehension of the 
image. The approach solves the limitations of just one 
assignment and can execute pixel-levels semantic division on 
the target object whilst accomplishing target detection. By 
experimental validation, favourable outcomes can be obtained 
in the targets group with significant variations and smaller 
target objects [19]. 

 

Fig. 1. Overall block diagram. 

 
Fig. 2. Basic image semantics segmentation flow. 
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C. Creation of a Multi-Task Segmentation Semantics System  

While the traditional semantic segmentation method is 
able to interpret the targets' pixel-level semantics, it is unable 
to determine the positioning details of the targets. In contrast, 
positional information about the targets is required to 

construct the real semantic map so as to accurately represent 
the scene map. This work builds the multitasking semantic 
segmentation algorithm (MSSA-RCNN) on its foundation of 
enhanced FCN to combine target identification and semantic 
segmentation. 

 
Fig. 3. Multitasking semantic segmentation algorithm flow. 

In Fig. 3, the MSSA flow is shown. As it can be seen, the 
main components of the MSSA-RCNN algorithm are the goal 
detection architecture and the FCN-based semantically 
segmented branch. The Faster RCNN approach, which is 
dependent on the candidate's area idea, is used in the first 
section of the target findings branches in semantic 
segmentation to identify targets. The second part of the FCN-
dependent semantic splitting branch introduced ROI Match to 
remove the quantizing function that more successfully 
resolves the problem of local inconsistencies in the 
quantization of the second RoI Pooling approach. 
Consequently, the pixels in the final image and the original 
image are precisely aligned to reduce pixel errors and improve 
accuracy [19].  

CNN is specifically used to enter the image and obtain the 
characteristic map. While the network layer is, the obtained 
picture characteristics are more detailed. The ResNet101 
network, which adds a residual module to the VGG network to 
enhance its feature extraction capabilities, was utilised in this 
investigation. The relevant target region can be retrieved by 
first utilising a feature-based pyramidal network (RPN) to 
extract the location candidates bound from the feature map. 
Next, additional feature extraction is done on the feature map 
utilising a CNN and the resulting target region candidate’s 
bounds. The fully connected layer is used to predict the 
categorization of the objects in the frames, attributes are 
extracted using ROI Pooling techniques, and the object of 
interest is identified by regressing the box's bounds. The 
semantic segmentation branch selects the region of interest 
and adds the RoI Aligned layer so that each RoI can generate a 
fixed-size feature map. Using the bilinear interpolation 
method, an accurate area is determined. The multitasking 
output of target detection and semantic image segmentation is 

then realised by up sampling the generated map characteristics 
to fully convert the fully connected layer to a layer of 
convolution, reassemble the image's spatial data, and complete 
the image's semantic division. 

D. Perceptual Loss Function 

The directed loss function seeks to eliminate softer edges 
around boundaries areas while favouring more realising 
textures in places where the kinds of the textures appears to be 
relevant, such as a tree. To do this, first construct three 
different sorts of areas in an image: boundaries, objects, and 
background. Then, using a different function, they compute 
the desired loss of perception for each region. 

1) Background (  ): Background is divided into four 

categories: "sky," "plant," "ground," and "water." Because of 

their distinctive appearance, chose these categories; the overall 

texture in places bearing these designations is more significant 

than specific spatial relationships and edges. To determine the 

perception of similarities between SR and HR images, they 

compute mid-level CNN features. Here, they accomplish this 

using the ReLU 4-3 level of the VGG-16.  

2) Boundary (  ): All boundaries between object and the 

background are thought of as edges. Broaden those edges via 

some pre-processing so that the strip navigates all limits. They 

calculate the characteristic distance of an earlier CNN layer, 

which mainly concentrates on edges and blob of lower-level 

spatial data, among SR & HR images. They focus on reducing 

perception loss in particular at the ReLU 2-2 layer within 

VGG-16. 

3) Object (  ): It can be difficult to determine whether to 

utilise characteristics from the earliest or more advanced 
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layers for the perception loss function as real-world objects 

come in such a wide range of shapes and textures. For 

instance, in an image that includes zebras, edges that are 

sharper are most significant compared to the overall texture. 

The optimisation process might be compromised if the 

network is made to predict a tree's exact edges. As a result, 

weight areas that are designated as objects to zero and just on 

the MSE & adversary losses without taking into account any 

kind of perceptual loss. However, it makes sense that using the 

"background" and "boundary" perceptual loss functions to 

resolve realism textures and edges that are more precise would 

also produce more attractive objects [20].  

Researchers create a binaries segmentation masks for each 
of semantics class (with a values for each pixel of 1 for each 
class significance and 0 elsewhere) to calculate the perception 
loss for an image's particular location. Every mask is element-
wise increased by the HR of the picture and the projected 
super-resolved images SR, and each one categorically 
represents a separate area of an image. In other words, before 
being sent via the CNN features extractor, the image for a 
specific category is changed to a black image having just one 
viewable spot on it. This method of masking an image also 
introduces new artificial distinctions between the visible class 
and the black areas. As a result, retrieved features include 
details about the synthetic edges that are not present in an 
actual image. The characteristic distance between the two 
manufactured borders is going to be near to zero because the 
identical mask has been applied to both the HR and the 
reconstruction image, therefore the perceptual loss as a whole 
is unaffected. Infer that all not zero lengths in the features 
space that exist between the super-resolved image and the 
disguised HR are equivalent to what's inside of the viewable 
portion of that image: equivalent for borders through the use 

of a mask for limits (   
          ) and equivalent for materials 

by via a masks for the background (   
          

).  

Following Eq. (1) is provided as the total target loss of 
perception function:  

      
     ( 

       
                  

          )    

  ( 
       

          
        

          
)       (1) 

where  ,   and  , respectively, represent the weights that 
correspond to each of the loss term applied to the boundaries, 
background, and objects. For the background, boundary 
information, and objects, respectively,   ( ),  ( ), and   ( )are 
the routines that determine the feature space distance among 
both of the given images.  Stands for element-wise 
multiplication in this equation. Simply do not take into 
account any perception loss for object regions, as was 
previously discussed, thus simply set to zero [20].  

Let’s go over how to create a label for training images that 
indicates objects, the backdrop, and borders in the subsection 
that follows. By using distinct masking for every category of 

interest (   
      

,    
          

and    
        

 ), this labelling 

strategy enables us to focus the suggested perception losses on 
the image's region of interest. 

E. GANs 

Then, using the geographical data from the basic style 
mappings and the learnt maps style from the desired styling 
maps, utilising the GANs to create transferable styled 
mapping images. GANs are made up of two main parts: the 
discriminator D and generator G, that employ up sample 
random noise vectors to produce false outcomes that resemble 
actual instances and fake and actual images, respectively, 
respectively. The competitive loss algorithm G repeats via the 
current amount of periods (the deep learned neural network 
passes all of the data both forward and backward during a 
single epoch) and grows optimised when the vision 
characteristics of the replicated image transfer possess a 
distributions that's comparable to the ground truth go after 
style as well as the fake images produced by G can't be 
differentiated by the discriminant D. Both G and D's training 
processes take place at the same time which is shown in Eq. 
(2). 

           (   )  
         (  )     (  )        (  )     (   ( (  ))   (2) 

If    is the noises at random and    is an actual image.  

As the original GAN seeks to produce fake images with a 
distribution of characteristics identical to that in the fully train 
dataset, it might not be appropriate for producing particular 
sorts of images in certain circumstances. In order to produce 
images with specific information, Mirza and Osindero 
presented the Conditional GAN (C-GAN) with additional 
data. As opposed to the initial GAN, the CGAN incorporates 
secret layers y that provide additional conditional data in the 
generator G & discriminator D. The objectives process is as 
follows: 

The C-GAN's additional data can accept a variety of 
inputs, including categorical labelling that produce images in a 
particular category (for example, food or railroads) and 
embedding language that creates images from annotating. The 
desired styled mappings for multiscale maps styling contain 
auxiliary data, which makes the C-GAN more appropriate for 
this study [21]. 

Both coupled and unpaired C-GANs are widely used. 
Paired C-GAN trains an algorithm on two paired sets of 
images using translation from image to image. The result 
combines the information from one image with the aesthetic 
from the second image. In the lack of paired examples for 
training, unpaired C-GAN also finished an image-to-image 
translating, but includes the movement of images among the 
two associated domains X and Y. 

V. RESULTS 

As demonstrated in distorted sounds metrics, which are 
used as quantitative indicators but have no direct connection 
to perceptual quality, like the Structural Similarity Index 
(SSIM) and the Peak Signal to Noise Ratio (PSNR), it is 
possible for GAN-based super-resolved images to exhibit 
higher mistakes in terms of the PSNR and SSIM statistics but 
still produce more attractive images. Utilise the difference in 
perceptual similarities among the super-resolved images as 
well as the ground truth images. In order to determine the 
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perception of similarity among two images, the Learned 
Perceptual Image Patch Similarity (LPIPS) measure was 
recently established as a reference-based quality of image 
assessment metric. This metric makes utilise deep classifying 
networks that are pre-trained on the massive Berkeley-Adobe 
Perceptive Patch Similarity (BAPPS) dataset, which also 
includes human perceptual judgements, and are linearly 
adjusted. However, LPIPS does not necessarily suggest 
photorealistic images and instead has a similar trend to 
distortion-based measures, such as SSIM. 

       +     =    

   +    =   
     Style    Input Image Output Image 

Fig. 4. Overview of artistic style transfer algorithm. 

SSIM, PSNR, as well as LPIPS scores were calculated 
utilising bi cubic interpolation, which LapSRN, SRGAN, and 
artistic approach, respectively, among super-resolved imagery 
of the "baby" and their HR counterparts. They can conclude 
that these measurements would not reflect better 
reconstruction quality based on this table and their visual 
assessment of these images in Fig. 4. As a result, emphasise 
the client's research as the quantitative assessment in the part 
that follows. 

 
Fig. 5. Loss of the present creative style model's function. 

An artistic style transfer model's training progress over a 
specific number of epochs is represented in Table I. The total 
loss at the first epoch (Epoch 0) is 1.85, consisting of 1.85 in 
content loss and no style loss. The total loss continuously 

lowers as training goes on. The overall loss decreases to 0.20 
by Epoch 100, demonstrating an important rise in stylization 
quality. It appears that the model gradually adopts more of the 
desired creative style because the style loss gradually rises 
from 0.10 at Epoch 20 to 0.15 at Epoch 100. The content loss 
continuously declines from 1.85 at epoch zero to 0.19 at epoch 
one hundred, demonstrating good training-time preservation 
of key content attributes which is shown in Fig. 5. This data 
illustrates the model's convergence as it iteratively improves 
its stylization capabilities while successfully striking a balance 
between style inclusion and content preservation [22]. 

TABLE I. LOSS FUNCTION OF THE EXISTING ARTISTIC STYLE MODEL 

Epochs Total loss Style loss Content loss 

0 1.85 0.00 1.85 

20 0.32 0.10 0.23 

40 0.3 0.12 0.22 

60 0.27 0.13 0.21 

80 0.22 0.14 0.20 

100 0.20 0.15 0.19 

TABLE II. LOSS FUNCTION OF THE PROPOSED ARTISTIC STYLE MODEL 

Epochs Total loss Style loss Content loss 

0 2.15 0.85 1.23 

20 1.20 0.20 0.79 

40 1.19 0.18 0.78 

60 1.17 0.15 0.77 

80 1.15 0.12 0.76 

100 1.10 0.10 0.75 

 
Fig. 6. Diagram of the suggested artistic style model's loss function. 

 Fig. 6 and Table II show the training development of a 
model for transferring artistic style across a specified number 
of epochs. At the first epoch (Epoch 0), the overall loss is 
2.15, including an overall content loss of 1.23 and an overall 
style loss of 0.85. The total loss constantly reduces as training 
progresses, reaching 1.10 at Epoch 100. The style loss 
decreases from 0.85 at Period 0 to 0.10 at Epoch 100, 
indicating that the intended artistic style has been effectively 
incorporated. Additionally, the content loss gradually 
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decreases from 1.23 at Epoch 0 to 0.75 at Epoch 100, 
demonstrating the successful maintenance of important 
content traits throughout the course of training. This data 
demonstrates the model's convergence as it improves its 
stylization abilities over time, striking a compromise between 
stylistic integration and content retention. 

They employ the mean Intersection of Union (mIoU) and 
the pixel accuracy (pixAcc), two common evaluation metrics. 
Keep in mind that will utilise of the VOC-like evaluating 
server, which includes a background as a single of the 
categories when calculating mIoU. 

TABLE III. PERFORMANCE EVALUATION OF THE PROPOSED ARTISTIC 

STYLE MODEL 

Methods Mean IoU (%) Pixel Acc (%) 

Baseline 57.1 79.9 

SFT 60.8 82.3 

Artistic style 80.3 95.6 

 
Fig. 7. Performance evaluation diagram. 

Table III describes the performance evaluation of the 
proposed model. The baseline measurement approach obtains 
a mean Intersection over Union (IoU) of 57.1% as well as a 
pixel accuracy of 79.9% when thinking of performance 
measures in Fig. 7. These parameters increase to 60.8% mean 
IoU & 82.3% pixel accuracy when the SFT approach is used. 
The artistic style method exhibits the most notable 
improvement, with a mean IoU of 80.3% and pixel accuracy 
of 95.6%. These findings show the artistic style approach 
performs better when it comes to of accurately segmenting 
items in photos than both the standard and SFT methods, 
highlighting its potency in improving semantic segmentation 
results. 

VI. DISCUSSION 

The suggested method for creative style transfer that 
combines semantic segmentation and perceptual loss functions 
shows a notable improvement in visual correctness. The 
model successfully protects valuable information while 
contextually implementing the style by utilising the 
advantages of both approaches, producing stylized images that 
are more accurate and consistent. While semantic 
segmentation guarantees that style is applied appropriately 
across various semantic regions, the incorporation of 

perceptual loss functions facilitates the extraction of high-
level characteristics and frameworks from the content image. 
The problems with earlier approaches—such as inconsistent 
style application and distorted output images are successfully 
remedied by this combined strategy. The experimental 
findings highlight the advantages of the suggested approach, 
demonstrating improved visual fidelity and the smooth 
incorporation of stylistic features into semantically relevant 
sections. This suggests a possible path forward for the 
development of creative style transfer tools. 

VII. CONCLUSION AND FUTURE WORK 

This approach significantly improves overall visual 
accuracy by faithfully preserving content information and 
applying style in a context-aware manner, while also 
effectively addressing the shortcomings of earlier techniques. 
This work offers a novel approach to enhance creative style 
transmission by combining the semantic segmentation and 
perception loss functions in the construction of GANs. The 
presence of a semantic segmentation function allows for the 
selective stylization of important parts, while the perception 
loss function ensures the continuous existence of content 
features. The presented methodology outperforms alternative 
approaches in terms of maintaining semantic information, 
conserving style, and preserving visual quality. However, it's 
important to acknowledge some of the limitations of this 
study. First off, there could still be instances in which the style 
transfers aren't flawless, especially for complex or abstract 
styles, even if they have made great progress in visual 
correctness. Moreover, this approach is not suitable for users 
with little processing power because it uses a lot of computer 
resources. Furthermore, in some photos, the semantic 
segmentation modules may not always correctly identify the 
important content portions, which could lead to mistakes when 
applying styles. The quality of styled images is improved by 
the effective fusion of various processes, and it also creates 
new avenues for the creation of increasingly intricate and 
accurate artistic alterations. This research marks a significant 
milestone in the field of creative style transfer, since it 
effortlessly integrates stylistic features into semantically 
important regions and demonstrates a 95.6% increase in visual 
accuracy. 

The method's features could be expanded to accommodate 
arbitrary style transfers in future developments, computational 
effectiveness could be improved, and evaluation metrics could 
be improved for quantitatively evaluating the preservation of 
creative style as well as content in the styled images. In 
addition, looking into how to use this method in areas other 
than visual arts, like design, amusement, and virtual reality, 
may lead to new opportunities for artistic expression and 
useful applications. 
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Abstract—Blockchain technology presents a promising 

solution to myriad challenges pervasive in the healthcare domain, 

particularly concerning the secure and efficient management of 

burgeoning health information technology (HIT) data. This 

paper delineates a novel blockchain-based approach to enhance 

various aspects of healthcare management, including data 

accuracy, drug prescriptions, pregnancy data, supply chain 

management, electronic health record (EHR) management, and 

risk data management, with a special emphasis on ensuring 

secure access, immutable record-keeping, and robust data 

sharing. We propose a solution focusing on leveraging blockchain 

technology, particularly utilizing a Hyperledger network within 

Amazon Web Services (AWS), to securely manage patients' 

medical records in the cloud. The implemented framework, 

housed within a Virtual Private Cloud (Amazon VPC) to ensure 

restricted access and cost-effective resource utilization, 

underscores advancements in data availability, security, 

traceability, and sharing, addressing key challenges within 

healthcare data management, and presenting a scalable, efficient, 

and secure approach to EHR management in contemporary 

healthcare contexts. 

Keywords—Security; blockchain; cloud; hyperledger 

I. INTRODUCTION 

Navigating Health Information Technology (HIT) systems 
has become integral in modern healthcare, primarily utilizing 
vital components such as electronic medical records [1]. Given 
the voluminous and highly sensitive nature of accumulated 
health data, coupled with the requisite for patient record data 
sharing across healthcare facilities’ various systems, extant 
HIT systems present numerous challenges [2], [3]. Hence, 
safeguarding this data utilizing conventional databases proves 
formidable. 

The present security and accessibility issues prevalent in 
HIT systems underscore the imperative for a rejuvenated 
healthcare data management approach. This nascent system 
should concurrently address multiple objectives, encompassing 
(a) safeguarding medical record data from unwarranted access; 
(b) forging trust among healthcare stakeholders via transparent, 
patient-centric data sharing; (c) a distributed resolution to 
circumvent centralized system limitations; and (d) provision of 
a mechanism that assures data authenticity and integrity [4], 
[5]. This summarizes the requirements of the required solution 
or the technology needed to overcome these problems. 

Blockchain, as an inventive, dispersed, and immutable 
ledger technology, is becoming pivotal in transmuting HIT 

systems. It serves as a decentralized data transaction 
management solution, with its initial utilization tracing back to 
the 2008 Bitcoin cryptocurrency. Despite grappling with 
challenges related to security, privacy, and scalability, 
blockchain heralds substantial potential to mitigate diverse 
issues in distributed settings. Its inherent attributes can be 
harnessed to realize the aforementioned objectives: (a) 
attainment of nuanced access control to medical records via 
permissioned blockchain networks and refined access 
mechanisms; (b) enabling transparent, patient-oriented data 
sharing and management through blockchain-supported smart 
contracts; (c) overcoming centralization deficits through 
distributed consensus methods; and (d) maintaining data 
integrity through its immutable nature [6]. These native 
characteristics of blockchain technology meet the requirements 
of the proposed solution of the securing the medical records. 

While blockchain harbors the capacity to augment 
information security, data decentralization, retrieval, sharing, 
and integrity in healthcare, its initial advent was predominantly 
cryptocurrency-transaction oriented, sans anticipation of 
permeating other sectors like healthcare. Presently, endeavors 
to exploit the multifaceted utility of blockchain technology in 
fashioning healthcare systems are budding, albeit challenges 
like lack of consensus on optimal blockchain frameworks for 
developing healthcare applications persist. 

This paper propounds an electronic patient medical records 
system, utilizing Amazon’s blockchain technology, to furnish 
enhanced, secure, and reliable storage, simultaneously ensuring 
facile access and availability of medical records, employing the 
Hyperledger Fabric framework for implementation [4]. 
Subsequent sections of the paper are orchestrated as follows: 
Section II succinctly elucidates blockchain technology, 
delineating its cardinal features, divergent types, and various 
frameworks including "Ethereum" [7] and "Hyperledger 
Fabric." Section III casts light on pertinent antecedent work, 
while Section IV accentuates framework selection, system 
implementation, and functionality. Section V furnishes a paper 
summary and proffers insights into prospective work. 

II. BACKGROUND 

Blockchain technology unveils quintessential features: 
decentralization, immutability, audit trails and traceability, 
along with unwavering data veracity. Distinct from centralized 
paradigms, blockchain operates autonomously, sans a 
centralized authority governing its data transmission. It 
leverages a spectrum of consensus algorithms, affirming data 
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validity within a peer-to-peer network framework. A 
cornerstone of blockchain is its intrinsic immutability, 
guaranteeing that once an entry finds storage on the 
blockchain, it becomes indelible due to its dispersal across 
numerous network nodes. Historical lineage is forged by 
tethering new blocks to their predecessors via a hash of the 
latter, engendering a robust block chain. Moreover, every 
transaction undergoes verification up to its recognized root via 
a Merkle tree, ascertaining thorough data integrity validation of 
the blockchain [8], [9]. These are the core and vital 
characteristics of blockchain that are needed to meet the 
requirements of implementing the framework. 

Serving as a decentralized ledger, blockchain technology 
underpins data interchange among a network's participants [9]. 
Its inaugural utilization was marked by the 2008 launch of the 
Bitcoin cryptocurrency. The intrinsic value of blockchain 
technology is anchored in its ability to facilitate economical, 
swift, and supremely secure data sharing by establishing direct 
linkages between distributed network nodes, thus obviating 
dependency on any trusted intermediaries. 

In the realm of secure and decentralized data management, 
blockchain has surfaced as a robust and reliable framework, 
especially considering its potential applications in various 
domains beyond cryptocurrency. The alignment of 
blockchain's capabilities with healthcare’s demanding data 
security and integrity needs has sparked noteworthy 
exploration and innovation. Healthcare data, notable for its 
sensitivity and criticality, demands a meticulous and 
impenetrable system that assures accurate, immutable, and 
easily retrievable records. Embedding smart contracts into 
blockchain structures enables the seamless, secure, and 
transparent exchange and management of patient data, thereby 
fortifying trust among stakeholders while enhancing data 
accuracy and availability. Through its decentralized and 
cryptographically secure nature, blockchain could forge a new 
path in safeguarding, managing, and sharing healthcare data, 
thus ameliorating various challenges beleaguering current 
Health Information Technology (HIT) systems, including 
unauthorized access and potential data corruption. 
Consequently, meticulous exploration and subsequent 
deployment of blockchain could herald a paradigm shift in 
healthcare data management, opening avenues for secure, 
decentralized, and patient-centric data systems. 

A. Types of Blockchain 

Blockchains manifest in three specific types: public, 
consortium, and private, each having distinct operational 
frameworks [8]. Public blockchains extend an open invitation 
to every user, granting permission to anyone who wishes to 
participate and contribute to the consensus mechanism [10]. 
These blockchains predominantly find their application in the 
realm of cryptocurrencies, with Bitcoin and Ethereum 
emerging as prominent exemplars of public or permissionless 
ledger systems. On the other hand, consortium blockchains 
embody a semi-centralized model, confining permission to 
observe and influence the consensus process to a handpicked 
cohort of users. Contrarily, private blockchains function as 
decentralized networks but are regulated by a single authority, 
which curates the participating nodes within the network [8]. 

Given the multiplicity of applications and sectors that can 
harness blockchain technology, there persists an absence of 
agreement regarding the exact distribution attributes and 
consensus strategies requisite to qualify a technology as a 
"blockchain." 

B. Current Challenges in Healthcare 

Blockchain faces two principal hurdles when managing 
voluminous data, namely scalability and privacy issues. The 
accessibility of archived data to authorized entities raises 
significant privacy red flags, particularly for healthcare 
organizations that handle delicate patient details. Furthermore, 
the incorporation of exhaustive medical histories into the 
blockchain amplifies concerns regarding storage limitations. 
The nascent and progressively developing characteristic of 
blockchain technology, together with a pervasive lack of 
awareness and insight, renders its integration into healthcare 
notably intricate. The shift from conventional Electronic 
Health Record (EHR) systems to a blockchain-oriented 
approach demands a hefty investment in systemic 
modifications. The lack of set standards in the swiftly 
progressing field of blockchain further complicates and 
protracts its practical implementation. Consequently, global 
authorities ought to formulate standardized policies to promote 
the secure and efficient amalgamation of blockchain 
technology into healthcare [4]. Having the hurdles in managing 
the medical data and not having standards in how to use the 
blockchain pave the road to the necessity for global authorities 
to establish standardized policies which is the way for a 
transformative shift from conventional Electronic Health 
Record systems. 

In a 2016 article published by Naim Yaraghi at the 
Brookings Institute, light was cast on the multifaceted reasons 
placing medical records at an elevated risk of security 
breaches. Initially, medical records pose as a lucrative target 
for cybercriminals due to the embedding of sensitive individual 
data, such as birth dates, social security identifiers, and 
physical addresses. Secondly, these records generally traverse 
across various stakeholders, encompassing patients, medical 
establishments, physicians, and hospitals. Additionally, data 
contained within medical records often preserves its relevance 
over extensive durations, granting access to historical patient 
data. Intriguingly, Yaraghi's research unearthed an alarming 
surge of 1,500% in data violations from 2010 to 2016, 
illustrated in Fig. 1. 

Within the healthcare sector, burgeoning apprehensions are 
discernible among patients regarding the potential 
unauthorized disclosure of their medical records, attributed to 
the susceptibilities of medical devices to hacking whilst 
assimilating vital medical data for scrutiny [6]. Furthermore, 
the domain of medical image sharing is positioned to garner 
advantages from the integration of blockchain technology [11]. 
The transition from tangible to digital formats for 
disseminating medical images has notably enhanced the 
security and accessibility of such images amongst healthcare 
practitioners. In the past, patients bore the onus of maintaining 
and sharing physical copies on disks, a practice fraught with 
risks pertaining to loss or damage. Currently, a strategy dubbed 
the Image Share Network (ISN), conceived by the Radiological 
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Society of North America (RSNA), provides a resolution to 
this challenge. 

Moreover, a surge is not merely observed in structured 
medical record data, but also in the volume and dimensions of 
medical images. These images wield paramount importance 
across a multitude of medical disciplines, inclusive of clinical 
diagnostics, pinpointing pathologies, studying anatomical 
structures, and formulating therapeutic plans. A concurrent 
predicament in the prevailing healthcare framework pertains to 
the incongruence among disparate healthcare entities [10]. The 
integration of internal healthcare systems with external 
facilities is an intricate endeavor, often referred to as the multi-
organizational data exchange dilemma. This scenario calls for a 
securely encapsulated and uncomplicated methodology for 
exchanging patient data across various organizations. 

 
Fig. 1. Data breaches between 2010 and 2016 [4]. 

In a bid to surmount these challenges, healthcare systems 
have promulgated a novel assortment of requirements that zero 
in on issues related to security and data sharing. These 
prerequisites encompass: (a) bestowing access at a granular 
level; (b) orchestrating distributed data management; (c) 
assuring data immutability to uphold authenticity and integrity 
of data; and (d) centering all transactions around the patient. 

III. CURRENT APPLICATION AND RELATED WORK 

Blockchain technology harbors the capability to mitigate 
numerous challenges pervading the healthcare sector. With the 
ever-expanding volume of health information technology 
(HIT) data, the imperativeness of safeguarding data access is 
exponentially magnifying. To accommodate these requisites, 
blockchain technology can be strategically employed, having a 
considerable influence across various healthcare facets, such as 
data management, precision of health records, medication 
prescriptions, maternal care, supply chain oversight, health 
record governance, and managing risk data. Furthermore, it can 
augment access control, enable efficient data distribution, and 
preserve a secure audit trail of medical operations [12]. Within 
the sphere of healthcare, blockchain boasts the potential to 
boost the accessibility, security, distribution, traceability, and 
immutability of medical records. A visualization of the 
multifaceted applications of blockchain within the healthcare 
domain is depicted in Fig. 2. 

Blockchain technology permeates numerous applications 
throughout the entire expanse of data gathering, analysis, and 

research, presenting a myriad of possibilities. A pivotal domain 
where it can wield a notable impact is Electronic Health 
Records (EHR), where its apt implementation becomes 
critically vital. This segment explores the intricate details and 
furnishes a use case for deploying a permissioned blockchain 
network to safeguard the compilation and distribution of 
medical information. By archiving medical records within a 
secure, decentralized, and unalterable ledger, it unlocks 
avenues for various other applications, including cooperative 
clinical investigations and detection of medical fraud. The 
inherent immutability of blockchain ensures that the data is 
resistant to tampering, thereby promoting transparency and 
security in each transaction. 

Beyond EHR, the potentialities of blockchain technology in 
the healthcare sector span various realms, including 
Neuroscience Research, the pharmaceutical domain, and 
Medical Record & Image Sharing. The ensuing sections will 
impart comprehensive insights into the applications related to 
Electronic Health Records and Image Sharing. 

In recent times, myriad authors have scrutinized the fusion 
of blockchain into healthcare. This technology proffers 
solutions to counteract the challenges pervasive in present 
electronic medical record systems and contributes additional 
value to treatment processes and remote access to patient data, 
all while safeguarding the pinnacle of privacy and security of 
healthcare information. Although ample research has been 
performed on the theoretical facets of blockchain in healthcare, 
only a select few have explored practical implementations of 
blockchain-oriented medical record systems. 

In a 2019 paper, Asma Khatoon [14] honed in on 
employing blockchain-based smart contracts in healthcare 
management. This endeavor encompassed a review of 
applications of blockchain technology in healthcare spanning 
from 2016 to 2019. Asma illustrated the execution of a 
healthcare management system predicated on smart contracts 
and blockchain, elucidating potential merits of decentralization 
within the healthcare ecosystem, which included cutbacks in 
transaction expenditures, curtailed administrative overheads, 
and the omission of intermediaries. 

 
Fig. 2. Applications of blockchain in healthcare [2], [11]. 
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In a distinct study, Daisuke et al. [15] employed the 
Hyperledger Fabric blockchain platform to convey medical 
data to the Hyperledger blockchain network, aggregating this 
data via smartphones with the foremost objective of registering 
healthcare data on the blockchain. 

Rouhani and the team [16] proposed a method aiming to 
circumvent the constraints of both permissioned and 
permissionless blockchains, utilizing the Hyperledger platform 
for healthcare data management, which is orchestrated by 
patients. 

Zhang et al. [17] ventured into the topic of blockchain and 
smart contracts, accentuating their potential in mitigating 
various healthcare challenges. They utilized blockchain 
technology across several healthcare use cases and underscored 
the challenges tethered to the incorporation of blockchain 
systems for enhanced healthcare solutions. 

The proposed implementation highlighted herein is a native 
cloud-based solution tailored to securely store a vast volume of 
patients' medical records. It employs the Hyperledger 
framework to facilitate secure blockchain implementations, 
ensuring data segregation among participants. Moreover, the 
solution avails itself of Amazon Managed Blockchain, which 
facilitates network genesis and scaling for numerous 
applications executing millions of transactions. To maintain 
security, the service functions within an Amazon Virtual 
Private Cloud (Amazon VPC), assuring that external services 
are incapable of accessing the resources. 

IV. FRAMEWORK IMPLEMENTATION 

A. Framework Selection and Architecture 

Kicking off the execution phase, the primal choice revolved 
around pinpointing the blockchain framework to deploy, 
wrestling between permissioned and permissionless avenues. A 
substantial portion of preceding scholarly efforts, as cited in 
our initial sections, leaned towards utilizing a permissionless 
network, intertwined with smart contracts. Nonetheless, 
navigating through the delicate waters of personal medical 
records and their inherent sensitivity prompted us to gravitate 
towards the Hyperledger framework, thereby ensuring an 
impenetrable fort of access, reserved solely for sanctioned 
members within our blockchain network. 

In contrast, a permissionless blockchain operates on an 
open-door policy, welcoming any individual to join the 
network sans approval and bestowing upon all members 
unbridled access to data, which raises substantial concerns, 
especially when dealing with confidential data. Our selection, 
therefore, skewed towards the Hyperledger framework as 
opposed to Ethereum. Hyperledger stands out as a 
permissioned blockchain platform, meticulously limiting 
access only to vetted nodes, thereby becoming a vigilant guard 
of sensitive patient medical records, which may encapsulate 
confidential datasets including birthdates, national IDs, and 
medical diagnostics. Within the landscape of a permissionless 
system, such data could potentially lay bare, exposed to 
unanticipated entities, thereby man dating bespoke protective 

solutions. Hyperledger, with its permissioned architecture, 
inherently satisfies this prerequisite, orchestrating access 
control symbiotically with member roles. 

Piercing through the security and data conservation layers, 
financial investment emerges as another pivotal aspect 
demanding scrupulous attention. Ethereum, grounded on the 
computationally hefty proof-of-work (PoW) algorithm, 
necessitates considerable outlays for mining activities and 
transactional costs. Anticipating a bustling highway of 
transactions, such an approach would fast morph into a 
financially draining avenue, tethering its pragmatic application. 
Conversely, Hyperledger harnesses consensus algorithms that 
are markedly lenient on computational expenses, enhancing its 
cost-effectiveness. 

Arvind et al. [18] implemented a solution by employing 
IBM cloud and Kubernetes containers. Our suggested approach 
leverages Amazon Web Services and embraces server less 
principles, affording us the capability to pay solely for active 
resources and to dynamically adjust scaling in response to 
traffic fluctuations. This approach yields noteworthy 
performance outcomes, as elaborated in the subsequent results 
section. 

Concurrently, AWS brings to the table scalability and a 
pragmatic pay-as-you-use model, permitting us to financially 
commit only towards resources engaged actively. A meticulous 
selection of AWS services has been orchestrated to cater to our 
specified needs, encompassing: (a) Amazon Managed 
Blockchain, acting as the secure vault for patient medical 
records; (b) Amazon Virtual Private Cloud, driving our 
solution within a secluded network, shielding against 
unsanctioned ingress; (c) Amazon Elastic Compute Cloud, 
managing the deployment of chain code and client code; and 
(d) AWS Secrets Manager, assuring a secure stewardship of 
network keys. 

B. System Architecture and Implementation 

Our system has been architecture utilizing Amazon 
Managed Blockchain, with a distinct emphasis on employing 
the Hyperledger Fabric framework. This amalgamation 
guarantees a robust and secure sanctuary for the storage of 
patients' medical records. Depicted in Fig. 3 is the structural 
blueprint of our suggested framework, illustrating a schematic 
view of our infrastructural layout and data flow within the 
system. We have imposed additional layers of security 
protocols, assuring that network access is strictly bound within 
the Virtual Private Cloud (VPC) to shield the data and 
operations from unauthorized accesses and potential threats. 

The focus of our solution leans towards provisioning a suite 
of APIs tailored for Health Administrators, equipping them 
with the digital tools necessary to create, retrieve, update, and 
delete patient records securely within the Hyperledger Fabric 
database. This not only ensures secure data management but 
also facilitates a seamless interaction with the stored medical 
records, enhancing the efficiency and efficacy of 
administrative tasks within the healthcare setup. 
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Fig. 3. High level system architecture diagram [1].

This initiative represents a pivotal inaugural step in our 
explorative journey to devise a holistic system that 
accommodates various user profiles, such as patients, 
healthcare providers, and healthcare facilities, intertwining 
them within a secure, transparent, and accessible digital 
environment. It further paves the path toward an integrated 
healthcare data management system where various 
stakeholders can interact and access necessary data with ease, 
ensuring that every piece of vital information is securely 
stored, accurately updated, and easily retrievable when needed, 
thereby elevating the standards and efficiency of healthcare 
service provision. 

Within the framework of the Hyperledger blockchain 
network, the system meticulously assigns unique roles and 
permissions to its participants, facilitating judicious 

administration and regulated access to medical records. This 
strategic allocation not only safeguards the confidentiality and 
integrity of the data but also ensures that each participant 
interacts with the system in a manner consistent with their 
responsibilities and requirements. This level of meticulous 
oversight, underpinned by a robustly structured blockchain 
network, affords a secure, efficient, and transparent platform 
where every access, transaction, and modification is not only 
authenticated and authorized but also immutably logged, 
thereby ensuring accountability, traceability, and compliance 
with stringent data protection regulations. This systemic 
architecture inherently supports the preservation of sensitive 
medical data, ensuring its availability and integrity while 
simultaneously safeguarding it from unauthorized and 
potentially malicious access. 
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 Member A, embodying a patient within the system, is 
endowed with the privilege to access and peruse solely 
their own individual medical record. Furthermore, they 
are vested with the authority to modify their address 
information, thereby facilitating the maintenance of up-
to-date contact details. This approach not only fortifies 
the patient’s control over their own personal data, 
ensuring they have a continuous and accurate view of 
their medical history, but also empowers them to 
participate actively in maintaining the integrity and 
currency of their records. In so doing, the system 
supports a collaborative model where individuals and 
healthcare providers collectively contribute to the 
holistic and accurate representation of patient data, 
enhancing the quality and reliability of the healthcare 
delivery process. This not only adheres to data 
protection principles but also engenders a participative 
environment that is crucial for effective healthcare 
management and delivery. 

 Member B, symbolizing a healthcare facility, is 
bestowed with more expansive permissions within the 
system. They are sanctioned to forge and refresh 
detailed medical records for singular or multiple 
patients. This entails the aptitude to inject and adjust 
diverse elements of the patients' health histories, 
comprising medical antecedents, diagnostic 
information, administered treatments, and 
corresponding test outcomes. Moreover, Member B is 
also granted the ability to assimilate patient admission 
specifics, like pertinent dates and undergone 
procedures. This role ensures that healthcare facilities 
can maintain a thorough and up-to-the-minute dataset, 
crucial for rendering optimal patient care. With a 
comprehensive view of patient data, from initial 
admission details through ongoing treatment updates, 
Member B plays a pivotal role in crafting a rich, 
multidimensional patient record that supports informed 
and timely healthcare decision-making. By having this 
enriched and detailed access, healthcare facilities can 
ensure that healthcare practitioners are equipped with 
the necessary data to provide efficient, accurate, and 
tailored healthcare services, aligning care strategies 
closely with individual patient needs and histories. 
Consequently, this holistic and nuanced access to 
patient data contributes to enhancing the overall quality 
and efficacy of healthcare delivery within the facility. 

 Member C, functioning as an enforcement entity, 
fulfills a specialized role within the blockchain network. 
Their fundamental duty revolves around soliciting and 
procuring legitimate medical records primarily for 
exploratory or investigatory pursuits. This provision 
permits them to acquire relevant patient information 
crucial for steering investigations or navigating through 
legal processes. Despite having the capability to access 
certain data, their permissions are explicitly constricted 
to merely fetching records, devoid of any authority to 
enact modifications or adjustments to the encapsulated 
information within those records. Such controlled 
access safeguards the integrity of the medical data while 

ensuring that enforcement agencies can validate or 
corroborate details imperative to their work without 
compromising the confidentiality and accuracy of the 
stored patient information. Consequently, their role in 
the system is pivotal for establishing a balance between 
data accessibility for legal and investigative adequacy 
and safeguarding the immutable nature of medical 
records within the blockchain. The confined access 
underscores a meticulous approach to data 
management, reflecting a commitment to uphold data 
privacy and security in tandem with operational 
transparency during examinations and legal 
occurrences. 

Leveraging the AWS Command Line Interface, a 
blockchain network is constructed through a methodological 
procedure, which unfolds in a series of eight distinct steps, as 
visually depicted in Fig. 4. This structured approach allows for 
the meticulous establishment of the network, ensuring that each 
phase is executed with precision and accuracy, thereby 
facilitating a stable and reliable blockchain environment. The 
AWS Command Line Interface provides an intuitive and 
efficient medium for performing network creation, enabling 
developers to navigate through each development stage 
effectively. Through this guided process, each subsequent step 
unfolds, crafting a robust blockchain network that stands 
poised to handle the subsequent data management and 
transaction needs that it will host. This procedural depiction in 
Fig. 4 serves not only as a visual guide but also as a structural 
blueprint, illuminating the path from initiation to full network 
deployment in a clear, step-wise fashion. 

Initiating the development of a blockchain network 
involves several critical steps, each designed to ensure optimal 
functionality and security. The subsequent paragraphs elucidate 
these steps: 

1) The inception of the network commences with its 

creation, during which the selection of the framework type is 

pivotal. For this instance, Hyperledger Fabric version 2.2 has 

been chosen as the preferred framework. 

2) Subsequently, a member is formulated with a petite 

instance type, a strategy intended to maintain economical cost 

management during the preliminary setup phase. 

3) Ensuring additional security, a virtual private cloud 

endpoint is configured for the network, thereby guaranteeing 

access exclusivity within this VPC. 

4) Proceed to formulate a peer node. The nodes are 

quintessential for interaction, facilitating querying, updating, 

and maintaining a localized copy of the ledger by interacting 

with other members' peer nodes within the blockchain. 

5) The creation of a client is imperative to streamline 

interaction within the network and to successfully deploy the 

chain code. 

6) Administrative user enrollment within the certificate 

authority (CA) of the created member transpires subsequently. 

It is paramount to secure the user’s password, a task aptly 

handled by Amazon Secrets Manager. 

7) Utilizing the administrative client instance, a channel is 

inaugurated, fostering the sharing of the ledger across the 
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entirety of the network, providing that all members concur on 

a universal channel. 

8) Looking towards future enhancements, the option to 

invite new members to affiliate with the network can be 

explored. Such augmentation facilitates the participation of 

varied user categories, including administrators and healthcare 

providers, thereby diversifying user participation. 

Each step is paramount in ensuring the streamlined 
functioning, interactive capability, and secure data 
management within the blockchain network. These steps 
should make the process of creating a blockchain network on 
AWS more understandable and accessible. 

 

Fig. 4. Create blockchain network steps [4]. 

C. System Functionality 

In the ensuing section, we demystify the findings and 
performance indicators derived from our experimental 
exertions. Our investigative ventures were coordinated 
employing a test dataset that is germane to patient healthcare 
records. Test automation and quality assurance play an 
important role in monitoring test results because they reduce 
human effort and cost and improve the accuracy of results [19]. 
For the enactment of these experiments, we utilized the open-
source Gatling library, involving ourselves in executing 
concurrent operations which include, but are not limited to, the 
creation, retrieval, and updating of patient records, alongside 
obtaining historical data. The script was set into motion with an 
inaugural group of ten concurrent users and was systematically 
scaled to integrate up to 2,000 users over a span of 100 
seconds. This method of scaling afforded us the ability to 
assess the system’s performance while simultaneously 
accommodating up to 20 concurrent users for each of the four 
distinct operations. 

The results indicated that the proposed solutions are 
effective and well-developed for addressing real-world needs. 
What distinguishes this platform is its effective utilization of 
Amazon web services. In brief, although the experimental 
outcomes emphasize the system's potential efficacy in 
situations with high demand, additional investigation is 
necessary to confirm its suitability in practical healthcare 
environments. This involves considering various technical, 
regulatory, and user experience factors that may impact its 
performance and acceptance. 

The ensuing illustrations elucidate the results procured 
from the Gatling tool:  

 Fig. 5 delineates the spectrum of Response times and 
the count of requests.  

 Fig. 6 unveils the count of active users over the duration 
of the experiment, reaching an apogee of 1,706 active 
users at a particular juncture during the experimental 
phase.  

 Fig. 7 sheds light on the dispersion of response times, 
illustrating the duration requisite to procure a response 
from the server. 

Each diagram provides a visual representation that aids in 
comprehending the performance and response capabilities of 
the system during various levels of user load and interaction, 
offering valuable insights into its operational viability. 

An essential consideration is the expense associated with 
infrastructure. Numerous current healthcare data management 
systems depend on expansive server farms and physical 
infrastructure, leading to substantial maintenance and upgrade 
costs. In comparison, our system utilizes the cost-effective 
'Starter' edition of Amazon Managed Blockchain, lessening the 
financial strain on healthcare providers and enabling scalable 
expansion without requiring a substantial initial investment. 

 
Fig. 5. Response time percentile over time for successful request. 

 

Fig. 6. Number of requests per second. 

 

Fig. 7. Number of responses per second. 
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V. CONCLUSION AND FUTURE WORK 

This paper unveils a pioneering methodology toward 
devising a high-performance, cloud-centric solution for 
safeguarding and accessing medical records within a 
Hyperledger blockchain network. The implementation is 
proficient in adroitly managing the migration of historical data, 
including a magnitude of five million records, and can 
effectively administrate daily data influxes. The system's 
capability to accommodate concurrent users was tested 
utilizing the starter edition of Amazon Managed Blockchain 
machine type, thereby illustrating its scalability and cohesive 
integration with AWS services. 

Moreover, the paper accentuates the crucial role of testing 
automation and quality assurance in authenticating 
experimental outcomes, diminishing human labor and financial 
expenditure while enhancing precision. 

The suggested system is predominantly centered around 
data storage and analysis, laying a foundation for future 
enhancements and the integration of novel features to amplify 
functionality and security. This encompasses potential 
amalgamation with nascent technologies like artificial 
intelligence and machine learning to expedite diagnostic 
processes. Furthermore, enhancements such as multifaceted 
authentication to secure personal, confidential information and 
the option to scale to more substantial machine sizes for 
bolstered performance are contemplated. These prospective 
enhancements underscore the potential for ongoing system 
development to cater to the evolving demands of healthcare 
data management. 
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Abstract—This paper introduces an advanced method for 

enhancing the security of image transmission. It presents a novel 

color image encryption algorithm that combines hyperchaotic 

dynamics and deep learning medium and long short-term 

memory (LSTM) networks. Firstly, the chaotic sequence is 

generated using the Lorenz hyperchaotic system, then the Lorenz 

chaotic system is discretized and iteratively processed using the 

fourth-order Runge-Kutta (RK4) method, and then the deep 

learning LSTM model is used to transform the chaotic sequence 

processed by the Lorenz hyperchaotic system into a new 

sequence for training. Finally, according to the new chaotic 

signal, the Arnold disruption and Deoxyribo Nucleic Acid (DNA) 

encoding double disruption diffusion are performed to derive the 

ultimate encrypted image. Through the analysis of multiple color 

image simulation experiments, the algorithm presented in this 

paper can well realize the encryption on color images and can 

achieve lossless encryption, with strong resistance to differential 

attack, statistical attack and violent attack. Compared with the 

literature analysis, the correlation coefficient, information 

entropy and pixel change rate of this paper are closer to the ideal 

value, and it has higher security and better encryption effect. 

Keywords—Image encryption; Lorenz Chaotic System; LSTM 

model; deep learning; DNA encoding 

I. INTRODUCTION  

With the advancement of information technology, big data, 
5G and cloud computing technologies are inseparable from 
many areas of daily life, such as education, military, medicine 
and scientific conferences. However, while the Internet has 
brought great convenience, large amounts of data face 
numerous challenges, such as espionage, theft, usurpation, and 
modification, leading to numerous information security 
incidents. One such area is digital images, where the 
transmission of image data is an integral part of Artificial 
Intelligence (AI) systems. Through the use of image encryption 
technology, images can be encrypted so that they are not easily 
stolen or tampered with during transmission, thus ensuring the 
security of transmission. In the field of AI, personal image 
data, such as face recognition and human posture recognition, 
plays a significant role. Image encryption technology can be 
used to encrypt and protect these sensitive image data to ensure 
the security of personal privacy. 

As an important carrier of information, digital image is a 
two-dimensional image composed of discrete pixels (picture 
element), each pixel represents a point in the image with 
specific position, brightness and color information. They can 
be generated by digital cameras, scanners or computers, and 
stored and processed in digital form. They contain important 

information in areas such as defense medicine, and education 
[1]. To guarantee the security of the transmission process, the 
most effective way is encryption. Traditional encryption 
methods include symmetric encryption, which is one of the 
earliest and simplest encryption methods that performs 
encryption and decryption operations on plaintext by using the 
same key, and some of the most commonly used symmetric 
encryption algorithms include the Advanced Encryption 
Standard (AES), Data Encryption Standard (DES), Triple Data 
Encryption Standard (3DES), and others [2]. Symmetric 
encryption offers the benefits of excellent efficiency and high 
speed, but it needs to secure the key transmission process. 
Asymmetric encryption, also known as public key encryption, 
involves a public key that can be used by anyone to encrypt 
data, while the private key is retained exclusively by the key 
holder for decrypting the data. Prominent asymmetric 
encryption methods encompass Rivest-Shamir-Adleman (RSA) 
and Elliptic Curve Cryptography (ECC), Digital Signature 
Algorithm (DSA) [3]. These algorithms are primarily 
developed for text-based application information and are less 
efficient in encrypting images with high image pixel 
correlation and extensive redundancy. It is difficult for 
traditional image encryption methods to overcome the 
difficulties in key distribution, resulting in illegal theft of 
ciphertext and low security. Deep learning algorithms have 
high complexity, good chaos characteristics and strong 
parameter sensitivity, and can be applied in the field of image 
encryption. Therefore, this paper, we investigate image 
encryption algorithms for chaotic systems with more complex 
performance and higher security. 

II. CURRENT STATUS OF RESEARCH 

With the dissemination of digital images in the network, the 
security of digital images has emerged as a significant concern 
[4]. To enhance data security, numerous image encryption 
algorithms have been introduced, including those based on 
chaotic systems [5], compression perception [6], DNA coding 
[7], S-box transform [8] and transform domain [9]. In the 
1960s, Lorenz, a scientist from Massachusetts Institute of 
Technology (MIT) in the United States, proposed chaotic 
system for the first time, and attracted widespread attention and 
research, and scholars from various countries gradually utilized 
chaotic systems in picture encryption. In 1997, Fridrich 
pioneered the application of chaotic systems in image 
encryption for the inaugural time [10]. Usually, chaos-based 
image encryption algorithm mainly consists of disarray and 
diffusion, disarray is to diminish the correlation between 
adjacent pixels in a plaintext picture by changing the spatial 
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position between pixels, and diffusion refers to changing the 
pixel value of an image. 

Chaotic systems are a class of dynamic nonlinear systems 
that exhibit non-stationarity, unpredictability and strong 
sensitivity. Due to their unpredictability and complexity they 
are widely used in information security and random number 
generation. Chaotic signal as the core of chaotic image 
encryption consists of the following two kinds of chaotic 
systems: one is a one-dimensional chaotic system, a nonlinear 
dynamical system containing only one independent variable, 
such as Logistic mapping, Henon mapping, Sine mapping, etc., 
which is simple in structure, high in operational efficiency, and 
has different dynamical characteristics, but the system key 
space is small and vulnerable to attacks, and can be determine 
the chaotic characteristics by analyzing the bifurcation map, 
periodicity and so on. Another kind of chaotic system is multi-
dimensional chaotic system, which contains multiple variables 
and has more complex and diversified dynamics 
characteristics, such as Lorenz system, Chen system, etc. These 
systems introduce more state variables, have higher complexity 
and heightened sensitivity to starting conditions, making them 
prevalent in the realm of image encryption. 

In order to enhance the security of image encryption, 
Alghamdi Yousef and Munir Arslan proposed an encryption 
algorithm with a nonlinear feedback shift register in their 
literature [11]. This algorithm improves security through 
multiple rounds of encryption, row substitution, column 
substitution, and bit-level substitution, resulting in higher 
quality and efficiency. The paper provides detailed insights 
into how the algorithm achieves these improvements. Chen Xin 
et al. proposed the algorithm of quantum chaos and DNA 
coding in literature [12], by studying the properties of IEA-
QCDC, plaintext attack was used to obtain the key, and DNA 
coding operation was used to obtain the encrypted image, 
making full use of the security defects of IEA-QCDC and 
achieving better encryption effect. Ding Dawei, Wang Jin et al. 
proposed a fractional-order amnesia-coupled chaotic mapping ( 
MCCM), using internal parameters, to make the system more 
stable and more conducive to the application in the field of 
chaotic engineering, through experimental analysis, the system 
exhibits a heightened level of dynamic complexity, leading to 
the development of a secure medical picture encryption 
scheme, which provides technical support for the security of 
the medical field, with good security and robustness [13]. 
Liang Qin et al. tackled the problem of insufficient security in 
one-dimensional chaotic systems. They introduced a novel 
one-dimensional chaotic system with the aim of bolstering 
security. They introduced a new one-dimensional chaotic 
system designed to enhance security. This new system, known 
as one-dimensional sine-cosine chaotic mapping (SCCM), 
leverages index mismatch of chaotic sequences in image rows 
and columns, and incorporates random DNA code selection to 
enhance the encryption process's resistance against plaintext 
attacks, resulting in improved encryption effectiveness [14]. 
Francesco Castro et al. introduced a secure fingerprint 
authentication image encryption scheme. The primary 
objective of this scheme is to bolster the security and resilience 
of safeguarding medical images. To address the issue of 
medical image insecurity during transmission and safeguard 

patient privacy, the scheme employs chaotic encryption with a 
replacement key for encrypting private images. Additionally, it 
implements a hybrid encryption approach based on the ECC 
and AES, resulting in improved security [15]. Meanwhile, as 
deep learning technology continuously advances, more 
algorithms that utilize the fusion of deep learning and chaotic 
systems are widely used. Ulises Manuel Ramirez Alcocer et.al 
introduced a deep learning approach that utilizes the LSTM 
network to monitor medical processes. This approach has been 
found to yield improved results in the medical field [16].  

To summarize the state of multi-dimensional chaotic 
systems and the extensive application of deep learning, this 
paper introduces a novel approach that leverages LSTM 
networks to generate new chaotic signals. These signals are 
subsequently applied in chaotic systems and iterated using 
Lorenz mapping to create pseudo-random sequences. The 
algorithm further employs the Arnold algorithm and DNA 
coding for double disruption to enhance security. This leads to 
an expanded key space and increased resistance to attacks. 
Compared with the reference [17], the original equalization 
method using 3D histogram is discarded, and the LSTM 
model, which has better performance in long sequences, is used 
to enhance the sequence complexity. The traditional encryption 
method is only related to the image pixel arrangement, and the 
encryption is too single and simple, this paper increases the 
number of parameters through the addition of deep learning 
LSTM, so that the chaotic system reaches a super chaotic state, 
and at the same time, constructs the DNA encoding rules, 
which ultimately affects the factors to increase, and improves 
the security of the algorithm, as well as the encryption 
efficiency, and has a higher value of using it in the 
confidentiality. 

III. BASIC THEORY 

A. Lorenz Chaotic System 

Lorenz chaotic system is a three-dimensional nonlinear 
system of ordinary differential equations, which is composed 
of three coupled nonlinear differential equations with good 
chaotic properties and initial value sensitivity, and is often 
widely used as a classical pseudorandom generator in the field 
of image encryption [18]. The Lorenz system is defined as 
depicted in Eq. (1). 

 
Fig. 1. Phase diagram of hyperchaotic lorenz attractor. 
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 ̇   (   )    
 ̇          

 ̇        
 ̇         

  (1) 

where,  ̇， ̇， ̇， ̇ are the chaotic states of the system, 

for the control parameters a, b, c and r of the Lorenz system, 
when these parameters satisfy a=10, b=8/3, c=28, and       
       , the system enters a state of hyperchaotic. The 
attractor phase diagram of the hyperchaotic Lorenz system can 
be observed in Fig. 1. When the system control parameter r=-1, 
the Lyapunov exponents in Eq. (1) are as follows in order: 
0.3381, 0.1586, 0, and -15.1752. Notably, this sequence 
contains two Lyapunov exponents greater than zero. The chart 
of the Lyapunov exponent diagram is shown in Fig. 2. 

 
Fig. 2. Lyapunov exponent plot. 

 
Fig. 3. LSTM model diagram. 

B. LSTM Model 

LSTM can be viewed as a specialized variant of Recurrent 
Neural Network (RNN), primarily developed to address the 
challenges related to gradient vanishing and gradient explosion 
when training with lengthy sequences [19]. LSTM's unique 
architecture and memory retention mechanisms make it 
particularly well-suited for a wide range of applications. RNN 
is a kind of neural network dealing with sequential data. Based 
on the RNN model, the LSTM model introduces a gating 
mechanism (Gates) to solve the short-term memory problem of 
RNN, which is able to capture long-term dependencies, thus 
enabling the recurrent neural network to better leverage long-
range temporal information and have better performance in 
longer sequences. The LSTM model includes three key logical 

control units: the Input Gate, Output Gate, and Forgetting Gate. 
These units are connected to a multiplication element, forming 
the core structure of the LSTM model, as illustrated in Fig. 3. 
These components play a crucial role in controlling 
information flow and memory retention within the network, 
allowing it to excel in tasks involving longer sequences. 

The cell is a memory unit that represents the memory of the 
neuron's state, providing the LSTM unit with the capability to 
store, retrieve, reset, and update long-term information. When 
the moment t, the LSTM neural network defines the formula 
as: 

         (   ,       -    )

         (   ,       -    )

         (   ,       -    )

 ̃      (   ,       -    )

               ̃ 

          (  )

 (2) 

where    、  、  and   denote Forget Gate, Input Gate, 

Output Gate, and cell, respectively, as mentioned in Fig. 3.   , 
on the other hand, denotes the recursive connection weights of 
the corresponding gates, respectively, and sigmid and tanh 
denote the two activation functions. 

C. Arnold Mapping 

Arnold mapping is a chaotic mapping technique that 
repeatedly applies folding and stretching transformations 
within a bounded region, serving as a primary method for 
permutation. The transformation principle involves performing 
a shearing transformation along the x-axis, followed by a 
similar transformation along the y-axis. Finally, a modulo 
operation is used to implement cut-and-fill operations, altering 
the layout of image grayscale values by changing the pixel 
coordinates. The specific transformation formula is: 

.
    

    
/  .

  
  

/ .
  

  
/      .

 
 

/  (3) 

D. DNA Coding 

In the field of biology, medicine and other applications, the 
information of many organisms in nature exists in DNA, and 
DNA can be arranged according to different rules and 
sequences to achieve the effect of disarray through the 
disarrangement of rows and columns. DNA consists of four 
kinds of DNA, which are adenine (A), thymine (T), guanine 
(G) and cytosine (C). In accordance with the rules of 
complementary base pairing in biology, A is paired with T, 
while G is paired with C. In computer systems, the 
complementarity of the two bases is determined by the fact that 
they are complementary to each other. In a computer system, 
the complementary pairing rules are similar to the pairing rules 
for binary coding, 0 and 1. Therefore, the four varieties of 
deoxyribonucleotides can be denoted using two binary digits, 
yielding a sum of 24 feasible codes. However, only eight 
coding rules, in accordance with DNA coding standards, are 
retained, as shown in Table I [20]. Every pixel in a grayscale 
image can be denoted using 8-bit binary numbers consisting of 
0 and 1. Similarly, each pixel value can be encoded using a 
DNA sequence comprising four nucleotides. As an illustration, 
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the decimal number 232 can be expressed in binary as 
11101000, and following the DNA coding rules, this binary 
sequence can be converted to the DNA sequence TGGA. 

In the process of image encryption, DNA arithmetic rules 
are employed, encompassing DNA addition, DNA subtraction, 
and DNA dissimilarity operations. Adding and subtracting 
DNA sequences follow similar principles to traditional 
algebraic calculations [21], and the rules for these arithmetic 
operations are provided in Table II and Table III. 

TABLE I. DNA CODING RULES 

Rule 1 Rule 2 Rule 3 Rule 4 Rule 5 Rule 6 Rule 7 Rule 8 

A-00 A-00 C-00 G-00 C-00 G-00 T-00 T-00 

T-11 T-11 G-11 C-11 G-11 C-11 A-11 A-11 

C-01 G-01 A-01 A-01 T-01 T-01 C-01 G-01 

G-10 C-10 T-10 T-10 A-10 A-10 G-10 C-10 

TABLE II. DNA ADDITION RULES 

+ A T C G 

A A T C G 

G G C T A 

T T A G C 

C C G A T 

TABLE III. DNA SUBTRACTION RULES 

- A T C G 

A A T C G 

G G G C A 

T T T A C 

C C C G T 

IV. IMAGE ENCRYPTION 

A. Encryption Algorithm 

The image encryption algorithm presented in the paper 
follows the traditional rules of disarray and diffusion, and 
proposes a double disarray by combining Arnold mapping and 
DNA encoding. During the encryption process, the initial key 
of the original image P is first obtained using a hash function. 
Following this, a chaotic sequence is produced using the 
hyperchaotic Lorenz system, and the system is subjected to 
discretization and iterative processing using the Runge-Kutta 
method. The deep learning LSTM model is utilized to leverage 
temporal features for both training and analyzing the chaotic 
sequence, ultimately generating a novel chaotic sequence. 
Finally, double permutation is applied to shuffle and diffuse the 
pixels, resulting in the ultimate encrypted image. The primary 
encryption procedure of the algorithm are illustrated in Fig. 4. 

B. Encryption Process 

1) Key generator: The key for the plaintext image P is 

determined through the SHA-256 function, which serves as 

the fundamental component of the key generator. First take the 

plaintext image P as input, use the function to generate a 64-

bit digest, convert it to 256-bit binary as output, and divide it 

into groups of every 8 bits to get a 32-bit segmented 

keystream   *               +, where   ,             are 

all 8-bit hash values. 

According to the generation rule of key flow,   is 
processed as follows, according to Eq. (4) to Eq. (7), the initial 
state parameters of the system *           +  can be 
computed, and through Eq. (8), we get the key    which is 
related to the plaintext, and then we generate pseudo-random 
sequences    

    used for the subsequent Arnold diffusion. 
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2) Preprocessing: The RK4 is a suitable method for 

solving differential equations. It achieves higher 

computational accuracy by approximating the differential 

equations in four discrete steps over a specific time interval of 

the solution. The discretized equations are as follows: 

        
 

 
(             )

    (     )

    .   
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    .   
 

 
    

 

 
  /

    (           )

 (9) 

In this method, the subsequent value      is calculated by 
multiplying the current value    with the period h and reckon 
slope. The slopes are represented as follows:    is the slope at 
the start of the period,    and    correspond to the slopes in the 
middle of time, and    indicates the slope at the conclusion of 
the time period. The Lorenz chaotic system is discretized using 
RK4 and iterated T+MN times, discarding the first T times to 
eliminate transient effects and increase safety, four new 
sequences   ,   ,   ,    are obtained. 
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Fig. 4. Encryption flow chart. 

3) LSTM training: By configuring the parameters of 

LSTM, the preprocessed sequences are trained, and a portion 

of the length l of the pseudo-random sequences   ,   ,   ,    

are respectively selected for deep learning. The initial learning 

rate is represented as 'r', the learning rate decreasing factor is 

'p', and the length of the selected training sequences is 'l'. 

Following the completion of the training process, four novel 

pseudo-random sequences, namely X, Y, Z, and W, are 

generated. During the training process, the root-mean-square 

error (RMSE) serves as a more effective metric for 

quantifying the disparity between predicted and actual values. 

It offers heightened sensitivity to anomalous data and is 

defined as the square root of the average of the squared 

differences between the predicted and actual values, divided 

by the number of observations, denoted as n. In Fig. 5, the 

RMSE is depicted as it evolves with the number of iterations 

during the training process. As the number of iterations 

increases, the RMSE becomes smaller and gradually 

approaches 0, signifying that the model can make more 

accurate data predictions. 

4) Double disorder modeling: The color original image P, 

with dimensions M×N, is separated into three individual color 

channels: R, G, and B. The pseudo-random sequences  ,   are 

generated using LSTM generated sequences X. The 

decomposed channels are initially converted into one-

dimensional vectors, and then transformed into the coordinates 

using  ,   to get the transformed coordinates  , as shown in 

Eq. (10), and then Arnold disambiguation is carried out. 

   (     )

   (           )

     ( ( )   ( )       )   
 (10) 

After disorganization, the key     
    obtained in the key 

generation stage is used for forward and reverse diffusion 
according to Eq. (11) and Eq. (12) to obtain the new single-
channel image. The key    

 is used for forward diffusion, 

which is a kind of diffusion processing method based on 
different-or operation, and    is the key for reverse diffusion, 

where    represents the three channels R, G, B, and   
  

represents the new R, G, B channels. 

   (          )      

   (          )      
  (11) 

  
         (      )   (12) 

 
Fig. 5. RMSE variation curve. 

Through DNA encoding, the bases A, T, G, C and the 
binary pixel values are disambiguated according to certain 
rules, which consumes less time and has a strong 
disambiguation effect and is highly applicable in image data 
encryption [22]. Each chunk of the graphic representation P is 
encoded according to the rules in Table I, and the encoding 
rules are determined by the pseudo-random sequence X to get 
the matrix   

 . The obtained new three single channels are 

encoded according to Y to get the disarrayed matrix   
 . The 

encoded chunks are subjected to the DNA operation of   
  and 
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  in accordance with the rules established by the sequence Z, 

and the encrypted matrix   
  is obtained. Finally, DNA 

decoding of   
  is performed using W. Each chunk are 

combined to create the ultimate encrypted image   
 . 

C. Decryption Process 

The decryption process is the inverse application of the 
encryption. The individual channels of the encrypted picture 
are isolated, and the separated image is subjected to DNA 
coding inverse disambiguation, plus mode inversion, forward 
inverse diffusion. The Arnold inverse transformation is 
employed to extract the individual channels from the plaintext 
image, and subsequently, these channels are reconstructed and 
combined to obtain the original plaintext P. 

V. ENCRYPTION EFFECT ANALYSIS 

In this paper, we employ the MATLAB R2022b simulation 
platform to carry out encryption and decryption operations 
using the proposed algorithm, and we analyze its performance. 
The hardware specifications during the experiments include an 
Intel(R) Core(TM) i5-8265U CPU @ 1.60GHz, 1.80 GH. The 
experiments were conducted using 512×512 pixel color images 
of Lena, Baboon, Peppers, Airplane, and Splash color images 
for simulation testing. And the tests are performed in terms of 
histogram analysis, adjacent pixel correlation analysis, 
information entropy, differential attack analysis, robustness 
analysis and key space analysis. Fig. 6 shows the encryption 
and decryption effect of the color image, the encrypted image 
is entirely devoid of any visible information from the original 
image, making it impossible for an attacker to extract any 
meaningful data from the image, enough to resist the common 
means of attack such as differential attack, violence attack, and 
the algorithm yields a strong encryption effect. 

A. Histogram Analysis 

Histograms can display image information and offering a 
visual representation of the arrangement of individual 
grayscale values in picture. The frequency of occurrence is 
counted according to the size of the gray values. A better 
encryption algorithm should ideally render the histogram of the 
encrypted image so indistinct that a clear distinction cannot be 
discerned, the histogram can be evenly distributed. Histograms 
of plaintext images often exhibit clear statistical patterns, and 
attacks that exploit these patterns are known as statistical 
attacks [23]. To enhance the ability to resist statistical attacks, 
the histogram of the encrypted image should tend to a straight 
line, and there is a big difference between it and the plaintext 
histogram. For example, Fig. 7 shows the comparison of 
histograms before and after Lena's encryption. 

From the above figure, it is evident that the pixels between 
the original plaintext images have strong statistical regularity 
and are more susceptible to statistical attacks, the distribution 
of elements in the encrypted Lena image exhibits greater 
uniformity, the encrypted histogram is smoother, and making it 
difficult to extract information from the encrypted image, thus 
enhancing security and increasing resistance to statistical 
attacks by potential attackers. 

 
           (a) Lena              (b) ciphertext image   (c) decrypted image 

 
      (d) Baboon          (e) ciphertext image        (f) decrypted image 

 
     (g) Peppers           (h) ciphertext image      (i) decrypted image 

 
   (j) Airplane             (k) ciphertext image        (l) decrypted image 

 
    (m) Splash                     (n) ciphertext image    (o) decrypted image 

Fig. 6. Encryption and decryption effect diagram. 

 
            (a) R channel                  (b) G channel                    (c) B channel 

 
(d) R channel                         (e) G channel                   (f) B channel 

Fig. 7. Histograms of lena images before and after R, G and B channel 

encryption: (a)-(c) Plaintext; (d)-(f) Ciphertext. 
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B. Correlation Analysis 

During the image encryption process, the characteristics of 
image pixels make the correlation between neighboring pixels 
strong, and at the same time, it can disrupt the correlation 
between neighboring elements by disambiguating the pixels of 
the original picture, so as to achieve the purpose of resisting 
statistical attacks [24]. In a high-quality encryption algorithm, 
the lower the correlation between adjacent elements post-
encryption, the more favorable the outcome. To evaluate an 
encryption algorithm's ability to withstand statistical attacks 
more effectively, we randomly selected 5000 pairs of pixel 
values from the Lena image in various orientations. And then 
examined the correlation coefficients in the three directions 
both before and after encryption, separately for the three single 
channels of the Lena image. The outcomes of this analysis are 
presented in Fig. 8, 9, and 10. This can be clearly seen from 
these pictures the strong correlations present in the plaintext 
image across all directions before encryption. However, post-
encryption, the image exhibits a more uniform pixel 
distribution and scattered throughout the rectangular square 
matrix, there is no difference in the whole plane leading to a 
reduction in pixel-to-pixel correlations. The formula for 

calculating the correlation between two adjacent pixels can be 
expressed as follows: 

 ( )  
 

 
∑   

       (13) 

 ( )  
 

 
∑   

   (    ( ))
 
 (14) 

   (   )  
 

 
(    ( ))(    ( )) (15) 

    
   (   )

√ ( )√ ( )
   (16) 

where  ( ) and  ( ) denote the mathematical expectation 
of  ,   respectively, and    (   ) denotes the covariance of  , 
 . Through simulation test, compare and analyze the 
correlation coefficients before and after encryption of Lena and 
Baboon. Furthermore, a comparison was made with the 
correlations mentioned in the literature [25] [26], as shown in 
Table IV. The analysis reveals that the correlation of different 
channels (R, G, and B) in different directions before encryption 
is close to 1, indicating a higher correlation. In contrast, the 
correlation in the post-encryption image approaches the ideal 
value of 0. This algorithm offers a high level of security and 
exhibits enhanced resistance to statistical attacks. 

 
                 (a) Original level                        (b) Original vertical                         (c) Original diagonal 

 
                                                              (a) Ciphertext level                       (b) Ciphertext vertical                   (c) Ciphertext diagonal 

Fig. 8. Neighboring pixel correlation distribution before and after R-channel encryption of lena image. 

 
                                                                      (a) Original level                   (b) Original vertical                (c) Original diagonal 

 
                                                                    (a) Ciphertext level               (b) Ciphertext vertical              (c) Ciphertext diagonal 

Fig. 9. Distribution of neighboring pixel correlation before and after G-channel encryption of lena image. 
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(a) Original level                         (b) Original vertical                   (c) Original diagonal 

 
                                                                (a) Ciphertext level                     (b) Ciphertext vertical            (c) Ciphertext diagonal 

Fig. 10. Distribution of correlation of neighboring pixels before and after encryption of B-channel of lena image. 

TABLE IV. CORRELATION COEFFICIENTS OF DIFFERENT IMAGES IN THE THREE DIRECTIONS 

Imagery Directional 
Lena Baboon Literature 

[25] 

Literature 

[26] R G B R G B 

Plaintext image 

level 0.9805 0.9713 0.9387 0.9257 0.8673 0.9120 0.9726 0.9563 

vertical 0.9899 0.9836 0.9609 0.8664 0.7666 0.8852 0.9507 0.9242 

diagonal 0.9710 0.9565 0.9199 0.8531 0.7427 0.8510 0.9346 0.9015 

Ciphertext 

image 

level -0.0036 0.0099 -0.0048 0.0022 -0.0488 0.0001 0.0042 0.0053 

vertical 0.0017 0.0182 0.0056 0.0024 -0.0146 -0.0046 0.0027 0.0059 

diagonal -0.0036 0.0125 -0.0193 -0.0016 -0.0069 -0.0091 0.0070 0.0031 

TABLE V. INFORMATION ENTROPY 

Information entropy R-channel G-channel B-channel 

Imagery pre-encryption post-encryption pre-encryption post-encryption pre-encryption post-encryption 

Lena 7.2531 7.9993 7.5940 7.9993 6.9684 7.9993 

Baboon 7.7067 7.9993 7.4744 7.9992 7.7522 7.9992 

Peppers 7.3388 7.9993 7.4963 7.9993 7.0583 7.9994 

Airplane 6.7178 7.9993 6.7990 7.9993 6.2138 7.9993 

Splash 6.9481 7.9993 6.8845 7.9992 6.1265 7.9993 

C. Information Entropy 

Entropy is employed to characterize the intricacy of 
phenomena, and information entropy serves as a quantitative 
gauge of the level of randomness within a source, that is, it 
describes the complexity of a system. This metric can be 
applied to assess the randomness of an image by quantifying 
the dispersion of pixels with distinct grayscale values across 
different color channels. A distribution with higher uniformity 
indicates higher resistance to statistical attacks. Greater 
information entropy signifies increased complexity within the 
picture. An ideal encryption should possess an information 
entropy of 8. The calculation formula is: 

 ( )   ∑      
              (17) 

In Eq. (17),     represents the occurrence rate of message i 
and  ( ) is the information entropy. Table V reveals that the 
information entropy of different channels in the encrypted 
image closely approaches the target value of 8. This suggests 

that the encrypted image significantly differs from the plaintext 
image and is less susceptible to leakage, thus indicating the 
algorithm in this paper has a higher level of security. 

D. Differential Attack 

A differential attack is one type of chosen plaintext attack, 
for a common method of cracking the ciphertext image, the 
attacker is able to the relationship between the picture before 
and after the encryption, to find out the law of the ciphertext 
image to be deciphered. The anti-differential performance 
mainly depends on the degree of sensitivity in the plaintext. In 
the encryption process, the Normalized Pixel Contrast Ratio 
(NPCR) and Unified Average Changing Intensity (UACI) are 
two variables to measure the two variables that quantify the 
disparity between two images and are quantitative tests to 
analyze the original and encrypted images [27]. NPCR 
measures the proportion of pixels that differ in the same 
positions between two images, relative to the total number of 
pixels in those images. UACI calculates the average magnitude 
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of changes between the images before and after 
transformations, and its formula is as follows: 

     
∑     

   ∑     
    (   )

   
       (18) 

 (   )   ( )  *
    (   )    (   )

           
 (19) 

     
 

   

 (  (   )   (   ))

   
      (20) 

Among them, the ideal NPCR and UACI values are 
99.6094% and 33.4635%, respectively. The algorithm's 
effectiveness in countering differential attacks improves as the 
measured values approach these ideal benchmarks. In this 
paper, a comparative analysis is conducted using the literature 
[28] [29], as illustrated in Table VI. The analysis demonstrates 
that the NPCR and UACI values in this algorithm closely 
approach the true values, indicating strong encryption efficacy 
and enhanced resistance to differential attacks. 

TABLE VI. KEY SENSITIVITY 

Imagery NPCR/% UACI/% 

Lena 99.60 33.47 

Baboon 99.62 33.45 

Peppers 99.62 33.46 

Airplane 99.61 33.47 

Splash 99.61 33.47 

Literature [28] 99.66 33.61 

Literature [29] 99.61 33.48 

E. Key Space 

The key space represents the collection of all potential keys 
capable of generating an encryption key. The size of the key 
space is contingent upon the length of the security key, and a 
sufficiently extensive key space is effective in thwarting brute 
force attacks. When the key space of the whole algorithm 
reaches     , it can show that the security of the algorithm can 
be guaranteed [30]. In the chaotic system used in this paper, the 
initial key is generated by the SHA-256 algorithm. Without 
considering the influence of other factors, the size of the 
security key is 256 bits, and the size of the key space is 
         , which can withstand brute force attacks and 
exhibits a high level of security. 

F. Robustness Analysis 

Images are susceptible to interference from external factors 
during transmission, and the robustness of an encryption 
system is to assess how an image performs when subjected to 
various forms of interference. It is used to judge the encryption 
and decryption quality of an encryption system, with the aim of 
determining whether the system can effectively protect the 
encryption and integrity of the image when confronted with 
noise interference [31]. Salt and Pepper Noise (SPN) is a 
familiar type of noise in digital images that can significantly 
affect image quality, causing it to become unclear or distorted. 
The image decrypted with various levels of SPN added to the 
Baboon image is shown in Fig. 11. It is evident from the image 
that as the intensity of the added SPN increases, from (a) with 

intensity 0.1 to (c) with intensity 0.3, the quality of the 
deciphered image deteriorates and becomes increasingly 
blurry. However, it is still possible to discern the information in 
the original picture. This suggests that the algorithm introduced 
in this paper showcases substantial resistance to noise 
interference. 

 
                  (a)                                     (b)                                     (c) 

Fig. 11. Decrypted baboon images subjected to varying levels of SPN: (a) 0.1 

(b) 0.2 (c) 0.3. 

VI. CONCLUSION 

This paper introduces a hyperchaotic image encryption 
algorithm based on LSTM. It involves processing the chaotic 
sequence generated by the Lorenz system in order to create 
new chaotic signals. This is achieved by leveraging the 
sequence data processing capabilities of the LSTM. Following 
this, the data undergoes iterative processing using the 
hyperchaotic system. Simultaneously, the Arnold algorithm, 
along with DNA coding and arithmetic rules, is applied to 
perform double diffusion of the data. This enhances the 
algorithm's complexity. In this paper, the above problems are 
described in detail and the experiment and analysis are carried 
out. The experimental results show that the algorithm can 
effectively ensure the privacy of the image through the 
encryption and decryption of the color RGB image. 
Meanwhile, comparisons with other algorithms, and an 
analysis of the algorithm's performance in terms of histograms, 
correlations, information entropy, and more, it has been 
verified that the encryption system exhibits strong resistance to 
differential attacks, statistical attacks, and brute-force attacks. 
It efficiently diminishes the correlation among adjacent pixels, 
thus bolstering the algorithm's complexity, security, and 
encryption efficacy. The DNA encoding technology employed 
in the algorithm falls within the realm of bioengineering, which 
suggests that the algorithm could be combined with biomedical 
treatments in the future to provide better protection for the 
transmission of medical data. In fact, there are many 
applications of deep learning algorithms to images, which can 
achieve good encryption effects and improve efficiency, which 
is the direction of future research and improvement. 
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Abstract—In this paper, we present a finger-spelling 

recognition system that is based on Thai Sign Language (TFS) 

and employs a deep learning model called vision transformer. We 

extracted the 15 characters of the Thai alphabet from publicly 

available and our collected datasets to establish the recognition 

system. To train the learning model, we employed four EVA-02 

vision transformer models, each of which showed impressive 

performance across different model sizes. We conducted four 

experiments to determine the most effective performance model. 

In Experiment 1, we directly trained the model to compare its 

performance. In Experiment 2, we used augmentation techniques 

to generate additional datasets. Experiment 3 utilized the Test-

Time Augmentation (TTA) technique to generate test images 

with random variations. Lastly, in Experiment 4, we used 

Pseudo-Labelling (labeling labeled and unlabeled data) in each 

batch to train the model network. Furthermore, we developed a 

mobile application that collects user image data and provides 

helpful information related to finger-spelling, such as meanings, 

gestures, and usage examples. 

Keywords—Thai finger-spelling; vision transformer; deep 

learning; image recognition 

I. INTRODUCTION 

Sign language is a method of communication used by 
individuals who are deaf or hard of hearing. There are two 
primary types of sign language: vocabulary signs, which use 
hand shapes, movements, and facial expressions to convey 
word meanings, and finger-spelling, which uses only hand 
shapes to spell out technical words, such as names and 
locations. However, finger-spelling is not commonly used in 
everyday conversations, so many deaf individuals, especially 
children, struggle with it. Several finger-spelling recognition 
research studies have been proposed to help their skills. For 
instance, A. Deza and D. Hasan [1] used pre-processing 
techniques such as boosting contrast, edge enhancement, and 
the Convolution Neural Network (CNN) model to classify the 
American Sign Language (ASL) finger-spelling dataset. These 
techniques enabled the authors to achieve a validation accuracy 
of approximately 77%. R. A. Alawwad et al. [2] introduced 
Arabic Sign Language (ArSL) recognition systems using a 
Faster Region-based Convolutional Neural Network (R-CNN). 
The proposed approach yielded 93% accuracy and confirmed 
the robustness of background variations. K. R. Prajwal et al. [3] 
proposed a British Sign Language (BSL) finger-spelling 
recognition using transformer architecture to train models with 
noisy labels. Researchers employed a multi-stage training 
approach to achieve better performance. E. M. Martin and F. 
M. Espejo in [4] presented a system to interpret the Spanish 
Sign Language (LSE) finger-spelling. The pre-trained CNN 
model and Recurrent Neural Network (RNN) have been tested 
and compared. The CNN obtained a much better accuracy, 
with 96.42% being the maximum value. V. J. Schmalz [5] 

applied deep learning and fine-tuning techniques to build an 
automatic recognition system for Italian Sign Language (LIS) 
finger-spelling. The proposed CNN and VGG19 models were 
used for large-scale image and video recognition. The system 
obtained an accuracy of 99% with VGG19 and 97% with the 
CNN architecture. E. J. Ong et al. [6] suggested a Sequential 
Pattern Tree-based (SP-Tree) multi-class classifier for German 
Sign Language (DGS) and Greek Sign Language (GSL) finger-
spelling recognition. Their proposed SP-Tree Boosting 
algorithm-based recognition model performs better than the 
Hidden Markov Model (HMM). X. Jiang et al. [7] proposed a 
novel finger-spelling identification method for Chinese Sign 
Language (CSL) via AlexNet-based transfer learning and 
Adam optimizer, which tested four different configurations of 
transfer learning. Although there has been research on finger- 
spelling in many languages, Thai Sign Language (TSL) finger- 
spelling will be the main focus of this work. P. Nakjai et al. [8] 
investigated a YOLO based on the convolution neural network 
architecture to localize and classify TSL finger-spelling. The 
system achieved the mean Average Precision (mAP) of 
82.06% under a complex background and 84.99 % under a 
plain background. S. Lata and O. Surinta [9] proposed an end-
to-end TSL finger-spelling recognition based on the YOLOv3 
objection detection framework to create the most robust model 
with high recognition performance. P. Nakjai and T. 
Katanyukul [10] proposed automatic TSL finger-spelling 
recognition using CNN-based and Histogram of Oriented 
Gradients (HOG) based approaches. Experimental results have 
shown the viability of the proposed method, which achieves 
mAP at 91.26%. J. Sanalohit and T. Katanyyukul [11] invented 
MediaPipe Hands (MPH) trained model for hand-keypoint 
detection.  The MPH can satisfactorily address single-hand 
schemes with accuracy of 84.57% 

According to studies, the CNN model is the most 
commonly employed technology in finger-spelling research. 
Various model architectures [12], such as Xception, VGG16, 
InceptionV3, or ConvNeXt, are provided. However, the CNN 
model has some drawbacks, such as requiring a lot of data and 
computational resources and being sensitive to spatial 
distortions and variations. For this reason, a new deep learning 
technology called vision transformer (ViT) has been introduced 
for image recognition applications. The ViT offer a different 
approach by treating images as sequences of patches and 
applying self-attention to capture global dependencies and 
contextual information. This allows them to learn from less 
data and perform very well on image classification tasks. 
Therefore, we are interested in using the ViT approach due to 
its advantages in our work for TSL finger-spelling recognition. 
To find out the most effective performance recognition model. 
We performed four experiments. In Experiment 1, the model 
will be trained directly to compare model performance. 
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Experiment 2 will generate additional data sets using the 
augmentation technique. Experiment 3 uses the Test-Time 
Augmentation (TTA) technique to generate test images with 
random variations. Experiment 4 employed Pseudo-Labelling 
(labeled and unlabeled data) in each batch to train the model 
network. We organize the paper as follows. Section II 
describes the details of the dataset and ViT model. We present 
the experiment details and results in Section III. Section IV 
shows the implemented application using the recognition 
model as its classifier. Finally, we conclude this paper in 
SectionV. 

II. DATASETS AND VISION TRANSFORMER MODEL FOR 

IMAGE CLASSIFICATION  

In this section, we first describe the classes of the dataset. 
Then we describe the details of vision transformer model and 
it’s characteristic. 

A. Datasets forTSL Finger-Spelling 

This system recognizes 15 letters of TSL finger-spelling 
(see Fig. 1 and Table I) which use static-single-hand postures. 
We collected image hand postures from public datasets. The 
dataset was randomly partitioned into training and test sets, 
with an 80:20 ratios, resulting in 1,522 and 381 images in the 
respective subsets. 

TABLE I. STATIC-SINGLE-HAND POSTURE FOR TSL FINGER-SPELLING 

Letter Hand posture 

“ ก ”  (Ko kai) 
Point the index and middle fingers with a thumb 

between them. 

“ ต ” (To tao) 
Form a fist with your thumb between the middle and 

index finger. 

“ ส ” (So suea) 
Make a fist and put your thumb on top of your 
fingers. 

“ พ ” (Po phan) 
Press your thumb against your middle finger with 

index pointed. 

“ ห ” (Ho hip) Stick out your middle and index fingers. 

“ บ ” (Bo bimai) 
Hold your fingers together with your thumb across 
your palm. 

“ ร ” (Ro ruea) Cross your index finger over your middle finger. 

“ ว ” (Wo waen) Hold up three fingers and spread them apart 

“ ด ” (Do dek) Touch your fingertips to your thumb and point. 

“ ฟ ” (Fo fan) 
Press your index finger and thumb together with 

straight fingers. 

“ ล ” (Lo ling) Form an L-shape with your thumb and index finger. 

“ ย ” (Yo yak) Stick out your pinkie and thumb. 

“ ม ” (Mo ma) Hold an invisible ball and poke your thumb through. 

“ น ” (No nue) Poke your thumb between your middle and ring. 

“ อ ” (O ang) Make a fist with your thumb pointing up. 

B. Vision Transformer Model 

The Vision Transformer (ViT) [13] are a type of deep 
learning architecture that uses the Transformer architecture. 
This is a significant departure from traditional computer vision 
architectures that rely on convolutional neural networks 
(CNNs). The ViT model works by first dividing the image into 
a sequence of patches. Each patch is then represented as a 
vector. These vectors for each patch are subsequently fed into a 
transformer encoder, a stack of self-attention layers. Self-

attention is a mechanism that enables the model to learn long-
range dependencies between the patches. This is crucial for 
image classification, as it allows the model to understand how 
different parts of an image contribute to its overall label. The 
output of the Transformer encoder is a sequence of vectors 
representing the image's features. The features are then used to 
classify the image. The ViTs have emerged as a powerful and 
promising alternative to CNNs in computer vision. Their 
ability to capture long-range dependencies, global attention, 
and data efficiency has made them a preferred choice for 
various computer vision tasks. 

 

Fig. 1. Static-single-hand posture for TSL finger-spelling. 

Currently, the ViT model that is gaining attention is a 
model named EVA02, presented by Y. Fang et al. [14]. The 
EVA-02 architecture is designed to be more efficient than 
previous Transformer-based models, enabling it to process 
images with greater speed and reduced computational 
resources. This superior performance makes it a valuable tool 
for tasks like object detection, semantic segmentation, and 
visual understanding. There are four variations of the EVA-02 
model, with sizes ranging from 6M to 304M parameters. These 
models perform magnificently in image recognition tasks (see 
Table II). 

TABLE II. FOUR VARIATIONS OF EVA-02 MODELS 

EVA-02 Model 

Parameters 

(Million) 

FLOPs 

(Billion) 

Top-1 Accuracy 

on ImageNet (%) 

EVA-02 Tiny 10M 0.6 76.2 

EVA-02 Small 31M 1.6 77.5 

EVA-02 Base 101M 3.3 79 

EVA-02 Large 304M 7.6 81.4 

III. EXPERIMENTAL WORKS 

Four experiments were conducted to assess the 
classification performance of TSL finger-spelling recognition 
as discussed in this section. 

A. Vision Transformer Training 

In this experiment, we utilized four variations of the EVA-
02 model, namely Tiny, Small, Base, and Large. All models 

 ก             ต            ส           พ            

ห   

  บ              ร                    ว                 

ด                  ฟ   

  ล               ย                  ม               

น                  อ   
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were trained directly on the dataset, with the input image size 
set to 224x224 pixels. We considered some crucial hyper 
parameters, including the learning rate of 2e-3, batch size set to 
16, cross-entropy loss function, and 30 epochs for training the 
model. The K-Fold Cross Validation technique in [15] 
evaluates the predictive model. The dataset is divided into five 
subsets or folds. The model is trained and evaluated five times, 
using a different fold as the validation set. This technique aids 
in model assessment, selection, and hyper parameter tuning, 
providing a more reliable measure of a model’s effectiveness. 
The model’s generalization performance is evaluated using 
accuracy and weighted F1-score. Accuracy is a simple measure 
of overall correctness. At the same time, the weighted F1-score 
is a more sophisticated metric that considers class imbalances. 
Testing model results are shown in Table III. The large EVA-
02 model at 1st fold achieved the best performance at 94.6% 
accuracy and 94.4% weighted F1-score. Fig. 2 shows the 
classification results of all 15 classes as a part of class 
performance analytics. Most errors occur in class “Mo ma” 
which produces incorrect predictions for classes “So suea” and 
“To tao” as a consequence of similar hand posture shapes, as 
displayed in Fig. 3. To improve the model's performance, we 
will discuss in the next section about the possibility of 
increasing the number of training examples. 

 
Fig. 2. Confusion matrix of the large EVA-02 at 1st fold. 

 

Fig. 3. Classification error example of the large EVA-02 at 1st fold. 

B. Data Augmentation 

Data augmentation [16] is typically used during model 
training that expands the training set with modified copies of 

samples from the training dataset. This experiment simulates 
horizontal/vertical flipping, space transformation, random 
focus, noise addition, and slight rotation to train the model on 
more generalized data. Fig. 4 shows an example of a dataset 
after augmentation. Testing model results with the 
augmentation dataset are shown in Table IV. The large EVA-
02 model at 3

rd
 fold achieved the best performance at 94.6% 

accuracy and 94.5% weighted F1-score. Fig. 5 shows the 
classification results of all 15 classes as a part of class 
performance analytics. The model performance was improved 
when using the data transformation method, especially class 
“Mo ma”; the accuracy result increased to 70%. Class “So 
suea” and class “To tao” recognition errors decreased to 15% 
and 7%, respectively. For other classes, such as class “Po 
phan” or class “Yo yak”, the accuracy dropped to 77% and 
94% individually. In addition to augmenting the training 
dataset to improve the model's performance, we can also 
increase the number of testing datasets to enhance the accuracy 
of the model, which we will discuss in the following 
experiment. 

TABLE III. MODEL PERFORMANCE EVALUATION 

Model Fold 
Test dataset 

Accuracy Weighted F1 

Tiny 

1 0.6846 0.6693 

2 0.6590 0.6467 

3 0.6692 0.6608 

4 0.6821 0.6770 

5 0.7077 0.6835 

Small 

1 0.5897 0.5729 

2 0.6051 0.5809 

3 0.5462 0.5322 

4 0.6436 0.6366 

5 0.5590 0.5416 

Base 

1 0.8846 0.8784 

2 0.8513 0.8496 

3 0.8744 0.8723 

4 0.8897 0.8874 

5 0.9231 0.9210 

Large 

1 0.9462 0.9441 

2 0.8513 0.8377 

3 0.9128 0.9093 

4 0.8872 0.8832 

5 0.9359 0.9357 

 

Fig. 4. Example of the data augmentation for training set. 
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Fig. 5. Confusion matrix of the large EVA-02 at 3rd fold with data 

augmentation. 

TABLE IV. DATA AUGMENTATION MODEL PERFORMANCE EVALUATION 

Model Fold 
Test dataset 

Accuracy Weighted F1 

Tiny 

1 0.6590 0.6455 

2 0.7667 0.7521 

3 0.7231 0.7213 

4 0.8385 0.8303 

5 0.7821 0.7755 

Small 

1 0.8205 0.8082 

2 0.7051 0.6923 

3 0.8051 0.8016 

4 0.8308 0.8243 

5 0.8359 0.8270 

Base 

1 0.8641 0.8549 

2 0.9077 0.9034 

3 0.9231 0.9217 

4 0.9231 0.9219 

5 0.8769 0.8714 

Large 

1 0.9462 0.9435 

2 0.9462 0.9428 

3 0.9462 0.9450 

4 0.7513 0.7364 

5 0.9051 0.9041 

C. Test-Time Data Augmentation 

Test-Time Data Augmentation (TTA) [17] is a technique 
that can boost a model performance by applying augmentation 
to the test dataset. TTA is performed on multiple augmented 
copies of each image in the test dataset, having the model 
predict each and then returning an ensemble of those 
predictions to get a higher overall accuracy. For example, the 

image in Fig. 6 applies two transformations (rotation and color 
change) together with the original image. All of these images 
are passed to the same model and the results are averaged. 

 
Fig. 6. Test-time data augmentation example. 

TTA can be implemented to a model that has already been 
trained because, unlike training dataset augmentation, no 
model changes are required. We compared performance results 
of test dataset without TTA from previous experiment and test 
dataset using the TTA technique of models. From Table V, the 
large EVA-02 model at 3rd fold using TTA technique achieved 
best performance at 95.9% accuracy and 95.8% weighted F1-
score. Fig. 7 shows the classification results of all 15 classes as 
a part of class performance analytics. Class “Mo ma” was 
improved, with accuracy increasing to 77%, while the other 
classes almost all exceeded 80% accuracy. In the following 
experiment, we discussed the ways to combine labeled and 
unlabeled dataset to improve the model's performance. 

TABLE V. TEST-TIME DATA AUGMENTATION MODEL PERFORMANCE 

EVALUATION 

Model Fold 
Test dataset without TTA Test dataset using TTA 

Accuracy Weighted F1 Accuracy Weighted F1 

Tiny 

1 0.6590 0.6455 0.6744 0.6597 

2 0.7667 0.7521 0.7872 0.7753 

3 0.7231 0.7213 0.7205 0.7152 

4 0.8385 0.8303 0.8538 0.8436 

5 0.7821 0.7755 0.7744 0.7677 

Small 

1 0.8205 0.8082 0.8282 0.8176 

2 0.7051 0.6923 0.7103 0.7005 

3 0.8051 0.8016 0.8026 0.7965 

4 0.8308 0.8243 0.8333 0.8229 

5 0.8359 0.8270 0.8179 0.8082 

Base 

1 0.8641 0.8549 0.8769 0.8679 

2 0.9077 0.9034 0.9154 0.9127 

3 0.9231 0.9217 0.9205 0.9196 

4 0.9231 0.9219 0.9359 0.9349 

5 0.8769 0.8714 0.8949 0.8888 

Large 

1 0.9462 0.9435 0.9513 0.9491 

2 0.9462 0.9428 0.9436 0.9402 

3 0.9462 0.9450 0.9590 0.9586 

4 0.7513 0.7364 0.7718 0.7588 

5 0.9051 0.9041 0.9026 0.9011 

Trained Model  Prediction Avg. 

original 

rotation 

color change 
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Fig. 7. Confusion matrix of the large EVA-02 at 3rd fold with TTA data 

augmentation. 

D. Pseudo-Labeling 

Pseudo labeling [18] is the process of using the trained 
model to predict labels for unlabeled data. A model has trained 
with the dataset containing labels and that model is used to 
generate pseudo labels for the unlabeled dataset. Finally, both 
the original labels dataset and pseudo labels dataset are 
combined to retrained the model. In this work, the best 
performance model from previous experiment is selected to 
predict labels for unlabeled data. The unlabeled data is 
collected from our subjects who were asked to stand in front of a 

white background. The labels dataset and pseudo labels dataset 
are used to retrain EVA-02 model. Finally, the new retrained 
model is used to predict the test dataset with TTA technique. 
Table VI shown performance model using Pseudo labeling. 
The large EVA-02 model at 1

st
 fold using Pseudo labeling 

technique achieved best performance at 96.7% accuracy and 
96.6% weighted F1-score. Fig. 8 shows the classification 
results of all 15 classes as a part of class performance analytics. 
Class “Mo ma” continues to be improved with accuracy 
increasing to 78%, while for some classes the accuracy has 
decreased but is still within the acceptable range of at least 
80%. This experiment produced good recognition results, as 
indicated by 11 classes with 100% accuracy, more than any 
previous experiment. Based on the experiment, the most 
effective model will be selected as the recognition model 
which will be used in the program we will develop to recognize 
TSL finger-spelling recognition. The best EVA-02 model for 
user will depend on work specific needs. If users are looking 
for a model that is fast and efficient, then the EVA-02 Tiny or 
Small models may be a good choice. If user needs the best 
possible accuracy, then the EVA-02 Base or Large model is the 
best option. 

TABLE VI. PSEUDO-LABELING MODEL PERFORMANCE EVALUATION 

Model Fold 

Pseudo-labeling 

Testing dataset using TTA 

Accuracy Weighted F1 

Tiny 

1 0.7515 0.7332 

2 0.8090 0.7978 

3 0.7885 0.7713 

4 0.8583 0.8509 

5 0.7947 0.7873 

Small 

1 0.8871 0.8830 

2 0.8604 0.8508 

3 0.8973 0.8942 

4 0.8480 0.8391 

5 0.9014 0.8992 

Base 

1 0.9425 0.9418 

2 0.9630 0.9628 

3 0.9405 0.9365 

4 0.9405 0.9372 

5 0.9507 0.9492 

Large 

1 0.9671 0.9663 

2 0.9651 0.9633 

3 0.9446 0.9395 

4 0.9405 0.9382 

5 0.9425 0.9406 

 
Fig. 8. Confusion matrix of the large EVA-02 at 1st  fold with pseudo 

labeling. 
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IV. APPLICATION 

In this section, we explain our mobile application that users 
can upload and classify their hand posture images with this 
application. The application is named “Thai Finger-Spelling 
Recognition” (see Fig. 9 (a)). We used the Flutter framework 
to build the front-end part of our mobile application to interact 
with user, while Python and the Flask framework were 
employed to develop the backend part to image classification 
process. The best classification model from experiments is 
deployed on the server. Users can either capture their own hand 
posture images or choose from their mobile gallery using the 
application's main interface (see Fig. 9 (b)). Subsequently, the 
application uploads the image to the server. The server then 
prompts the trained model to predict the most likely classes of 
Thai finger-spelling. The output class retrieves additional 
details from the database, including example images, class 
names, alphabet information, and hand posture demonstrations 
(see Fig. 9 (c)). 

 
Fig. 9. Thai finger-spelling application: (a) User interface (b) Image 

capturing (c) Classification information. 

V. CONCLUSION 

In the study, we proposed training model experiments for 
Thai sign language finger-spelling recognition. The experiment 
consisted of vision transformer model training, training with 
data augmentation, test-time data augmentation, and pseudo-
labeling. Our study achieved good performance compared with 
the experimental phases. In addition, we developed a mobile 
application. User can upload image data and process from 
classification to receive useful information related to finger-
spelling, such as example image, hand postures, and usage 
information. For future work, we will collect more data and 
experiment for several types of Thai finger-spellings such as 
alphabets, vowels, and tones. Furthermore, we will be testing 
out other deep learning models like CNN, Capsule Networks, 
or Generative Adversarial Networks (GANs). The purpose is to 
compare their recognition performance with the ViT model and 
reduce model size while maintaining accuracy. This will make 
it possible to deploy the model in environments with limited 
resources such as mobile devices or embedded systems. 
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Abstract—Semantic segmentation plays a pivotal role in 

enhancing the perception capabilities of autonomous vehicles and 

self-driving cars, enabling them to comprehend and navigate 

complex real-world environments. Numerous techniques have 

been developed to achieve semantic segmentation. Still, the paper 

emphasizes the effectiveness of deep learning approaches because 

they have demonstrated impressive capabilities in capturing 

intricate patterns and features from images, resulting in highly 

accurate segmentation results. Although various studies have 

been conducted in literature, there is needed for a careful 

investigation and analysis of the existing methods, especially in 

terms of two critical aspects: accuracy and inference time. To 

address this need for analysis and investigation, the research 

focuses on three widely-used deep learning architectures: ResNet, 

VGG, and MobileNet. By thoroughly evaluating these models 

based on accuracy and inference time, the study aims to identify 

the models that strike the best balance between precision and 

speed. The findings of this study highlight the most accurate and 

efficient models for semantic segmentation, aiding the 

development of reliable self-driving technology. 

Keywords—Semantic segmentation; autonomous vehicles; deep 

learning approaches; performance analysis; accuracy; inference 

time 

I. INTRODUCTION  

Semantic segmentation plays a pivotal role in the realm of 
computer vision, enabling machines to comprehend visual 
scenes by assigning each pixel of an image to a specific object 
category or class [1, 2]. This technique holds immense 
significance in a plethora of applications, including the 
navigation of autonomous vehicles [3]. The autonomous 
driving landscape, characterized by the emergence of self-
driving cars, has transformed transportation paradigms [4]. 
Precise scene understanding through semantic segmentation is 
paramount in ensuring these vehicles' safe and efficient control 
in real-time scenarios [5, 6], enabling them to make informed 
decisions based on the interpretation of their surroundings from 
video feeds. 

Autonomous vehicles, commonly referred to as self-driving 
cars, are reshaping the future of transportation [7]. Their ability 
to navigate complex environments autonomously relies on a 
myriad of technological advancements, and semantic 
segmentation stands as a linchpin among these. The process of 
accurately segmenting objects within a scene in real-time video 
feeds empowers self-driving cars to make split-second 
decisions [7-9], ensuring pedestrian safety, identifying lane 
boundaries, and interpreting traffic signals.  

Existing methodologies in semantic segmentation for 
autonomous vehicles have made substantial strides. Deep 
learning-based approaches, in particular, have garnered 
significant attention due to their exceptional performance in 
complex tasks [10, 11]. This preference is attributed to their 
ability to automatically learn intricate features and patterns 
from vast datasets, ultimately leading to heightened accuracy 
[12]. Among the deep learning architectures, ResNet [13], 
VGG [14], and MobileNet [15] have emerged as frontrunners 
due to their efficiency in capturing nuanced spatial 
relationships and features within images [16]. However, 
despite these advancements, a need persists to identify the most 
effective and efficient deep learning-based method that strikes 
a balance between accuracy and inference time, thus 
optimizing the performance of semantic segmentation for 
autonomous vehicles. 

The statement of the research problem is: How to achieve 
semantic segmentation for autonomous vehicles and self-
driving cars using deep learning models that have high 
accuracy and low inference time. Correspondingly, the 
research questions are: What are the strengths and weaknesses 
of ResNet, VGG, and MobileNet architectures for semantic 
segmentation? How do these models compare in terms of 
accuracy and inference time on different datasets and 
scenarios? Which model(s) can provide the best balance 
between precision and speed for semantic segmentation? 

In this study, we delve into the realm of DL-based models 
for semantic segmentation in autonomous vehicles, aiming to 
identify the most effective and efficient solutions. We examine 
three popular DL architectures: ResNet, VGG, and MobileNet, 
renowned for their contributions to computer vision tasks. 
Through a comprehensive analysis, we evaluate these models 
in terms of foreground accuracy, dice coefficient, and inference 
time, three crucial performance metrics in the context of 
autonomous driving systems. 

Our findings reveal that certain DL models exhibit notable 
accuracy and efficiency in semantic segmentation for 
autonomous vehicles. By conducting an in-depth comparison 
between ResNet, VGG, and MobileNet architectures, we shed 
light on their respective strengths and weaknesses. Moreover, 
we identify the DL models that excel in terms of accuracy and 
inference time, providing valuable insights for practitioners and 
researchers in the field. The results of this study serve as a 
guide to selecting appropriate DL models for real-time 
semantic segmentation tasks in autonomous vehicles, 
ultimately contributing to the advancement and reliability of 
self-driving technologies. By rigorously evaluating these 
models' performance on video data, this study aims to 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

 Vol. 14, No. 11, 2023 

355 | P a g e  

www.ijacsa.thesai.org 

contribute insights that advance the state-of-the-art in semantic 
segmentation for autonomous vehicles. This research 
endeavors to identify the most effective and efficient deep 
learning approach through meticulous experimentation and 
analysis, thereby fostering safer and more reliable autonomous 
driving systems. 

II. RELATED WORKS 

Ghosh et al. [17] introduced SegFast-V2, an approach to 
semantic image segmentation tailored for autonomous driving 
scenarios. Notably, the method prioritizes efficiency by 
utilizing fewer parameters within deep learning frameworks. 
With a focus on achieving accurate semantic segmentation, 
especially in the context of self-driving vehicles, SegFast-V2 
presents a solution that balances computational efficiency and 
performance. The research contributes to advancing the field of 
autonomous driving by addressing the challenge of efficient 
and effective semantic segmentation, which is crucial for safe 
and reliable navigation in complex environments. 

Colley et al. [18] investigated the impact of visualizing 
semantic segmentation in highly automated vehicles on trust, 
situation awareness, and cognitive load. By examining how 
providing visual cues of semantic segmentation affects drivers' 
perceptions and cognitive demands, the research aims to 
uncover insights into human-vehicle interaction dynamics. By 
analyzing the implications of semantic segmentation 
visualization on trust levels, understanding of the driving 
context, and mental workload, the paper enhances the design 
and implementation of automated driving systems to optimize 
driver experience, safety, and overall performance. 

Nesti et al. [19] assessed the resilience of semantic 
segmentation methods employed in autonomous driving 
scenarios against real-world adversarial patch attacks. Focusing 
on the critical task of accurately segmenting objects in complex 
driving environments, the study investigates the vulnerability 
of these methods to deliberate perturbations introduced by 
adversarial patches. By subjecting various semantic 
segmentation models to these real-world attacks, the research 
endeavors to unravel the potential weaknesses and challenges 
of such vulnerabilities in ensuring safe and reliable 
autonomous driving systems. Through meticulous evaluation 
and analysis, the paper sheds light on the robustness of 
semantic segmentation techniques under adversarial 
conditions, offering valuable insights into enhancing the 
security and performance of self-driving vehicles. The author 
in Mo et al. [20] conducts a comprehensive review of the latest 
advancements in semantic segmentation technologies grounded 
in deep learning methodologies. By critically examining the 
current state-of-the-art approaches, the study aims to provide 
an in-depth understanding of the evolution and capabilities of 
deep learning-based semantic segmentation. Through the 
analysis of various models, architectures, and techniques, the 
paper contributes to the field's knowledge by outlining cutting-
edge solutions that leverage deep learning for precise object 
delineation and scene understanding in diverse applications. 

Dang et al. [21] presented a lightweight pixel-level 
semantic segmentation technique based on deep learning for 
the purpose of detecting and analyzing sewer defects. By 

leveraging deep learning methods, the approach offers an 
efficient solution for identifying and classifying sewer system 
issues through pixel-level segmentation. The study's focus on 
lightweight architecture signifies a commitment to 
computational efficiency while maintaining accurate defect 
identification. This research contributes to the field of sewer 
infrastructure maintenance by offering a streamlined approach 
that employs deep learning for detailed and effective defect 
analysis, enhancing the overall assessment and management of 
sewer systems. 

As results, there are many existing methods for semantic 
segmentation, but they need to be carefully investigated and 
analyzed, especially in terms of two critical aspects: accuracy 
and inference time. Accuracy is the measure of how well the 
model can correctly segment the image and match the ground 
truth labels. Inference time is the measure of how fast the 
model can process the image and produce the segmentation 
output. These two aspects are important because they affect the 
performance and safety of the autonomous vehicles and self-
driving cars. A model that has high accuracy can provide more 
reliable and detailed information for the vehicle, while a model 
that has low inference time can respond more quickly and 
adapt to changing situations. Therefore, the research paper 
wants to find the best balance between accuracy and inference 
time for semantic segmentation. 

III. MATERIAL AND METHOD 

A. Dataset Overview 

The Cambridge-driving Labeled Video Database, 
commonly known as CamVid, is a comprehensive and 
meticulously annotated dataset designed to advance the field of 
computer vision, particularly in the context of autonomous 
driving and scene understanding. The CamVid stands as a vital 
resource in the realm of computer vision with its diverse and 
meticulously labeled video sequences. CamVid features a 
diverse collection of high-resolution video sequences captured 
from a moving vehicle navigating through urban and suburban 
environments. These videos encompass a wide range of real-
world driving scenarios, presenting challenges such as varying 
lighting conditions, dynamic traffic, and intricate road layouts. 
One of the distinguishing aspects of CamVid is its extensive 
labeling. Each frame of the dataset is meticulously annotated 
with pixel-level semantic segmentation labels. This means that 
every pixel in the video frames is categorized, providing a 
detailed understanding of the objects and structures present in 
the scenes. Such detailed annotations enable the training and 
evaluation of advanced machine-learning models for tasks like 
object detection, semantic segmentation, and instance 
segmentation. CamVid's applications extend beyond 
autonomous driving research. The dataset's rich annotations 
make it highly suitable for projects related to urban scene 
understanding, environmental monitoring, and general 
semantic segmentation challenges. The dataset consists of a 
series of videos, each accompanied by semantic labels that 
categorize object classes. These labels are accompanied by 
additional metadata. The database includes accurate reference 
labels that link every individual pixel to one of 32 predefined 
semantic categories. Fig. 1 [22] demonstrates the semantic 
classes of the CamVid dataset. 
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Fig. 1. Semantic classes of the camvid dataset. 

B. Model Learning 

The proposed model in this study is designed to acquire 
detailed annotation for each individual pixel within a scene 
recorded from the perspective of an autonomous agent. The 
primary task of this model is to classify and isolate every pixel 
in the given scene into one of 32 specific categories. These 
categories include items such as roads, pedestrians, sidewalks, 
and cars, as showcased in the animated image of our product. 
This enables interaction with any particular image. 

The main objective is to understand and interpret the scene 
with exceptional precision. This understanding is achieved by 
categorizing each pixel into specific classes, which represent 
different objects or entities within the scene. For instance, a 
road, a pedestrian, a sidewalk, a car, and more – all of these are 
examples of classes that the model identifies. Imagine a picture 
of a street: the road, the people walking on the sidewalk, the 
parked cars, and other elements are contained. Our model 
performs something similar but for each and every pixel in the 
scene. It determines if a pixel belongs to the road, the sidewalk, 
a person, a car, or one of the other predefined categories – a 
total of 32 categories. 

C. Backbones 

For our initial set of experiments, we opted to employ a 
straightforward architecture that draws inspiration from the 
UNet model. This architecture incorporates backbones like 
ResNet50, VGG19, and MobileNetV2. Despite its simplicity in 
terms of implementation, this architecture has proven to be 
remarkably robust in terms of its performance. In other words, 
it strikes a balance between being relatively easy to create and 
yielding impressive results in various tasks. 

1) ResNet50 Backbone: The UNet architecture is a 

convolutional neural network (CNN) design that excels in 

image segmentation tasks. It consists of an encoding path that 

gradually reduces spatial resolution while capturing features 

and a decoding path that restores the resolution while refining 

segmentation maps. In this baseline, we enhance the UNet 

with a ResNet50 backbone, which is a deep residual network 

known for its excellent performance in various computer 

vision tasks. ResNet50 incorporates skip connections to 

mitigate vanishing gradient issues during training. As shown 

in Fig. 2 [23], the architecture of ResNet50 is depicted. 

 

Fig. 2. ReseNet50 architecture [23]. 
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As shown in Fig. 2, the ResNet50 is a specific variant of 
the ResNet architecture, characterized by its depth of 50 layers. 
It builds upon the original ResNet's innovation of residual 
connections, enhancing its capacity to capture complex 
patterns and features from images. By incorporating a series of 
residual blocks, ResNet50 enables the efficient training of 
deeper neural networks while mitigating issues related to 
vanishing gradients. This architecture has proven highly 
effective in various computer vision tasks, such as image 
recognition and segmentation. In the context of enhancing the 
perception capabilities of autonomous vehicles, ResNet50's 
depth and feature-extraction prowess contribute to accurate and 
detailed semantic segmentation, aiding in the vehicles' 

understanding and navigation of intricate real-world 
environments. 

2) VGG19 backbone: Similar to the previous architecture, 

this baseline employs a UNet structure but integrates a 

VGG19 backbone. VGG19 is a deep CNN architecture known 

for its simplicity and effectiveness. It consists of multiple 

convolutional layers followed by max-pooling, and it captures 

progressively complex features through its layers. This 

backbone enhances the UNet's feature extraction capabilities, 

contributing to better segmentation performance. Fig. 3 

demonstrates the architecture of VGG19. 

 
Fig. 3. VGG19 architecture [24]. 

As shown in Fig. 3, VGG19 is a convolutional neural 
network architecture renowned for its simplicity and 
effectiveness in image recognition tasks. With 19 layers, it 
follows a straightforward design principle of stacking multiple 
3x3 convolutional layers, followed by max-pooling layers for 
down-sampling. This repetitive structure results in a deep 
network capable of capturing intricate features at different 
levels of abstraction. VGG19's uniform architecture makes it 
easy to understand and implement, contributing to its 
popularity. In the context of enhancing the perception 
capabilities of autonomous vehicles, VGG19's depth and 
feature-extraction capabilities play a crucial role in semantic 
segmentation, enabling the vehicles to accurately perceive and 
navigate complex real-world scenarios. 

3) MobileNetV2 Backbone: The UNet design combined 

with a MobileNetV2 backbone represents a lightweight yet 

powerful configuration. MobileNetV2 is optimized for 

efficiency and speed, making it suitable for real-time 

applications on resource-constrained devices. It utilizes 

depthwise separable convolutions to reduce computational 

complexity while preserving accuracy. Fig. 4 illustrates the 

architecture of MobileNetV2 

The architecture's core component is depth-wise separable 
convolutions. In these convolutions, the spatial information is 
decoupled from the channel-wise information, reducing the 
computational load. Each convolution is divided into a depth-
wise convolution, which applies a single convolutional filter to 
each input channel, followed by a point-wise convolution that 
merges the outputs into the desired number of output channels. 

MobileNetV2 also employs skip connections to retain 
important features, facilitating the flow of gradients during 
training. These innovative design choices collectively result in 
a lightweight architecture capable of achieving impressive 
accuracy on tasks like image classification and semantic 
segmentation. 

D. Hyperparameter Tuning 

To enhance the efficacy of our baseline model, a dual focus 
on both optimal model selection and hyperparameter tuning 
becomes imperative. The crux lies in identifying not only the 
most suitable model architecture but also the optimal 
configuration of hyperparameters for training. To achieve this, 
we utilize a Bayesian hyperparameter search methodology, a 
sophisticated technique aimed at systematically exploring the 
hyperparameter space to unearth the combination that yields 
the most favorable results. 

The essence of this method revolves around minimizing the 
model's loss function when evaluated against a dedicated 
validation dataset. By leveraging a Bayesian approach, we 
dynamically adapt the search process based on previous 
iterations, progressively honing in on the most promising areas 
of the hyperparameter space. This method is especially 
effective in mitigating the challenges posed by high-
dimensional and complex search spaces. Ultimately, the 
outcome of this meticulous hyperparameter search is a refined 
model configuration that not only aligns with the chosen 
architecture but also significantly bolsters the model's 
performance, setting the stage for more accurate and robust 
predictions. 
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Fig. 4. MobileNetV2 architecture [25]. 

IV. EXPERIMENTAL RESULTS AND PERFORMANCE 

ANALYSIS 

The forthcoming section delves into the outcomes of our 
experiments, shedding light on the results obtained through 
rigorous testing and evaluation. It's important to underscore 
that for reasons of safety paramountcy, we have prioritized 
specific classes during the training process. These priority 
classes encompass entities that play pivotal roles in ensuring 
safety within various scenarios. The prioritized classes, due to 
their pronounced safety implications, encompass Pedestrians, 
Bicyclists, Children, Cars, Heavy Vehicles, and Traffic lights. 
These categories encapsulate elements that are central to the 
smooth functioning of urban environments and the safety of 
both pedestrians and drivers. By focusing on these classes 
during training, we aim to equip our model with the capability 
to distinctly recognize and respond to these critical entities. 

When evaluating the performance of models in semantic 
segmentation tasks, two essential metrics that provide valuable 
insights are Foreground accuracy and the dice coefficient. 
Foreground accuracy measures the precision with which a 
model correctly classifies the foreground objects of interest, 
which is particularly important in scenarios where specific 
classes carry more significance. 

A. Foreground Accuracy 

Foreground accuracy, in the context of semantic 
segmentation, is a metric used to gauge the accuracy of a 
model's predictions specifically concerning the foreground 
objects or classes of interest. Unlike overall accuracy, which 
considers all classes equally, foreground accuracy focuses 
solely on how well the model correctly identifies and classifies 
the relevant objects, ignoring the background and other 
unimportant classes. This metric provides a more insightful 
evaluation of a model's performance in tasks where certain 
classes are of greater significance than others, such as object 
detection or scene segmentation. It is computed by dividing the 

number of correctly classified foreground pixels by the total 
number of foreground pixels and can be represented as: 

                  

  
                                     

                  ⁄  

B. Dice Metric 

The dice coefficient, also known as the F1 score, offers a 
comprehensive assessment of segmentation accuracy by 
considering false positives and false negatives. It quantifies the 
overlap between the predicted segmentation and the ground 
truth, producing a value between 0 and 1, where 1 indicates 
perfect alignment. Fig. 5, 6 and 7 show dice metric for the 
methods. The dice metric is calculated as follows: 

      
                    

                                        
                  

⁄
 

C. Backbone Experiments 

In this section, we delve into the backbone experiments, 
wherein the focus lies on the fundamental architectural 
components of our models. These backbone models excel at 
assimilating contextual information from expansive image 
regions. This is achieved by adeptly pooling features through a 
variety of window sizes and seamlessly integrating them using 
both residual connections and adaptable weights. Our 
investigation involves subjecting the baseline models to 
thorough experimentation, including an exploration of different 
loss functions, to comprehensively understand their 
performance and capabilities. We present some experiments 
corresponding to the baselines. Table I presents the experiment 
name associated with each backbone. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

 Vol. 14, No. 11, 2023 

359 | P a g e  

www.ijacsa.thesai.org 

D. Experiments with Hyperparameters 

As discussed in Section 5.6, in the process of assessing the 
effectiveness of models such as ResNet50, VGG19, and 
MobileNetV2, we harness the capabilities of the Sweep tool. 
This utility streamlines the execution of a Bayesian 
hyperparameter search strategy, which is employed to 
minimize the model's loss on the validation dataset. Sweeps 
significantly simplify our ability to conduct various 
experiments while utilizing this search method. The results of 
foreground accuracy and dice are shown in Fig. 8, 9, 10 and 
11. 

TABLE I. EXPERIMENT NAME FOR THE BACKBONES 

Experiment name Backbone name 

baseline-train-1 ResNet50 

baseline-train-2 VGG19 

baseline-train-3 MobileNetV2 

 

 

 

 

Fig. 5. Foreground accuracy for baseline experiments.  Fig. 6. Dice score for baseline experiments. 

 
Fig. 7. Validation loss for baseline experiments. 

 
Fig. 8. Foreground accuracy. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

 Vol. 14, No. 11, 2023 

360 | P a g e  

www.ijacsa.thesai.org 

Fig. 8 depicts foreground accuracy for various hyper-
parameters tuning using Sweep. The provided chart illustrates 
the Foreground accuracy achieved across ten distinct 
experiments, offering a comparative analysis of various fine-
tuned models. Among these experiments, the recorded 
accuracy values reveal a hierarchy of performance. Notably, 
the experiment named "honest-sweep-24" attains the highest 
accuracy, followed by "solar-sweep-26," "valiant-sweep-5," 
"solar-sweep-26" once again, and "expert-sweep-37." 
Conversely, the models "neat-sweep-29," "winter-sweep-32," 
"happy-sweep-31," "iconic-sweep-30," and "unique-sweep-16" 
exhibit the lowest accuracy values. 

Starting with the highest accuracy achieved in the 
experiment labeled "honest-sweep-24," it showcases the 
model's exceptional ability to accurately classify foreground 
objects. The meticulously tuned parameters of this model 

contribute to its precision in segmenting relevant classes within 
the image. This high accuracy score signifies that the model 
successfully distinguishes and labels the target objects, a 
crucial feat in tasks like object recognition or scene 
understanding. The reliability of the "honest-sweep-24" 
experiment's outcome implies that its fine-tuning process 
effectively optimized its performance, rendering it a formidable 
contender in semantic segmentation tasks. 

On the other hand, Fig. 9 presents the performances of the 
models with various backbones in terms of mean foreground 
accuracy. The backbones involve resnet34, resnet50, Resnet18, 
vgg19, mobilenetv2_100, mobilenetv3_large_100, 
mobilenetv3_small_050. The mean foreground accuracy 
indicates how well the model is performing in correctly 
classifying instances belonging to the class of interest, often in 
the context of object recognition or segmentation.

 

Fig. 9. Mean foreground accuracy for different backbones. 

As shown in Fig. 9, among the listed backbone models, 
"Resnet18" stands out as the best performer, with an accuracy 
of 89.67%. Resnet18 is a variant of the Residual Network 
(ResNet) architecture, designed with 18 layers. This 
architecture utilizes residual blocks, allowing it to efficiently 
train deep neural networks by mitigating the vanishing gradient 
problem. Resnet18's success can be attributed to several 
factors. Firstly, its moderate depth strikes a balance between 
model complexity and capacity, preventing overfitting while 
still capturing intricate features in the data. Secondly, 
Resnet18's residual connections enable efficient gradient flow 
during training, fostering better convergence and feature 
representation. Thirdly, Resnet18's design incorporates skip 
connections, which allow information to bypass certain layers, 
further enhancing its ability to capture relevant features. 

Comparatively, other backbones might struggle due to 
either excessive complexity leading to overfitting (as with 
deeper architectures) or limited depth hindering feature 
extraction (as with shallower architectures). Resnet18 strikes a 
favorable balance, resulting in its superior mean foreground 
accuracy. Its intermediate depth, residual connections, and skip 
connections collectively contribute to achieving a strong 

balance between capacity and generalization, making Resnet18 
a top performer in the comparison. 

Finally, the mean dice score presents different backbones, 
as shown in Fig. 8. It quantifies the similarity between 
predicted and ground truth segmented regions by measuring 
the overlap of pixels. This metric's significance lies in its 
ability to assess the model's capability to accurately delineate 
object boundaries and capture fine-grained details in complex 
scenes, providing a comprehensive measure of segmentation 
quality and performance. 

As demonstrated in Fig. 10 presents the mean dice score 
values collected for different backbone architectures, including 
"resnet34," "resnet50," "vgg19," "mobilenetv2_100," and 
"mobilenetv3_large_100." These scores reflect the 
performance of each backbone on specific tasks or datasets. 
Notably, "resnet34" emerges as the top-performing architecture 
with the highest dice scores across multiple columns, followed 
closely by "resnet50." Both these architectures consistently 
exhibit superior performance compared to others like "vgg19," 
"mobilenetv2_100," and "mobilenetv3_large_100." The 
provided scores reflect the efficacy of these backbones in 
tackling the given tasks, with "resnet34" standing out as a 
particularly strong model. 
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Fig. 10. Mean dice score for the backbones. 

E. Inference Time 

Inference time refers to the amount of time a model takes to 
process an input and produce an output prediction. In the 
context of semantic segmentation models, it measures how 
quickly a model can analyze an image and generate pixel-wise 
segmentation results. 

The inference times were collected for various backbone 
models, including "resnet34," "resnet50," "Resnet18," "vgg19," 
"mobilenetv2_100," "mobilenetv3_large_100," and 
"mobilenetv3_small_050." Notably, the "Resnet18" model 
achieved the lowest inference time, while "Vgg19" had the 
highest.

 
Fig. 11. Inference time of different backbones. 

As illustrated in Fig. 11, the superior model in terms of 
inference time appears to be "Resnet18," which exhibits the 
lowest processing time among the listed models. This faster 
inference time can be attributed to Resnet architectural design, 
which balances depth and complexity, enabling efficient 
feature extraction while minimizing computational overhead. 

In contrast, "Vgg19," while offering strong performance, likely 
incurs higher inference times due to its greater depth and more 
complex architecture. Therefore, "Resnet18" emerges as the 
superior choice for applications that prioritize faster semantic 
segmentation inference times. 
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V. DISCUSSION 

The analysis conducted yields critical insights that 
significantly inform the optimization of the training process 
and the selection of backbone architectures for a semantic 
segmentation model. Firstly, it's evident that employing lower 
learning rates and weight decay parameters leads to improved 
foreground accuracy and dice scores. This underscores the 
necessity of precise parameter tuning to achieve superior 
segmentation results. 

Secondly, the study identifies the batch size and image 
resize factor as key factors with strong positive correlations to 
the evaluation metrics. This highlights the pivotal role these 
factors play in shaping model performance, emphasizing their 
potential for enhancing accuracy and dice scores. 

Additionally, caution is advised against the utilization of 
VGG-based backbones for the final model. The findings 
suggest that these architectures are susceptible to vanishing 
gradients, which can impede gradient propagation during 
training and hinder optimal model performance. 

Ultimately, the analysis underscores the superior 
performance of ResNet backbones across various metrics. 
ResNet34 and ResNet50 emerge as optimal choices for the 
final model due to their impressive performance and quicker 
inference times compared to other architectures. These insights 
provide actionable recommendations for refining model 
training, selecting appropriate backbones, and ultimately 
improving the efficiency and accuracy of semantic 
segmentation models. 

VI. CONCLUSION 

This study extensively explores various deep learning 
models for semantic segmentation, particularly ResNet, VGG, 
and MobileNet architectures, aiming to determine the most 
effective and efficient approach in terms of accuracy and 
inference time. Through thorough analysis of real-world video 
data, the research strives to advance semantic segmentation for 
autonomous vehicles, enhancing their safety and reliability. 
The investigation's outcomes offer crucial insights into 
optimizing training processes and selecting backbone 
architectures, with lower learning rates and weight decay 
parameters enhancing accuracy, while the batch size and image 
resize factor positively influence model performance. Caution 
against using VGG-based backbones due to vanishing 
gradients is noted, favoring ResNet34 and ResNet50 for their 
strong metrics and quicker inference times. These findings 
provide actionable guidelines for refining model training and 
selecting suitable backbones to enhance the efficiency and 
precision of semantic segmentation models. For future studies, 
firstly, researchers could explore hybrid architectures that 
combine the strengths of ResNet, VGG, and MobileNet for 
semantic segmentation. This approach seeks to harness the 
unique features of each architecture to create novel solutions 
that offer a balance between accuracy, efficiency, and 
robustness. Secondly, a promising avenue involves enhancing 
the adversarial robustness of semantic segmentation models. 
This entails investigating techniques to counter real-world 
adversarial attacks, particularly in the context of self-driving 
vehicles. By developing defense mechanisms against such 

attacks, researchers could contribute to improving the 
reliability and safety of autonomous driving systems. 
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Abstract—The rapidly evolving landscape of smart cities and 

intelligent transportation systems makes the timely detection of 

traffic events a critical element for optimizing urban mobility. 

Furthermore, social media emerges as a valuable source of real-

time information, with users acting as active sensors who 

spontaneously share observations and experiences related to 

traffic incidents. This review paper offers a comprehensive 

understanding of the state-of-the-art in traffic event detection 

from social media. The paper explores leveraging cutting-edge 

technologies including machine learning, and deep learning with 

big data technologies and high-performance computing. The 

discussion unfolds with an in-depth examination of the recent 

approaches for event detection followed by an exploration of the 

techniques of spatio-temporal information extraction and 

sentiment analysis, which are both considered fundamental 

aspects in enhancing the contextual understanding of traffic 

events. Further, the review explores the pivotal role of big data 

technologies in addressing scalability challenges inherent in the 

vast expanse of social data. The examination encompasses how 

big data frameworks facilitate efficient storage, processing, and 

analysis of large-scale social media datasets, thereby empowering 

machine learning and deep learning models for robust and real-

time traffic event detection. Subsequently, the challenges and 

future directions have been highlighted. Addressing these 

challenges and leveraging advanced technologies, facilitates the 

proactive detection and management of these events, paving the 

way for smart mobility systems. 

Keywords—Mobility; smart cities; event detection; social 

media; big data analytics  

I. INTRODUCTION 

The importance of detecting traffic events (incidents) 
cannot be overstated in the context of smart mobility and 
cities.  Efficient traffic event detection lies in its impact on 
traffic flow optimization, safety enhancement, urban 
environment functionality and sustainability as well as the 
overall quality of life in smart cities. Therefore, rapid 
identification of incidents, such as accidents, road closures, or 
adverse weather conditions, helps authorities to make timely 
decisions, minimizing the negative impact of these events and 
contributing to the seamless operation of transportation 
systems. 

Moreover, social media platforms become vast and 
decentralized sources of information, with their active users, 
who function as sensors spontaneously sharing observations, 
experiences, and updates related to topics in different domains 

including traffic. Subsequently, Twitter has widely been used 
to enable smart mobility systems, such as for traffic 
congestion estimation [1], passenger flow prediction in public 
metro transit systems [2], understanding taxi traffic dynamics 
[3], and detecting traffic anomalies caused by traffic accidents, 
disasters, etc. [4]. Besides, other social media have been used 
as well, for instance, public geotagged Instagram posts are 
used to detect an abnormal increase or decrease of the citizen's 
number in a specific area at a specific time by applying a 
density-based clustering algorithm [5].  Furthermore, several 
works have been focused on detecting events using social 
data, which raises the need for review papers that discuss the 
significant previous contributions and highlight future 
directions.  

This review paper explores the detection of traffic events 
through analysis of social media data leveraging artificial 
intelligence with a specific focus on machine learning, and 
deep learning techniques in conjunction with big data 
technologies. The paper begins with examining the approaches 
of events detection and then investigates the techniques of 
Spatio-temporal information extraction and sentiment 
analysis. Furthermore, the review explores using big data 
technologies. The importance of utilizing big data technology 
in analyzing social data cannot be overstated, due to the 
volume, velocity, and variety of data generated on social 
media platforms, which require scalable and efficient 
processing frameworks.  By leveraging advanced analytics 
and machine learning on large datasets, big data technology 
empowers the development of sophisticated models for traffic 
event detection, ensuring timely and accurate responses to 
dynamic urban challenges. To the best of our knowledge, only 
one review paper [6] provides a systematic review of traffic 
event detection techniques from social data but it does not 
includes the recent approaches such as using big data 
technology. 

The main contribution of our work can be summarized as 
follows:  

1) Cover the recent approaches including using deep 

learning and big data technologies as well as provide a 

taxonomy of the approaches. 

2) Discuss the techniques of  spatio-temporal information 

extraction and sentiment analysis, which are both considered 
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as fundamental aspects in enhancing the contextual 

understanding of traffic events. 

3) Highlight the challenges and future directions to 

facilitate the proactive detection and management of the 

events and pave the way for smart mobility systems. 

The rest of the paper is organized as follows. Section II 
reviews the works on traffic-related event detection from 
social data. Section III discusses using big data technologies in 
mobility and reviews the works related to traffic event 
detection using big data platforms and technologies. 
Section IV discusses the challenges and future directions. 
Finally, we draw our conclusions in Section V. 

II. SOCIAL MEDIA IN TRAFFIC EVENT DETECTION  

With the exponential growth of social media platforms, 
users actively share real-time information, offering a valuable 
resource for monitoring and responding to traffic-related 
incidents. In this section, we review the existing work on road 
traffic analysis and event detection from social media. Fig. 1 
depicts the number of reviewed papers in the period between 
2012 and 2023. The total number of papers related to traffic 
event detection from social media included in this review is 
61, only 15 of them are using big data technologies and 
platforms.  Moreover, Fig. 2 shows the used social media and 
the number of reviewed papers that used big data technologies 
(light blue color) and that do not use them (blue color). It can 
be seen that most of the works have used Twitter while only 
one paper has used Instagram.  

 

Fig. 1. Number of publications per year. 

 
Fig. 2. Number of publications and social media platforms. 

Fig. 3 shows the analysis dataset languages that have been 
used in the reviewed works, which include English, Arabic, 
Italian, Thai, Indonesian, Japanese, Malay, Korean, French, 
Spanish and Chinese. The blue color represents the number of 
papers that do not use big data technologies while the red 
represents the number of papers that use big data technologies. 
As depicted in the figure most of the works are focused on the 
English language. 

 

Fig. 3. Number of publications and dataset language. 

Moreover, Fig. 4 describes the general workflow of event 
detection from social data. The main components are Data 
collection and filtering, Pre-processing, Event detection, 
Spatio-temporal information extraction, and Evaluation. 
Firstly, data are collected by using keywords, hashtags, 
accounts, geo-coordinates or a combination of these 
approaches. Then, the data are filtered to keep only traffic-
related data. Data filtering can be done during data collection 
or it can be a separate step and various approaches can be used 
including machine learning algorithms.  The next step is data 
pre-processing. There are common sub-components for pre-
processing, which are tokenizer, normalizer, stop-words 
removal, and stemmer. Several tools and packages are 
available for pre-processing but mostly they are designed for a 
specific language. The next step is detecting the events and 
then extracting the time and location information. 
Subsequently, sentiment analysis is applied to understand the 
feelings and emotions regarding the detected events. This step 
is not mandatory. It depends on the interest of the researcher 
and the aim of the work. Finally, the tool is evaluated. The 
evaluation process depends on the method that has been used. 
For instance, if machine learning algorithms have been used to 
build classifiers for event detection, there are common 
evaluation metrics that can be used for evaluation such as 
accuracy, precision and recall. These are the main common 
steps that have been followed in literature to detect traffic 
events, more details about the components can be found in [7]. 
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Fig. 4. General workflow of social data analysis for Traffic event detection. 

 
Fig. 5. Taxonomy of traffic events detection techniques from social data. 

Fig. 5 shows the taxonomy of the approaches for each 
component in the general workflow except for the pre-
processing component, which mainly depends on the language 
of the analyzed data and the evaluation component,  which 
depends on the approach that has been used for the event 
detection. In the next subsection, we review the existing works 
and organize them based on the approaches that have been 
used. We started in section A with the event detection 
approaches because it is the main and the most important 
component.  At the end of section  A, we summarized the 
techniques for data filtering. In section B, we discuss the 
techniques of Spatio-temporal information extraction. Finally,  
section C covers the techniques of sentiment analysis 

A. Event Detection Techniques 

Several techniques have been used for traffic event 
detection including lexicon-based, machine learning (ML) and 
deep learning techniques. The next subsections provide a 
review of the existing works for each technique. 

1) Lexicon-based: Istiq et al. [8] built an application to 

monitor road conditions. They collected road condition 

information from RSS fed on Facebook and stored them in the 

MySQL database. After Text Mining, the application 

categorized the information based on how much connectivity 

between words by categories. The information is categorized 

into six types including floods, traffic jams, congested roads, 

road damage, accidents, and landslides. Daly et al. [9] 

developed Dub-STAR system to extract the causes of traffic 

conditions from real-time tweets. They applied a simple 

dictionary approach to assigning tags to the input messages. 

The text is classified into classes such as delay, incident, 

roadwork, or concert. Moreover, Alomari and Mehmood [10] 

analyzed Arabic tweets related to traffic congestion in Jeddah 

city. They created custom dictionaries in SAP HANA for the 

common Arabic keywords about transportation and traffic 

congestion.  

Alkouz and Alghbari [11] proposed a tool called SNSJam 
for traffic event detection using Arabic and English posts from 
Twitter and Instagram. They collected 50 million posts but 
after filtering they got around 2.3 million tweets and 4k 
Instagram posts. To identify events, they used a list of 
keywords. 

2) Machine learning (ML) 

a) Supervised and Unsupervised ML: Researchers in 

[12] and [13] used the SVM algorithm to classify tweets as 

relevant and irrelevant to traffic. But they don't detect event 

types. Dhavase and Bagade [14]  provided a classification 

technique based on a machine-learning algorithm to detect 

crime-disaster events. Agarwal et al. [15] detected complaints 

tweets about road irregularities and bad road conditions by 

employing a rule-based classifier. They extracted the 

important information; such as the problem and the location, 

and then the tweets were categorized into useful, nearly-useful 

and irrelevant complaint reports.  

Furthermore, Sakaki et al. [16] detected weather 
information and heavy-traffic information by classifying 
tweets into positive class means event-related and negative 
class means not related to events using the SVM algorithm.   
Klaithin and Haruechaiyasak  [17] applied a machine learning 
classifier based on Naive Bayes Model. They classified the 
Thai tweets about traffic into three types: tweets about 
location, tweets about roads and tweets about traffic status.  
Kumar et al. [18] built a model to detect road hazards so they 
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classified the tweets into two classes namely, having negative 
or non-negative sentiment. They considered that all negative 
sentiment tweets have road hazard information. They applied 
three algorithms, which are Naïve Bayes (NB), K-nearest 
neighbors (KNN), and the Dynamic Language Model (DLM). 

Moreover, D‟Andrea et al. [19] applied text mining 
techniques and classified real-time Italian tweets into three 
classes, which are “traffic due to an external event”, “traffic 
congestion or crash”, and “non-traffic”. They validated the 
detection of temporal information by their system using a 
generated dataset for traffic events from local newspapers and 
official news websites. 

Kurniawan et al. [20] built a machine learning classifier to 
classify real-time Indonesian tweets into traffic-related and 
not-related. They used NB, SVM and decision tree (DT) 
algorithms. They counted the occurrences of all the words in a 
tweet as features. Then, in the feature selection process,  they 
used only 40 selected words. Nguyen et al. [21] developed a 
system called TrafficWatch to monitor traffic conditions in 
Australia using real-time and historical tweets. During the 
feature selection process, they used serval features including a 
bag of words, Pattern recognition, Lemma, part-of-speech and 
a bag of tags. They introduced the NER annotation schema for 
detecting traffic related entities. Additionally, they trained the 
model based on Conditional Random Fields (CRFs).  The 
traffic-related entities are implemented as key features to train 
the ML classification model. Further, they implemented an 
online clustering algorithm to incrementally cluster the 
streaming tweets.  

Yazici et al. [22] used TF-IDF and NB to detect events 
from personal and organizational Twitter accounts. They 
noticed that the tweets from personal accounts do not 
disseminate traffic incident information in a very structured 
manner in terms of grammar and spelling compared with the 
organizational account. On the other side, personal tweets are 
better in reporting events that have just happened. Besides, 
Semwal et al. [23] and Tejaswin et al. [24] predicted the 
traffic incidents from social media using a random forest 
classifier. Anantharam et al. [25] developed a framework for 
extracting city-related events. They created a training set for 
building a conditional random field (CRF) automatically, by 
using dictionary-based spotting of event and location terms, to 
reduce manual tagging effort. 

Moreover, Langa and Moeti  [26] filtered real-time tweets 
about congestion in South Africa into traffic-congested-route 
and non-traffic-congested tweets using the Naïve Bayes 
algorithm. Subsequently, they developed a mobile application 
to send notifications to users based on classified tweets about 
traffic. Suat-Rojas et al. [27] built a classifier to detect 
accidents from tweets in the Spanish language. They classified 
tweets into accident and non-accident. For validation, they 
compared the detected accidents with official data from the 
Bogota Mobility Secretariat. Subsequently, they found that 
using doc2vec for feature extraction and SVM for 
classification helped in achieving good accuracy results. 

3) Topic Modeling: One of the popular topic modeling 

algorithms is Latent Dirichlet Allocation  (LDA). It was 

introduced by Blei et al. [28]. Besides, it is a statistical 

classification model based on the word-topic frequency 

distribution. Wang et al. [29] focused on exploring the 

relationship between traffic conditions in daily matter and 

urban human events in Toronto, Canada. They developed a 

tweet-LDA engine to classify tweets into two classes namely, 

“traffic-relevant” and “traffic-irrelevant”. To ensure that no 

relevant tweets are missed, they filter out traffic-irrelevant 

tweets using a set of keywords.  Moreover, Huang et al. [30] 

used DBSCAN to build spatiotemporal clusters from the 

geotagged tweets. Then, the LDA was implemented to the 

tweets under each cluster to extract the topics. Ali et al. [31] 

applied OLDA-based traffic event labeling. They used a well-

known Web Ontology Language (OWL) tool called Prot´eg´e 

to develop ontology before using LDA. They generated a list 

of the most frequent words related to traffic events and then 

used them to develop ontology-based semantic knowledge. 

a) Hybrid (Topic Modeling and Supervised/ 

Unsupervised ML): Gu et al. [32] collected historical and real-

time tweets about traffic in Pittsburgh and Philadelphia 

Metropolitan. They used Supervised Latent Dirichlet 

Allocation (sLDA). In addition, the Tweets are classified by a 

Semi-Naive-Bayes (SNB) classifier. Lau [33] used Latent 

Dirichlet Allocation (LDA) topic modeling to filter traffic 

messages in the Chinese language. Additionally, they built 

SVM, KNN and NB classifiers for traffic events detection. 

4) Deep Learning: Chen et al. [34] extracted Chinese 

traffic information from the Sina Weibo platform. They 

employed deep neural networks to learn the abstract features 

and classify them into traffic relevant and irrelevant. Ji et 

al.[35] measured the similarity of events between texts using 

meta-path in heterogeneous information networks. Then, to 

get the best possible meta-path weights, they employed a 

graph neural network for semi-supervised learning. After that, 

they designed a clustering algorithm to identify the traffic 

event categories. 

Moreover, Ambastha and Desarkar [36] used different ML 
algorithms including SVM, Naive Bayes and Random Forest 
as well as deep learning algorithms including LSTM, CNN, 
and Universal Language Model FIne-Tuning (ULMFIT). The 
developed classification models were used to classify the 
tweet into two categories, namely, “Traffic incident related” or 
“Non-Traffic incident related”. The Transfer Learning 
approach using ULMFIT was employed to enhance the 
performance. 

Kim et al. [37] classified tweets in the Korean language 
using NB, RF, SVC, linear SVC, BiLSTM, and TextCNN into 
six classes: construction, weather, accident, traffic jam, 
crowded event and others.  Rifqi et al.  [38] used 
CNN+Word2Vec, CNN+FastText, and SVM to classify 
Indonesian tweets into 2 classes, which are tweets about traffic 
jams and tweets about smooth traffic. Swapnika and 
Vasumathi  [39] applied the DNN and Harris Hawk 
optimization (HHO) algorithm to detect the following events 
from Twitter: education, transportation, environment, 
geospatial and water events. They claimed that they addressed 
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the challenge of the scalability challenge, but they did not 
provide a detailed explanation. 

Furthermore, Hodorog et al. [42] combined AWD-LSTM 
and ULMFiT to detect traffic-related events in Cardiff City in 
the UK. They focused on several events including congestion, 
accidents, social gatherings, thefts, bus queues, floods and 
electricity charges. Additionally, they studied the relationship 

between the events as well as assigned a citizen satisfaction 
value to each of them. Mehri et al. [43] used BERT to detect 
subway-related events from tweets in English and French 
Language. They manually labeled 10381 records in English 
and 11008 in French to build the training dataset.  The finding 
indicated that BERT in zero-shot surpasses the performance of 
the baseline models. 

TABLE I. EVENT DETECTION TECHNIQUES 

Ref. Detected Event types Event Detection Technique 

Lexicon-based 

[8] Floods, traffic jams, road damage, accidents, landslides Based on the connectivity between words 

[9] Traffic congestion causes Dictionary-based 

[10] Accidents, weather, road works, social events. Dictionary-based 

[11] Accidents Dictionary-based 

ML  

[14] Crime and disaster NB 

[15] Useful, nearly-useful, irrelevant complaint reports Rule-based classifier 

[16] Related to roads,  related to weather SVM 

[17] Accident, announcement, question, request, sentiment. NB 

[18] Hazard and non-hazard NB, KNN, and DLM 

[19] Congestion, crash, non-traffic event, external event. SVM, NB, C4.5 Decision tree, PART, KNN, 

[20] Traffic and non-traffic NB, SVM, DT 

[21] Roadwork, queue, accident, activities, breakdown, police. Conditional Random Fields (CRFs) labeling method. 

[22] Traffic-relevant, traffic-irrelevant NB, dictionary of frequently occurring words 

[23] 
Heavy-vehicle, traffic-jam, park-footpath autometer, wrong-side, breakdown, 

jump-signal, U-turn, no-parking. 
Random forest classifier 

[24] Weather Random forest classifier 

[40] Roadwork traffic jam, freight traffic, road closure, weather, accident Dictionary, clustering algorithm 

[41] Earthquakes, forest fires, floods, and droughts Checking a set of predefined weighed keywords, KNN algorithm 

[25] City-related events CRF model, dictionary-based spotting 

[26] Traffic-congested and non-traffic-congested NB 

[27] Accident and non-accident SVM, NB, RF and Neural Networks 

[29] Traffic-relevant, traffic-irrelevant LDA 

[30] Leisure, sports, music, movies, art, and other LDA 

[31] Traffic, non-traffic OLDA 

[32] Roadwork accidents, weather, special events, obstacle vehicles. sLDA, SNB 

[33] Accidents, traffic jams, weather LDA, SVM, NB, K-Nearest 

Deep Learning  

[34] Traffic relevant, Traffic-irrelevant CNN 

[35] 
Traffic Control, Weather Anomaly, Accident, Congestion, Road Construction, 

Vehicle Anchorage, Official Occupation, and Normal Traffic. 
BS-GCN 

[36] Traffic relevant, Traffic-irrelevant ULMFiT model 

[37] Construction, weather, accidents, traffic jams, crowded events and others. NB, RF, SVC, linear SVC, BiLSTM, and TextCNN 

[38] Traffic jams, smooth traffic CNN+Word2Vec, CNN+FastText, and SVM 

[39] Education, transportation, environment, geospatial and water event DNN and HHO 

[42] 
Congestion, accidents, social gatherings, thefts, bus queues, floods, and 

electricity charges. 
AWD-LSTM and ULMFiT 

[43] Incident and non-incident BERT 
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5) Other Methods: He et al. [44] proposed MetroScope 

system which analyzed real-time tweets to detect events 

related to the Washington D.C. Metro system. They developed 

a phrase-level algorithm that groups events with similar key 

phrases into a story. To prioritize urgent events, they 

performed sentiment analysis and then implemented a 

function to automatically send emails to authorities regarding 

emergency events. 

Shekhar et al. [45]  collected data about traffic conditions 
from Facebook and Twitter. They constructed a decision tree to 
display traffic-sensitive optimized routes. After that, they 
categorized particular streets within a city into three categories, 
which are Moderate Congestion, Severe Congestion, and  No 
Congestion based on the average user‟s sentiment on hourly 
time slots. Further, they detected the possible causes of traffic 
congestion in a particular area and enabled users to search for 
the cause of congestion at a particular time. Ni et al. [2] 
developed a hashtag-based event detection algorithm. To detect 
events, they examined tweets within a specific area and probe 
(the subway station and two stadiums) instead of detecting the 
exact topic of the events. 

Table I shows the type of detected events by each of the 
reviewed papers as well as the techniques that have been used 
for event detection. Table II illustrates the filtering approaches 
that have been used to filter out irrelevant posts before 
detecting the events. 

TABLE II. FILTERING TECHNIQUES 

Tweets Filtering Techniques References 

During 

Data 

Collection 

By Keywords 
[8], [16], [18], [19], [41], [22], 

[30], 

By accounts [9],  [10], [14], [15], [17] 

By Geo-coordinates [2], [25], [42] 

Using Machine Learning 
[46], [32], [33], [40], [29], [20], 

[21], [34], [12], [13] 

TABLE III. LOCATION INFORMATION EXTRACTION TECHNIQUES 

Technique References 

Geo-Coordinates 
[1], [29], [16], [47], [18], [48], [33], 
[49] 

Text 

Analysis 

Dictionary lookup [50], [17], [1], [9], [12], [16] 

Sentence structure [13], [29], [12], [45], [51], [24] 

Rule-based [17], [13], [14] 

NER 
[52], [53], [15], [40], [33], [27]  [46], 

[54], [27] 

Deep 

Learning 
BERT [37] 

B. Spatio-temporal Information Extraction  

Chaniotakis et al. [50] analyzed tweets about the flood and 
the evacuation in Oroville, California USA. They used the 
WordNet dictionary to create a corpus to detect discussions 
concerning the evacuation. Muhammad and Khodra [53]  used 
the conditional random field (CRF) model for event 
information extracted from Indonesian tweets. They filtered 
the event-related tweets by combining the rule-based method 
with the bag of words model. Kumar et al. [18] extracted 
coordinates from geo-tagged tweets. Then,  the geographic 
coordinates are mapped to a specific road or road segment. 

Shekhar et al. [45] extracted location names from the text. 
They assumed that the location is almost preceded by a 
preposition. So, they created a list of all the prepositions (e.g. 
in, at, on, etc.). The extracted location name is sent to Google 
Maps API to return the geographical coordinates. Wang et al. 
[29]  extracted the coordinates from geo-tagged tweets and 
mapped them to extract location in terms of road, street, and 
landmark. On the other side, the location information from 
non-geotagged tweets is extracted either from users' profiles 
or from tweet content by using semantic analysis to identify 
the key joint words of “between...and”, “from...to”  and “exit 
to...,”. 

Furthermore, Wang et al. [1] extracted the streets, 
landmarks, and direction information from the text by using a 
gazetteer. Additionally, for traffic estimation and prediction, 
they extracted two types of road features, which are physical 
features (such as the road segment length, the number of lanes 
and the number of intersections) and point of interest (POI) 
(such as schools, hospitals, shopping mall, etc.). Sakaki et al. 
[16] extracted driving information from Japanese tweets and 
transformed geographically related terms into geographical 
coordinates. They created a dictionary for the place names in 
Japan. In addition, they collected pairs of verbs and 
prepositions, which are dependent on the names of places. 
Then, they used such pairs to extract the names of places.   

Moreover, Daly et al. [9] perform a dictionary lookup to 
extract location names from SMS messages or tweets. Alifi 
and Supangkat [12] classified the tweets by using SVM to 
distinguish between the data that are related and not related to 
the traffic condition. They suggested methods for extracting 
location information which is using location vocabulary, using 
the symbol “-” or based on the structure and words in a 
sentence. In addition, they obtained useful information from 
real-time streams involving congestion causes, traffic 
conditions,  as well as weather conditions. They suggested 
using three approaches: (i) the existence of location words 
(such as from, to, toward), (ii) the use of the symbol “-” that 
usually used to link two location points at once, (iii) the 
location vocabulary ( such as street name).  Klaithin and 
Haruechaiyasak  [17] extract words or phrases related to 
traffic information from Thai tweets using lexicon-based and 
rule-based methods. They extracted traffic information such as 
road names, locations, and traffic accidents. Hanifah et al. [13] 
applied a rule-based approach and obtained information 
regarding the time and date, location and image. Additionally, 
they employed SVM model for traffic congestion detection 
from tweets posted in Bandung, Indonesia. The developed 
model filters the tweets into relevant to traffic congestion and 
irrelevant.  

Dhavase and Bagade [14]  proposed an approach to extract 
location from tweets.  They used three different parsers: 
(i) named location parser (e.g., use gazetteer matching) to 
check for locations in tweets, (ii)  NER parser (like Stanford 
NER). (iii) street building parser using rule-based pattern 
matching. 

Hasby and Khodra [52] developed an information 
extraction module to extract time, location, condition, 
direction, and causes from Indonesian tweets about traffic jam. 
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The module consists of five elements, which are tokenizer, 
normalizer, Named Entity Recognition (NER), template 
element task, information filling and relation extraction. 
Similarly, Muhammad and Khodra [53] extracted event name, 
location, time and additional event information using an 
extractor module that was built up by Tokenizer, NER and 
POS Taggercomponent. 

Moreover, Agarwal et al. [15] applied a combination of 
NER (Indico Text Analysis API) and GeoCoding 
(OpenStreetMap API) APIs to obtain the geographical entities 
from tweets. Gutierrez et al. [40] extracted locations from 
tweet messages using four NER engines, which are: Alchemy, 
Stanford NER, OpenCalais and NERD. Further, they used 
three geolocation external applications, which are: GeoNames, 
Google Geocoding,  and Nominatim. Raymond [33] and 
Musaev et al. [54] applied the open-source Stanford NER tool 
to extract the place name.  Salas et al. [46] used NER to link a 
concept to a unique location through a knowledge base such as 
Wikipedia.  

Subsequently, Xu et al. [47] proposed a model based on 
crowdsourcing for describing urban emergency incidents such 
as storms, fires or traffic jams. They proposed a 5W model for 
illustrating the data, which provides five basic elements 1) 
When: temporal information (e.g. the starting/ending time of 
the event), 2) Where: spatial information (places), 3) What: 
the semantic information for the event, 4) Who: personal 
information (e.g., participatory or witness) and 5) Why: the 
reason information. They extracted location information from 
the check-in information from Weibo.  

Besides, Berlingerio et al. [48] developed a system named 
SaferCity based on a new spatiotemporal clustering algorithm 
for incident detection from Twitter. Singh [55] extracted 
location from tweet text. To address the issue of the lack of 
location information, they suggested using the historical 
locations of the user to predict the probable location by 
applying Markov chain model. Yang et al. [51] extracted 
information form tweets related to the traffic conditions in 
Malaysia. They suggested extracting the location and direction 
information from the text using prepositions and words like 
“from…to”, “along”, “heading” and etc. Tejaswin et al. [24] 
extracted location entities using a regular expression parser. 
After that, entity disambiguation is applied to verify if it is a 
location and ensure that the address belongs to the correct city.  
Kim et al. [37] built an algorithm for region extraction to 
extract keywords from Korean tweets with the help of entity 
name recognition API based on BERT. 

Table III summarizes the techniques for extracting location 
information. We grouped the approaches for extracting the 
location information into three main groups, which are: 
(i) from the coordinates attribute in the geotagged posts (ii) by 
extracting the location name from the text, and iii) using deep 
learning models such as BERT. The first approach is not 
always applicable since not all posts are geotagged because 
some users turn off location services on their smartphones to 
protect their privacy. For the second approach,  the text will be 
analyzed using natural language processing (NLP) methods to 
extract the place name. The common methods that are applied 
to extract a placename from the text are as follows: 

i) Dictionary lookup: requires checking the text to discover 
place names listed in a gazetteer or glossary. ii) Sentence 
structure: use a list of prepositions (e.g., in, at, on, etc.) 
iii) Named Entity Recognition (NER): identify and categorize 
entities from text. iv) Rule-based pattern matching: implement 
the extraction based on certain written actions.  

C. Sentiment Analysis  

1)  Lexicon-Based: Shekhar et al. in [45] and [41] 

categorized the users‟ emotions during a disaster by feeding 

English text from social media to sentiment analysis method. 

The users‟ emotions are sub-categorized as positive, negative, 

unhappy, depressed and angry. Additionally, they created a 

dictionary of weighted sentiment ratings for words and used 

SentiStrength online. SentiStrength [56] is a popular stand-

alone online sentiment analysis tool. It uses a dictionary of 

sentiment words for assigning scores to negative and positive 

phrases in the text.  Salas et al. [46] applied sentiment analysis 

to classify the tweets into positive, negative, or neutral class. 

They used TensiStrength for stress and relaxation strength 

detection. 

2) Machine learning: A different sentiment classification 

method was applied by Kumar et al. [18] to categorize tweets 

into four sentiment classes: false negative, true negative, false 

positive and true positive. A true positive indicates that the 

tweet is accurately categorized as non-hazard whereas a true 

negative indicates that a tweet is accurately classified as a 

hazard. The false positive category refers to tweets that 

include some positive sentiment terms e.g. “awesome” and 

“enjoy”, however, the actual sentiment is negative. On the 

other side, false negative refers to tweets that are incorrectly 

categorized as a hazard. They employed three ML algorithms, 

which are KNN, Naïve Bayes, and DLM. 

Ohbe et al. [57] classify Japanese tweets about the local 
event into three categories: positive, negative, and other. They 
used a multinomial logistic regression analysis for the 
classifier. Berlingerio et al. [48] used Sentiment140 API

 
for 

sentiment analysis. Sentiment140 [58] used a trained classifier 
built on large tweets with emoticons for distant supervised 
learning. Furthermore, Musaev et al. [54] developed a model 
to categorize tweets into happy or sad. They applied the 
Continuous Bag-of-Words and Skip-gram model. To do 
automatic labeling, they searched for tweets that contain “:-)” 
and “:-(” emoticons. After that, they utilized the Word2Vec 
repository to convert the tweets in the training set to their 
vector representations.   

3) Hybrid: Adetiloye and Awasthi [59] applied sentiment 

analysis for traffic tweets using the lexicon of opinion words 

(LOWs) and the improved Naïve Bayes algorithms in [60]. 

Table IV summarizes the techniques for sentiment analysis 

that have been used in literature for event detection. 

D. Big Data Tools and Platforms 

The term big data refers to the extremely large amount of 
data that grows exponentially with time, which makes it 
difficult to conduct an efficient analysis using conventional IT 
and hardware solutions within a reasonable amount of time 
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[61]. Subsequently, the four main characteristics of big data 
are i) Volume: refers to the size of data that might be 
measured by Zettabytes (ZB), or Yottabytes (YB) ii)Velocity: 
which refers to the processing speed and considered as crucial 
characteristic for the performance. iii) Variety: refers to the 
diversity of the data, which can be structured, unstructured, or 
semi-structured. iv) Value: refers to valuable and reliable data. 

TABLE IV. SENTIMENT ANALYSIS APPROACHES FOR EVENT DETECTION 

Ref. Lexicon ML Hybrid Categories 

[45], 

[41] 
✓   

Positive, Negative, Unhappy, 

Depressed, Angry 

[18]  ✓  
True Negative, False Negative, True 

Positive, False Positive. 

[46] ✓   Positive, Negative, Natural 

[57]  ✓  Positive, Negative, and other 

[48]  ✓  Positive, Negative, Natural 

[59]   ✓ Positive, Negative, Natural 

[54]  ✓  Sad, Happy 

III. BIG DATA TECHNOLOGIES IN MOBILITY  

Furthermore, the traditional data storage, processing, and 
analysis applications are insufficient to address the challenges 
that come from the massive continuously generated 
transportation and traffic-related data from various sources 
such as sensors, digital cameras, and social media. This raises 
the need for big data platforms and technologies, based on 
distributed data management and parallel processing. Big data 
storage solutions, such as NoSQL databases are ideal solutions 
for the storage issue since they have more flexible and 
adaptable data models and schemas compared to relational 
databases. Subsequently, big data platforms have integrated 
libraries including machine learning, deep learning, or data 
mining algorithms, which facilitate smart analysis [62].  

The next subsection explains the existing approaches for 
traffic event detection using big data.  

A. Traffic Events Detections Using Big Data Technologies 

Nguyen and Jung [63] detected events by applying 
density-based spatial clustering. Additionally, to evaluate the 
proposed method, they used datasets (about „FA Cup‟‟ and 
„„Super Tuesday) employed in a previous study. They 
evaluated the performance using Hadoop. Khazaei et al. [64] 
proposed a big data analytics platform, named Sipresk that 
was built over Apache Spark to detect traffic events from 
different sources including social media, cameras, mobile 
devices, etc. Lau [33] suggested using topic model-based for 
text filtering then they built a classifier to identify traffic 
events such as traffic jams, road accidents, weather, etc. They 
fed the message corpus to the proposed Latent Dirichlet 
Allocation (LDA) model for topic learning. Subsequently, 
they applied the probabilistic language model to estimate the 
generation probabilities of the labeled message based on a 
mined unlabeled topic. Further, they implemented ML 
classifier using Spark Machine Learning (MLib) library. 

Salas et al. [46] fetched real-time tweets through Kafka 
and Flume and stored them in HBase storage. They employed 
Spark machine learning library to build SVM classifier and 
filter the tweets into traffic or non-traffic-related tweets. The 

tweets are processed using Natural Language Processing 
(NLP) methods before they are passed to the trained classifier.  

Suma et al. [49] used Apache Spark for spatio-temporal 
events detection in London City. For the data pool, they 
utilized the power of the Fujitsu Exabyte File System (FEFS). 
Further, they installed both FEFS and spark technologies on 
top of the HPC cluster. Pandhare and Medha [65] analyzed 
tweets related to traffic and accidents to detect road traffic 
events using Spark. They used a regular expression filter to 
separate unnecessary information. Then, they applied some 
text mining steps including tokenization, creating term 
frequency vectors by using HashingTF and TF-IDF to reflect 
the importance of a token in a document. After that, they 
classified the tweets by employing Logistic regression and 
SVM algorithms.  Kousiouris et al. [66] identified large crowd 
concentration events that might affect the user journey. They 
used Spark, Apache AVRO and Cloud-based solutions 
(OpenStack Swift).  

 Moreover, Alomari and Mehmood [10] developed a 
lexicon-based approach to filter Arabic tweets about traffic 
congestion in Jeddah city using SAP HANA. Then, they 
extended their word and performed sentiment analysis [67]. 
Subsequently, they developed multiple big data pipelines and 
architectures for social text event detection using cutting-edge 
technologies consisting of machine learning algorithms and 
high-performance computing as well as Apache Spark.  
Furthermore, they proposed supervised [68], [7] and 
unsupervised [69] machine learning methods to enable smarter 
transportation by detecting events using social data in the 
Arabic language. Subsequently, they detected several events 
including congestion, roadwork, fire, social events, weather, 
government measures, and public concern. Additionally, to 
improve the performance of detecting events from Saudi 
dialectical Arabic text, they proposed a pre-processing 
pipeline that includes a tokenizer, irrelevant characters 
removal, normalizer, stop words removal, as well as an Arabic 
light stemmer. Also, they built a tool for spatio-temporal 
clustering and visualization. Furthermore, they proposed 
methods for validating the detected events through internal 
sources (Twitter data) and external sources (e.g. official 
newspaper websites). Moreover, to address the challenges that 
come from manual labeling of large datasets, they proposed an 
automatic labeling method [70] using predefined dictionaries 
for detecting events. 

Chen et al. [71] proposed a semi-supervised deep-learning 
model for detecting traffic events. They built a multi-model 
feature learning architecture to transform data from sensor time 
series and Twitter posts into a unified multi-modal feature 
representation. They built two encoders: the first one to extract 
features from sensor data using the Recurrent Neural Network 
(RNN) while the second encoder is designed for social data. 

IV. DISCUSSION, CHALLENGES AND FUTURE DIRECTIONS 

We illustrated in Section II the general workflow for event 
detection.  In this section, we discuss the challenges for each 
step in the workflow. 
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Firstly, for data collection, the existing API such as 
Twitter API

1
 limits the number of collected data for free. 

Additionally, even though they have paid APIs with fewer 
restrictions on the number of fetched tweets, it is too 
expensive. Secondly, for data pre-processing, although there 
are several tools and packages, most of them are built for the 
English language. Thus, there is a need for more efficient tools 
for other languages. Subsequently, there is a need to improve 
pre-processing and NLP methods to work on the dialectical 
short text. Thirdly, posts on social media are usually short and 
thus may not include all the important information about the 
events. Therefore, finding the exact location or time of 
occurrence might be difficult. The information might either 
not exist because users disable the location service for privacy 
reasons, or it exists but does not reflect the time or the place 
where the event occurred since people can post about events in 
other cities and countries. Additionally, in some cases, the 
post carries more than one location or time information. For 
instance, the information attached to the posts such as the geo-
coordinates and the information users wrote in the text. Thus, 
the existing approaches for Spatio-temporal information 
extraction need improvement to consider the different 
scenarios and extract or predict the right information. 
Subsequently, recent approaches need to be used including 
deep learning and Large Language Model (LLM) such as the 
work in [37]. 

Moreover, several approaches have been used for traffic 
event detection including the lexicon-based approach, ML 
algorithms and deep learning. We divided the works that used 
ML into four categories. The first category includes works that 
used the common supervised or unsupervised algorithms such 
as SVM, Naïve based, clustering, etc. The second category 
includes the works that used topic modeling algorithms such 
as LDA. The third category contains the works that applied 
deep learning. The last category includes the works that used 
other methods such as hashtags-based techniques. Each 
approach has it is own challenges. One of the major 
challenges of using supervised classification is labeling the 
data for training the model. Manual labeling takes significant 
time and effort, especially for big data.  

Furthermore, supervised classification requires defining 
the classes and then building and training the models, which 
means that we need to specify the types of events that we want 
to detect in advance. Thus, supervised classification is not 
appropriate if we do not want to limit the detected event types. 
The other challenge in supervised classification is having an 
imbalanced dataset where the number of posts in the training 
dataset for each class label is not balanced. On the other side, 
topic modeling has its challenges. One of the challenges is 
understanding the topic and finding the category that belongs 
to it. Additionally, we need to test different parameters to find 
the best number of topics and iterations, which is a difficult 
process and takes a long running time, especially for big data 
(for more details see [69]). Furthermore, the works in 
literature that used deep learning for traffic event detection are 
very limited. Additionally, more work is required to study the 
feelings and emotions regarding the detected events, which 

                                                           
1 https://developer.twitter.com/en/docs/twitter-api 

could help the authorities and decision-makers understand the 
situation and get more involved in addressing the difficulties. 

Finally, detecting events from big social data is difficult 
due to its daunting characteristics -- volume, variety, velocity 
and veracity.  The state-of-the-art on using big data 
technology for traffic event detection from social media is 
limited. Therefore, many more works are needed to improve 
the breadth and depth of the studies in this area regarding the 
size and diversity of the data, as well as the applicability, 
accuracy, performance, and scalability of the analysis and 
detection methods. 

V. CONCLUSION 

This paper comprehensively reviews recent advancements 
in the fusion of AI with a specific focus on machine learning, 
and deep learning techniques in conjunction with big data 
technologies for traffic event detection from social media. 
Furthermore, we presented the general workflow, which 
includes the following steps: Data collection and filtering, Pre-
processing, Event detection, Spatio-temporal information 
extraction, and Evaluation. Before detecting events, data are 
filtered to keep only traffic-related posts. We found that this 
process is done either during the data collection phase or after 
through machine learning algorithms. After that, we divided 
the techniques for event detection into categories and then 
discussed the works based on the applied technique. The first 
technique for event detection is lexicon-based. The second 
technique is using machine learning including, supervised and 
unsupervised algorithms, topic modeling, or hybrid. The third 
technique is using deep learning. The last category includes 
other techniques such as hashtags-based techniques.  

Moreover, we grouped the techniques for extracting 
location information into two main groups, which are using 
geo-coordinates attributes in the geotagged posts and 
extracting location names by text analysis. The first approach 
is not always applicable since not all posts are geotagged. For 
the second approach,  several methods are applied to extract 
location from the text including using NER, Dictionary 
lookup, Rule-based pattern matching, deep learning models 
and sentence structure by using a list of prepositions. 

Furthermore, we classified the existing approaches for 
sentiment analysis for traffic-related events into three 
categories, which are lexicon-based, using machine learning, 
and hybrid approaches. Additionally, we reviewed the works 
that used big data technology for traffic event detection from 
social media.  

However, the state of the art in this area that uses deep 
learning, LLM or big data technologies is limited, and thus 
many more works are needed to improve the breadth and 
depth of the studies since using them helps to improve the 
efficiency, scalability, performance, flexibility as well as 
support multilingual.  Subsequently, big data technologies and 
platforms are very important in this domain due to the 
characteristics -- volume, variety, velocity, and veracity of the 
social data. In conclusion, this review consolidates the current 
state of research, offering a valuable resource for researchers, 
practitioners, and policymakers seeking to leverage cutting-
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edge technologies for enhancing urban mobility and smart 
cities. 
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Abstract—Now-a-days, the maintenance management of 

industrial equipment, particularly in the aeronautical industry, 

has evolved into a substantial challenge and a critical concern for 

the sector. Aeronautical wiring companies are currently 

grappling with escalating difficulties in equipment maintenance. 

This paper proposes an intelligent system for the automated 

detection of machine failures. It assesses predictive maintenance 

approaches and underscores the significance of sensor selection 

to optimize outcomes. The integration of Machine Learning 

techniques with the Industrial Internet of Things (IIoT) and 

intelligent sensors is presented, showcasing the heightened 

accuracy and effectiveness of predictive maintenance, especially 

in the aeronautical industry. The research aims to leverage 

Predictive Maintenance for enhancing the performance of 

production machines, predicting their failures, recognizing 

faults, and determining maintenance dates through the analysis 

and processing of collected data. Employing sophisticated code, 

the study emphasizes real-time data collection, data traceability, 

and enhanced precision in predicting potential failures using 

Machine Learning. The findings underscore the collaboration 

between sensors and the synergy of Machine Learning with IIoT, 

ultimately aiming for sustained reliability and efficiency of 

predictive maintenance in aeronautical wiring companies. 

Keywords—Predictive maintenance; intelligent system; 

aeronautical wiring companies; machine learning; IIoT 

I. INTRODUCTION 

Maintenance in aeronautical wiring companies is crucial to 
ensure the safety and reliability of aircraft electrical systems. 
Technicians conduct regular inspections, testing, and repairs to 
meet aviation standards. Adherence to regulations and the 
adoption of advanced techniques like predictive maintenance 
are essential for optimal performance and safety. In the 
previous article [1], a maintenance management model 
employing machine learning was implemented. This model 
utilizes an expert system to support diagnostics and generate 
action plans for repairs based on the type of failure. The expert 
system reduces maintenance intervention time, minimizes 
machine downtime, and serves as the foundation for predictive 
maintenance. 

The main objective of this paper is to significantly improve 
the maintenance approach by integrating intelligent sensors.   
These sensors ensure seamless communication via the (IIoT) 
and are connected to a central server to collect real-time data, 
which is efficiently stored in a database. Machine learning 
leverages this data to predict potential breakdowns and detect 
patterns and trends in the state of industrial equipment. With 
this proactive approach, corrective measures can be swiftly 

taken to minimize unexpected downtime, reduce high 
maintenance costs, and ensure continuous reliability and 
efficiency in the aeronautical industry. 

This paper proposes an intelligent system for automatically 
detecting failures in machines. The initial focus is on 
presenting and evaluating the maintenance predictive 
approaches, including the approach detailed in article [1]. 
Following that, an in-depth discussion ensues regarding 
various sensor types and their significance in optimizing and 
predicting outcomes. Emphasis is placed on selecting sensors 
that support inter-sensor communication, fostering 
collaboration, and leveraging IIoT to enhance predictive 
maintenance capabilities, particularly in the aeronautical 
industry. 

Additionally, the integration of Machine Learning 
techniques with IIoT and intelligent sensors is showcased, 
illustrating their synergistic impact on improving the accuracy 
and effectiveness of predictive maintenance processes. 

The main contribution of this paper is integrating intelligent 
diagnostic sensors with Industrial Internet of Things (IIoT) 
technology and machine learning analysis in aeronautical 
industries, specifically in wire cutting machines. This 
integration enables real-time data collection and storage in a 
centralized database. The ultimate goal is to optimize 
maintenance procedures, ensuring the long-term reliability and 
efficiency of cutting cable machines in aeronautical industries. 

The structure of this paper is organized as follows: Section 
II provides a review of existing approaches. Section III 
presents materials and methods. In Section IV, the proposed 
model is introduced, and results and discussion are presented in   
Section V. Finally, the last section concludes by highlighting 
the main contributions and outlining future work. 

II. REVIEW OF EXISTING APPROACHES 

To establish a detailed context for exploration, a 
comprehensive analysis of predictive maintenance in the 
industrial sector is undertaken in the following sections. 
Furthermore, numerous research studies have investigated 
different facets of intelligent sensor integration for 
maintenance in smart factories [2]. 

Specifically, Song et al. [3] focus on smart sensors used to 
monitor rock bolts' condition and integrity to minimize 
economic and personnel losses. Jin [4] discusses 
multifunctional sensors suitable for industrial production, while 
Feng [5] delves into sensors for intelligent gas sensing. Paidi 
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[6] examines intelligent parking sensors that utilize machine 
learning to replace ultrasonic sensors. In addition, Talal and 
Sony [7] [8] characterize sensors for health monitoring. The 
concept of combining smart sensors and smart factories, a 
crucial aspect of Industry 4.0, is commonly found in literature 
reviews. Lee [9] illustrates the use of smart sensors to evaluate 
and diagnose individual devices in smart factories. 

Expanding the review, Strozzi in [10] emphasizes the actual 
transition and implementation of large, intelligent factories. 
Pereira and Álvarez [11] [12] focus on implementing smart 
factory principles and highlight that effective value creation 
depends on the chosen method of implementation. 

The implementation process, which involves managing 
technological and organizational changes and desirable 
competencies, is further addressed by Sousa [13] and Lee et al. 
[14]. They also draw attention to the gap between recent 
research and the actual level of deployment. 

Regarding maintenance in intelligent factories, several 
literature reviews revolve around predictive maintenance. 
Carvalho [15] concentrates on machine learning methods, 
considering them a promising tool for predictive maintenance. 
Sakib [16] observes a shift from reactive service activities to 
proactive, predictive maintenance and relates it to the context 
of Industry 4.0. 

In specific applications, Olesen and Shaker [17] study 
practical use in thermal power plants, while Fei [18] focuses on 
predictive maintenance in aircraft systems.                                         
As for the approach [1], a maintenance management model 
utilizing Machine Learning has been proposed to optimize and 
enhance reliability. The model includes a referential and expert 
system that aids in diagnosing breakdowns, assigning 
technicians, and generating detailed repair action plans. The 
expert system reduces intervention time, minimizing machine 
downtime, and facilitates predictive maintenance 
implementation. 

So, studies focus on the use of smart sensors to monitor 
conditions, enhance safety, improve efficiency and implement 
predictive maintenance techniques, with the aim of minimizing 
economic and human losses. However, it should be noted that 
the integration of smart sensors via IIoT and real-time data 
collection for predictive maintenance in the aeronautical 
industry, particularly in cable-cutting machines, has not been 
discussed in these studies. 

The current studies primarily concentrate on utilizing smart 
sensors to monitor conditions, enhance safety, improve 
efficiency, and implement predictive maintenance techniques, 
all with the objective of reducing economic and human losses. 
However, it's crucial to note that the aeronautical industry has 
not received comprehensive attention in these studies, 
specifically regarding the integration of smart sensors through 
the IIoT and real-time data collection for predictive 
maintenance, especially in the context of cable-cutting 
machines. This identified gap calls for special consideration to 
fully exploit the potential benefits of technology in this specific 
field of aviation. Further research and development in this area 
can lead to significant advancements and improvements in 
maintenance practices within the aeronautical industry. 

Although the proposed expert system successfully reduces 
technician assignment and maintenance intervention time [1], it 
faces a notable limitation. The data collected by technicians 
may be unreliable, which can have adverse consequences on 
the maintenance process. One major limitation of this approach 
is its failure to identify the specific nature of equipment 
failures. Human involvement is still necessary to diagnose the 
equipment and pinpoint the failed components. However, this 
manual approach to data collection slows down the 
maintenance process, resulting in machine immobilization. 

The diagnostic aspect is crucial as it allows for accurate 
identification of the failure and the specific part that requires 
replacement. Without this information, machine downtime can 
be prolonged, especially if there is an inadequate stock of spare 
parts available. Therefore, improvements are needed to 
enhance data reliability and the system's ability to diagnose 
failures effectively. 

So, the primary goal is to enhance the maintenance 
approach significantly by employing intelligent sensors 
specially created for diagnostics. These sensors will 
communicate through the IIoT, enabling the real-time 
collection and efficient storage of data in a centralized 
database. Subsequently, machine learning will analyze the data 
to predict potential breakdowns. By adopting this proactive 
strategy, intervention actions can be implemented before issues 
escalate, thereby minimizing downtime, maintenance expenses, 
and disturbances in the production process. The ultimate 
objective is to optimize maintenance, ensuring the reliability 
and efficiency of industrial equipment. 

III. MATERIALS AND METHODS 

A. Introduction to Sensors 

The new requirements imposed on industrial systems in 
their operation and in their production and in the quality of 
their production, require a very elaborate strategy in the control 
of these installations. The difficulty is to have relevant and 
reliable information that allows to generate an effective 
corrective action. Sensors are these sources of information. 

The development of information processing capabilities 
allows the control and automation of increasingly complex 
systems. 

The calculation possibilities of the controlling parties seem 
to be limited only by the quantity and quality of the data 
provided to them. So Sensors play an important role in the 
automation of any kind of application by measuring and 
processing the data collected to detect changes in physical 
things. Fig. 1 illustrates the sensor operation. 

Intelligent sensors are multi-component measuring devices 
that are self-calibrating, self-optimized, and simple to integrate 
into the environment for high connectivity, according to Eifert 
[19]. Furthermore, intelligent sensors possess process 
intelligence and are capable of generating multidimensional 
data information. 

A sensor is a device, module, machine, or subsystem that 
detects events or changes in its environment and relays the 
information to other electronics, most commonly a computer 
processor [20]. A sensor converts the physical parameters into 
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a measurable digital signal, which can then be presented, read 
or processed. 

Several classifications of sensors exist, established by 
different authors and experts. There are some that are very 
simple and others that are very complex. In this classification 
of sensors, they are divided into two categories: active and 
passive. Active sensors are those that require an external 
excitation signal or power signal. In contrast, passive sensors 
do not need an external power supply and are able to generate 
an output response directly. 

 
Fig. 1. Illustration view on the working of sensor. 

B. Different types of Sensors 

There are different types of sensors varying from the 
simplest to the most complex. Sensors are classified according 
to their specifications, their conversion method, the type of 
material used, the physical phenomenon of detection, the 
properties of what it measures and the application field [21]. 

 Proximity Sensors: Without making direct physical 
touch, proximity sensors make it simple to determine 
the location of any adjacent object. It detects the 
existence of an object by simply looking for any 
fluctuation in the return signal after emitting 
electromagnetic radiation, such as infrared. Numerous 
types of proximity sensors, including inductive, 
capacitive, ultrasonic, photoelectric, magnetic, and 
others, are available and are aimed at various purposes. 
This specific sort of sensor is frequently utilized in 
applications that demand efficiency and security. This 
sort of sensor has several applications, including object 
detection, item counting, rotation measurement, object 
positioning, material detection, movement direction 
measurement, parking sensors, and others. The best 
applications for proximity sensors are found in a variety 
of industries [21] [22] [23]. 

 Position Sensors: By sensing motion, the position 
sensor determines the presence of humans or objects in 
a specific region. It can be used in home security to 
track the doors and windows of rooms and appliances 
from any location. It informs them of the open or closed 
state at all times and can follow intruders while they are 
away. It can be used in health care monitoring to track 
the location of patients, nurses, and doctors in a hospital 
[24], as well as in agriculture to track the whereabouts 
of animals [25]. 

 Pressure Sensors: Liquid or other forms of pressure are 
used in a variety of devices. These sensors enable the 
creation of IoT systems that monitor pressure-driven 
systems and devices. Any variation from the typical 
pressure range alerts the system administrator to any 

issues that need to be addressed [26][27] The use of 
these sensors is beneficial not only in production but 
also in the maintenance of complete water and heating 
systems since it is simple to detect any pressure 
fluctuations or decreases [20] [28] [29]. 

 Temperature sensors: It primarily used to control air 
conditioning, freezers and other environmental control 
devices. Now they are used in manufacturing, 
agriculture and healthcare. Since a defined ambient and 
device temperature is required for most equipment in 
the manufacturing process, this type of measurement 
can still be used to improve the production process. Soil 
temperature, on the other hand, is crucial for crop 
growth in agriculture. It helps the plants to grow 
properly, which results in optimal results[20]. 

 Chemical Sensors: In the world, there are various types 
of chemical sensors, some of which are used to measure 
the chemical composition of the environment. By 
monitoring chemical plumes in the environment, a 
wireless chemical sensor network can monitor air 
quality [30]. 

 Occupancy sensors: The presence sensor, also known as 
the occupancy sensor, detects the presence of 
individuals or items in a specific area. The sensor can 
be used to detect numerous characteristics such as 
temperature, humidity, light, and air from a distance. 
The authors provide a similar use of these types of 
sensors in [31]. 

 With regard to the choice of intelligent sensors in the 
industrial field for predictive maintenance and 
specifically for aeronautical cable cutting machines as 
discussed in the previous article [1], specific criteria for 
collecting the data needed for early detection of failures 
need to be taken into account. 

 The various intelligent sensors to be installed 
(temperature, vibration, pressure, etc.) must be able to 
communicate with each other to share the data 
collected. In addition, it is essential to check that the 
sensors are capable of collecting data at an appropriate 
frequency to enable real-time monitoring and rapid 
detection of anomalies. It is essential that these 
intelligent sensors support IIoT-compatible 
communication technologies, making it easier to collect 
and analyze data remotely, as well as integrating them 
into more comprehensive predictive maintenance 
systems. 

It is also important to ensure that these sensors provide 
useful information that can be easily interpreted to analyze the 
state of the machine. The data collected must be relevant for 
predicting breakdowns and contributing effectively to the 
maintenance planning process. 

Another crucial aspect is to ensure that the sensors can be 
easily integrated into the existing cable-cutting machine 
without disrupting its normal operation. Successful integration 
ensures that the sensors fulfil their role without compromising 
the overall performance of the machine. 

A detector Element  Intelligent Interface  
Electrical signal processing 

(failure detector) 
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C. About PLCs 

PLCs are industrial automation devices that perform two 
main functions: measuring process parameters using sensors 
and controlling equipment according to specific programs [32]. 

These specialized systems solve sequential and combined 
logic problems using programmable configurations. PLCs are 
used in a wide range of applications due to their ease of 
programming, accessibility and high reliability. They are 
equipped with digital or analogue input and output cards. PLCs 
are programmed using various communication protocols and 
specialized software [32]. PLC is considered as the brain of the 
automation setup, controlling and coordinating various 
industrial processes. The PLC interprets the sensor data to 
trigger appropriate actions. The seamless integration of sensors 
with PLCs empowers industries to monitor and regulate 
processes with enhanced accuracy, efficiency, and safety. 

IV. PROPOSED WORK 

 Using IIoT, a traceability system has been developed to 
ensure communication between the PLC and the server 
through the MQTT communication protocol. Through 
this integration, a high-performance traceability system 
has been implemented to ensure real-time data 
collection and monitoring via a dashboard. 

 Firstly, connecting the sensors to the IIoT network 
allows continuous data collection on various monitored 
parameters such as temperature, pressure, vibrations, 
etc. This data is then transferred to a centralized server 
for storage and analysis. 

Data traceability makes it possible to track the complete 
history of measurements made by the sensors. This provides a 
complete and detailed overview of how parameters evolve over 
time, making it easier to identify trends and anomalies. 

Real-time data collection enables proactive monitoring of 
equipment. Sensor values are constantly updated, enabling 
unusual variations to be detected quickly. This real-time 
information can be used to make rapid decisions and avoid 
expensive failures. With an intuitive dashboard, users can view 
collected data, trends, alerts and predictive maintenance 
information. The dashboard can display graphs, customized 
dashboards and notifications when significant thresholds or 
deviations from normal values are exceeded. 

V. RESULTS AND DISCUSSION 

By using Machine Learning techniques, the collected data 
can be analyzed to predict potential failures. 

Machine Learning algorithms are trained to recognize 
patterns and warning signals that indicate imminent failure. 
These predictions enable maintenance activities to be planned 
proactively, avoiding production interruptions and reducing the 
costs associated with unexpected breakdowns. 

A model will be created by integrating IIoT and artificial 
intelligence. this model uses sensor connectivity, data 
traceability, real-time data collection and predictive analysis to 
improve predictive maintenance. This optimizes operations, 

minimizes unplanned downtime and delivers significant 
savings in maintenance and repair costs. 

As shown in Fig. 2, the proposed model for maintenance 
management demonstrates the key role that IIOT & AI play in 
failure prediction and production line optimization. 

 
Fig. 2. Modeling of the maintenance process using intelligent  sensors. 

To implement the maintenance optimization approach, 
extensive and sophisticated code has been developed. This 
code plays a central role in the collection, processing and 
analysis of data from intelligent sensors interconnected via the 
IIoT (Industrial Internet of Things). 

The first step in development was to create a 
communication interface that enables the sensors to transmit 
their measurements in real time to the designated data storage 
server. With this seamless connection, a huge amount of data 
can be collected from different pieces of industrial equipment, 
providing a global view of their operating status. 

Once the data had been collected, the core of the code was 
based on the use of machine learning. A predictive model has 
been trained using advanced machine learning algorithms, 
capable of detecting patterns, trends, and anomalies in the 
sensor data. This model is continually refined and updated as 
new data is collected, allowing it to improve in terms of 
accuracy and reliability. 

The pseudocode that schematically illustrates the main 
steps in this approach is shown in Figure 3. The pseudocode 
describes the general logic of the algorithm, including data pre-
processing steps, model training, failure prediction techniques, 
and maintenance decision making. 

Using this extensive code and machine learning approach 
enables the prediction of potential failures with enhanced 
precision. Anticipating problems before they occur allows 
proactive planning and execution of maintenance interventions, 
minimizing unplanned downtime and maximizing the 
availability and efficiency of industrial equipment. 
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Fig. 3. Proposed pseudocode. 

In summary, the extended code and the methodology 
illustrated by the pseudocode in Fig. 3 provide a powerful 
decision-support tool, enabling the maximization of the 
reliability and performance of these industrial assets while 
reducing the costs associated with corrective maintenance. 

VI. CONCLUSION AND FUTURE SCOPE 

In conclusion, the adoption of smart sensors and the 
Industrial Internet of Things (IIoT) to enhance the maintenance 
approach represents a significant advancement in the industry. 
This proactive strategy, based on real-time data analysis 
through machine learning, provides the opportunity to 
anticipate potential failures and take action before they escalate 
into major issues. For aerospace companies, especially those 
utilizing cable cutting machines, this approach ensures not only 
optimal performance of their equipment but also precise 
traceability and real-time monitoring of each operation. 

In future work, implementation of predictive maintenance 
using the proposed model is planned. This approach will 
further enhance the ability to foresee and prevent failures, 
thereby contributing to more efficient industrial operations 
management. By combining technological expertise with a 
proactive approach, the goal is to ensure continuous and 
reliable production while optimizing costs and maximizing the 
lifespan of equipment. 
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Abstract—With the continuous development of automatic 

driving technology, the requirements for the accuracy of 3D 

target detection in complex traffic scenes are getting higher and 

higher. To solve the problems of low recognition rate, long 

detection time, and poor robustness of traditional detection 

methods, this paper proposes a new method based on 

PointFusion model improvement. The method utilizes the 

PointFusion network architecture to input 3D point cloud data 

and RGB image data into the PointNet++ and ResNeXt neural 

network structures, respectively, and adopts a dense fusion 

method to predict the spatial offsets of each input point to each 

vertex in the 3D selection box point by point, to output the 3D 

prediction box of the target. Experimental results on the KITTI 

dataset show that compared with the PointFusion network 

model, the improved PointFusion-based model proposed in this 

paper improves the 3D target detection accuracy in three 

different difficulty modes (easy, medium, and hard) and 

performs best in the medium difficulty mode. These findings 

highlight the potential of the method proposed in this paper to be 

applied in the field of autonomous driving, providing a reliable 

basis for navigating self-driving cars in complex environments. 

Keywords—Neural network; target detection; autonomous 

driving; PointFusion; deep learning 

I. INTRODUCTION 

With the rapid development of computer vision and deep 
learning technology, driverless vehicles are moving towards 
the practical stage. However, in intricate road conditions and 
uncertain traffic scenarios, the safety of automated driving 
technology is becoming more and more important. How to 
recognize obstacles efficiently and accurately has become an 
important challenge in the field of autonomous driving.  

Target detection plays an important role in autonomous 
driving [1, 2]. A large number of methods have been proposed 
to solve the obstacle recognition problem in autonomous 
driving. In the field of 3D target detection, depending on the 
modality of the sensor data used in 3D detection networks, they 
can be broadly categorized into detection methods based on 
image, point cloud, and bimodal information fusion of image 
and point cloud. The SMOKE network model proposed by Liu 
et al. [3] is an image-based 3D target detection that utilizes 
feature point estimation and 3D spatial variable regression to 
determine the spatial location of the target, which has the 
advantage of a simple data preprocessing stage that improves 
the detection speed, while the network model solves the effect 
of noise introduced due to redundancy of 2D detection 
networks. The 3D-SSD network model proposed by Luo et al. 
[4] is a one-stage network for target detection based on depth 
information, and the prediction is realized with multi-scale 

mapping, the method has a good improvement in small target 
detection, as well as excellent performance in depth estimation 
against images. The Mono3D (Monocular 3D) model proposed 
by CHEN et al. is based on the improvement of the 3DOP 
model [5], which generates 3D candidate frames, then scores 
them with 2D image features and classifies and regresses the 
candidates with high scores, where the 2D image features are 
generated based on the information of semantic segmentation, 
instance segmentation, and location a priori. The practice has 
shown that the accuracy of the 3DOP model is insufficient 
relative to the estimation of depth, and some scholars have 
found that more accurate depth information can be obtained by 
utilizing parallax estimation. In 2019, LI et al. proposed a 
Stereo R-CNN model [6], which, relative to the 3D-SSD and 
the 3DOP model, utilizes the parallax estimation method to 
obtain more accurate depth information. In point cloud-based 
3D target detection methods, many researchers rasterize the 
point cloud and convert it into voxel form representation to 
easily handle irregular point cloud data. SIMON et al. [7] 
proposed Complex-YOLO, a point cloud-based 3D real-time 
target detection network based on YOLO, where the pose of an 
object is estimated by adding an imaginary and a real number 
to the regression network in a specific Euler-Region-Proposal 
Network (E-RPN). The voxel size setting is a difficult problem 
to be solved in point cloud voxelization. In 2020, M.Y et al. [8] 
proposed a hybrid voxel network (HVNet) for mixing point 
clouds with voxels, which solves this problem by fusing voxel 
features of different scales at the point-level of the point cloud 
and projecting them into multiple pseudo-image feature maps. 
Deng et al. proposed a two-stage voxel-based framework 
Voxel R-CNN network [9], which first generates region 
proposals based on a bird's-eye view, and then extracts region-
of-interest features directly from voxel features using a 
designed voxel RoI pool. However, the process of transforming 
the point cloud into either a voxel or bird's eye view projection 
map form causes some loss of point cloud data. To minimize or 
avoid this loss, some scholars have investigated the direct 
processing of the original point cloud. Qi et al. proposed the 
PointNet network [10], which ensures that the order of the 
points in the point cloud remains unchanged during the 
processing, and the structural connection between the points is 
preserved completely. Lehner et al. introduced a two-stage 
model, which consists of two VoxelNet [11] based networks, 
the Region Proposal Network (RPN) and the Local Refinement 
Network (LRN), for accurate detection and localization of 3D 
targets from point cloud data. Although different modal data 
have obvious effects when used individually in some specific 
scenarios [12], however, a sensor can only acquire a single 
modal data in the environment, and a large number of 
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experiments have proved that there are obvious inherent 
deficiencies in the environment sensing tasks accomplished by 
relying on only single modal data. The fusion of LiDAR point 
cloud data and camera image data with complementary 
relationships to improve the detection of targets in autonomous 
driving environment sensing tasks has been the focus of 
researchers [13]. Xu et al. proposed a PointFusion network 
structure [14], which is one of the typical pre-fusion structures. 
PointFusion first generates 2D selection frames on the image 
with a 2D detector projects the point cloud to the image plane, 
and selects the appropriate target region in the point cloud 
using the 2D selection frames region, and the selected 2D 
image data and the 3D point cloud data are used for feature 
extraction with ResNet [15] and PointNet networks for feature 
extraction to predict the location of the target in space. The 
advantage of this method is that the point cloud is directly 
input as raw data so that the information is preserved. 
However, the network is limited to dense point cloud data and 
is poor for sparse point clouds. Inspired by fusion methods 
such as PointFusion, Sindagi et al. proposed the MVX-Net 
network architecture for hybrid fusion based on earlier fusion 
[16], which utilized the Voxel Net network structure 
introduced at the time to combine two modal data, RGB 
images, and point clouds. Wang et al. proposed the F-ConvNet 
network [17], which, unlike the method of fusing voxelized 
point clouds with images, consists of a set of view cones 
proposed to be generated from 2D checkboxes, which are used 
to group the local point clouds, and the view cone features are 
formed through feature extraction. The VeloFCN network 
proposed by Li et al. [18] draws on the experience of 2D image 
detection by projecting a 3D point cloud to a front view similar 
to a camera image, and the data obtained from this processing 
is converted to a 2D image form, and the image is detected 
with a 2D target detector, but the point cloud in this method 
has multiple points that overlap in the process of projecting to 
the front view, resulting in loss of information.  

In recent years, with the continuous development of 
computer vision and deep learning, the detection of targets 
using deep learning techniques has become a popular research 
direction. Saranya. K.C et al. [19] proposed YOLO v3 to detect 
pedestrians, using this method reduces the computational 
resources and speeds up the computation speed based on 
guaranteeing the detection accuracy, but there will still be 
misdetection and omission problems for the targets occluding 
each other, overlapping and so on. Ren S [20] proposed to 

utilize neural networks instead of selective search and 
proposed the concept of anchor frames, the highlight of this 
method is the integration of subsequent steps such as feature 
extraction in the same network, which leads to an improvement 
in the overall performance. 

However, the current target detection algorithms are still 
unable to meet the practical needs, and many problems still 
need to be solved and improved. On the one hand, most of the 
autonomous driving scenarios are outdoor open scenarios, 
containing a large number of static and dynamic targets, and 
the traffic situation is complex; on the other hand, most of the 
sensors used for target detection in autonomous driving 
vehicles are more than three types, and the currently designed 
target detection algorithms have a single task on the network, 
and the fused sensor data types are fewer, which will deplete 
the limited arithmetic power of the vehicle control unit when 
carrying out multiple tasks at the same time. When performing 
multiple tasks at the same time, it consumes the limited 
arithmetic power of the vehicle control unit. Therefore, how to 
recognize obstacles efficiently and accurately is still of great 
significance in the field of autonomous driving. 

The rest of the paper is organized as follows: Section II 
describes the theoretical approach and optimization process of 
the proposed improved model, including the relevant parameter 
settings of the PointNet++ network and ResNeXt network. 
Section III examines the accuracy of this paper's model on the 
KITTI dataset, followed by a comprehensive analysis and 
discussion of the experimental results. Section IV summarizes 
the main contributions of this paper's model and proposes 
future research directions. 

II. PROPOSED METHOD 

A. Pointfusion Network Model Optimization 

In this paper, we improve the PointFusion architecture 
based on the PointFusion architecture, optimize the point cloud 
feature extraction module and the image feature extraction 
module, introduce the better performing PointNet++ and 
ResNeXt neural network structures instead of the PointNet 
module and the ResNet module, and use only the dense fusion 
structure to predict the 3D selection box point by point from 
each input point to the 8 corners (i.e., each vertex) of the 
spatial offsets, and in this way outputs the 3D prediction frame 
of the target. The structure is shown in Fig. 1. 
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Fig. 1. Improved converged architecture based on PointFusion. 
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The PointFusion network architecture is a pre-fusion two-
stage network structure. The network architecture performs 
target detection on the image data with a 2D target detector and 
enhances the point cloud information with the detected 2D 
target image information. Then the processed RGB image and 
point cloud image are used as input information, and the 
corresponding image and point cloud feature extraction 
network are used to extract features from the input data. 
Finally, the points in the point cloud of the target area are used 
as localization anchor points in space and predicted to obtain 
the 3D candidate frame of the target. 

PointFusion uses heterogeneous network architecture to 
process the input. 3D point cloud data and RGB image data are 
fed into different branches for feature extraction. A variant 
model of the PointNet network architecture is used to process 
the raw point cloud data directly, avoiding the lossy input 
preprocessing caused by converting the point cloud data into 
Range maps or voxel forms. However, the PointNet network 
itself has a poor ability to process sparse point cloud data, 
which leads to weak detection of sparse point cloud targets in 
PointFusion itself. In the architecture of PointFusion, on the 
one hand, the data enhancement of point cloud data is 
performed with a 2D target detection method before data input, 
which makes the input point cloud information a cropped dense 
point cloud, and its network architecture is also trained in the 
dense region of point cloud, which has a weak adaptive ability 
to sparse point cloud; on the other hand, when utilizing the 
point cloud as a spatial localization point, the dense point cloud 
can be very On the other hand, when using point clouds as 
spatial localization points, dense point clouds can predict the 
spatial location of the target, while sparse point clouds cannot 
predict the spatial location of the target very well using this 
method. 

B. PointNet++ Network 

PointNet++ is a deep optimization improvement based on 
PointNet.PointNet++ is a neural network structure consisting 
of a combination of multiple individual layers, which applies 
the PointNet network in feature extraction of the input point 
set. The PointNet++ network, by calculating the spatial 
distances between points in space, can follow the change in 
size between two neighboring layers to extract local features. 
Moreover, each ensemble sampling layer can be adapted to 

sample point cloud regions with different densities and can 
automatically combine feature information at different scales. 

PointNet++ employs hierarchical point set feature learning 
with a hierarchy consisting of multiple ensemble sampling 
layers. At each ensemble sampling layer, the point cloud sets 
within a region are first grouped and sampled, then undergo 
feature extraction and move to the next ensemble sampling 
layer. In the new ensemble sampling layer, each set of features 
from the previous layer is combined into a new point cloud 
element, and the previous operation is repeated until all the 
features are extracted. The ensemble sampling layer is the core 
layer and consists of the sampling layer, the grouping layer, 
and the point network layer. The sampling layer uses the 
farthest point sampling (FPS) method for sampling, which 
randomly takes a set of input points as the center of the region, 
then calculates the distances between other points and that 
point, and determines the adjacent points based on the 
distances between the points. The grouping layer constructs the 
neighborhood of each point cloud based on the distances 
between spatial points. The PointNet layer focuses on feature 
extraction of point clouds in the domain, using a simplified 
version of the PointNet network to extract features from 
different groups of point clouds in the grouping layer. The 
PointNet++ structure is shown in Fig. 2. 

The input to the ensemble sampling layer is N × (d + C), 
where d represents the coordinate dimension of the point cloud, 
C represents the feature vector dimension of each point in the 
point cloud, and N represents the number of points in each 

point cloud ensemble. The output of this layer is   ×（d+  ）
, where the coordinate dimensions of the points are unchanged, 
  represents the eigenvector dimension of each point in the 
point cloud collection in the input to the next ensemble 
sampling layer, and    represents the number of points in each 
point cloud collection in the input to the next ensemble 
sampling layer. 

A set of points{  ,    ,…,   } is input to the sampling 
layer, and a set of points {   ,    ,… ,   } is found using 

constant iterative sampling to determine that    
 is the 

maximum distance from the set {   ,    ,… ,     
}. This 

sampling ensures that all points in the point cloud collection 
are utilized. 
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Fig. 2. PointNet++ network structure.
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The grouping layer inputs are a point cloud collection and a 
center of mass collection. The point cloud collection contains 
the coordinate dimension of the point cloud, the eigenvector 
dimension of each point, and the number of points in the point 
cloud; the center of mass collection contains a set of center of 
mass coordinates. The output of this layer is   ×K×(d+C), 
with    denoting the number of neighbors in the set, and K 
being the center-of-mass points selected in the neighborhood 
with variable size. 

In the PointNet layer, the input is a localized region of    

points of size   ×K×（d+C）, and each localized region in the 

output is abstracted by its center of mass and local features 
encoding the neighborhood of the center of mass, with a data 

size of   ×K×（d+  ）. The PointNet layer is to extract the 

features of the point cloud data within each neighborhood 
partitioned by the previous layer, represented by a feature 

vector of uniform size. The input to this layer is   ×K×（d+C

） and the output is   ×K×（d+  ）. 

The PointNet++ network structure specifically addresses 
the problem that when the point cloud is inhomogeneous, the 
features learned in the dense region may not be suitable for the 
sparse region, and proposes a multiscale grouping (MSG), 
where the point cloud data with different densities are grouped 
into multiple local neighborhoods with different sizes, and 
these neighborhoods are first feature extracted, and then later 
the local neighborhood features are extracted by a point cloud 
feature extraction network to obtain the global features. 

C. ResNeXt Network 

In the image feature extraction branch, the ResNeXt neural 
network structure is used, which is developed based on ResNet 
and combines the experience of classic network structures such 
as VGG, ResNet, and Inception. It is composed of stacking 
multiple residual blocks of similar structure and in each block, 
three convolutional layers are used to realize various 
transformations from "dimensionality reduction-
transformation-upgrading". 

The ResNeXt network has been used as the core of many 
advanced networks for its performance in speed and accuracy 
in many image vision tasks. Although Resnet can be 
subdivided into 18, 34, 50, and 101 layers, the main body of 
the network structure is the same. The starting input of the 
Resnet network structure is a convolutional layer with 7*7 
convolutional kernels, followed by a maximum pooling 
downsampling layer with 3*3 convolutional kernels, followed 
by a residual structure with multiple blocks stacked in layers 
conv2~conv5, and the last layer is an average pooling 
downsampling layer with 3*3 pooling kernels. The first input 
of the Resnet network structure is a convolutional layer with 
7*7 convolutional kernels, followed by a maximally pooled 
downsampling layer with 3*3 convolutional kernels, followed 
by conv2~conv5 layers which are residual structures stacked 
with multiple blocks, and the last layer is an average pooled 
downsampling and fully-connected layer, and the result is 
outputted by softmax. The structure of the ResNeXt network is 
shown in Fig. 3. 

Fig. 3(a) shows the residual module of ResNet-18/34, and 
Fig. 3(b) shows the residual module of ResNet-50/101/152. 

Each module consists of a main branch and a shortcut branch, 
which are output after the convolution operation of the main 
branch on one hand, and the shortcut branch is directly the 
input, and then the results of the two branches are summed up 
and processed by the activation function, so the size and depth 
of the feature matrices of the shortcut branch and the output of 
the main branch should be the same. The size of the kernel of 
convolution and the input/output of the residual module of 
ResNet-18/34 are the same at each layer, and the size of the 
kernel of convolution and the input/output of ResNet-
50/101/152 is the same, while the size of the convolution 
kernel of the convolutional layers in the residual module of 
ResNet-50/101/152 is not consistent. In Fig. 3(b) 1*1 
convolution kernel is used for downscaling and upscaling, and 
it can be seen from the figure that the input of 256 channels in 
the first layer is output down to 64 channels, while the 64 
channels input in the second layer is increased to 256 channels 
by the output of the third layer. In Fig. 3(b), this structure 
serves to save more number of convolution kernels. Taking the 
input of 256 channels as an example, after calculation, there are 
1179648 convolutional kernels in Fig. 3(a) and 69632 
convolutional kernels in Fig. 3(b), compared to the reduction of 
111,016 convolutional kernels, which saves resources and 
improves the efficiency at the same time. 
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Fig. 3. PointNet++ network structure. 

The improved network uses a dense fusion network 
structure. The network uses the input spatial points as spatial 
anchors and predicts the spatial positional offsets of each 
spatial point to each vertex of the neighboring preselected 
boxes. An unsupervised approach is utilized to predict a score 
for each spatial point, and the point with a high prediction 
score receives a high confidence level. The high confidence 
point is used as the final prediction point. The unsupervised 
scoring loss function is: 

       
 

 
∑(       
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where, w is the weight coefficient,    is the confidence 

level, and        
  is the spatial angular offset loss at the first 

spatial point.      is the spatial transformation regularization 
loss. The loss function of the dense fusion network is: 
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where, N is the number of input points,        
   is the offset 

between the true checkbox vertex position and the  th spatial 

point, and        
  is the spatial position offset between the 

predicted checkbox vertex position and the  th spatial point. 

III. EXPERIMENTAL RESULTS 

A. Experimental Parameter setting 

1) PointNet++ parameter settings: This experiment uses 

the MSG network (Multi-Scale Network) of the PointNet++ 

network to set up three ensemble sampling layers, and some of 

the parameters of each ensemble sampling layer are shown in 

Table I. 

TABLE I. PARAMETER SETTINGS FOR EACH ENSEMBLE SAMPLING 

LAYER 

Ensemble 
sampling 

layer 

Number 
of input 

points 

Number of 
sampling 

points 

Sampling 

radius 

characteristic 

channel 

SA1 1024 512 [0.1,0.2,0.4] - 

SA2 512 128 [0.2,0.4,0.8] 320 

SA3 128 - - 640+3 

During model training, batch is set to 24 and epoch is set to 
200. The MSG model has three layers SA1, SA2, and SA3 
used for point cloud data feature extraction. 

1) Ensemble Sampling Layer: The MSG network model 
has three layers, sa1, sa2, and sa3, which are used for point 
cloud data feature extraction. The output of this layer mainly 
has seven-dimensional features. The first-dimensional feature 
is the number of sampled points; the second-dimensional 
feature is the radius size, a total of three radius parameters are 
set, [0.1,0.2,0.4] for the first layer, [0.2,0.4,0.8] for the second 
layer; the third-dimensional feature is the number of points in 
the group corresponding to the radius; the fourth-dimensional 
feature is the number of features or the channel size of the 
input points; and the fifth to the seventh-dimensional features 
are corresponding to the three radiuses respectively. The fifth 
to seventh-dimensional features are the number of feature 
dimensions corresponding to each of the three radii. 

2) ResNeXt parameter settings: The ResNeXt101 network 

is used in this experiment, where the batch is set to 32, 

num_workers is set to 4, and epoch is set to 100. The optimizer 

is ADAM, and the learning rate is 0.001. The parameters of 

conv2~conv5 of the ResNeXt residual structure are set to {3, 4, 

23, 3}. 

B. Analysis and Discussion of Results 

To test the model precision on the KITTI dataset, to better 
compare with other target detection methods, the experiment 

uses the evaluation method provided by the official KITTI 
dataset, sets the thresholds for cars, cyclists, and pedestrians at 
0.7 respectively, and divides the test set among the KITTI 
dataset into three modes: simple, medium and difficult. The 
accuracy and recall in the three modes are calculated to obtain 
the average precision as the evaluation performance metric. 
According to the method of PointFusion, Fast-Rcnn is used as 
a 2D target detector with ResNeXt-101 to extract the input 
image feature information and average over the feature map 
positions. For each input 2D frame, the image is cropped and 
resized to 224 × 224, and up to 400 3D point clouds are 
randomly sampled as input for training and evaluation. 

The P-R curves obtained from the experiment are shown in 
Fig. 4, and the final experimental AP result statistics are shown 
in Table II. 

Table II results show the improved fusion network model 
detection results. The evaluation results for 3D detection in 
both evaluation criteria show that the detection accuracy for the 
automobile class is improved to 79.97% in the simple model; 
the detection accuracy for pedestrians is still below fifty 
percent. Some of the visualized test results are shown in Fig. 5. 

TABLE II. MODEL TEST RESULTS 

objectives 
APBEV(%) AP3D(%) 

Easy Medium Difficult Easy Medium Difficult 

vehicle 89.10 83.14 71.41 79.97 69.13 58.57 

pedestrians 56.52 47.80 43.63 48.65 40.11 35.99 

cyclist 71.92 57.99 51.55 65.51 51.33 45.05 

The PointFusion model before and after improvement is 
compared with other state-of-the-art models in Table Ⅲ. The 
experimental results show that the improved PointFusion-based 
model proposed in this paper performs well for the target 
detection task in general and improves the performance 
compared to the original model. Among them, the highest 
improvement is 6.13% in the medium mode, 2.05%, and 5.3% 
in the easy and difficult modes, respectively. In the medium 
and difficult modes, the proportion of accuracy improvement 
before the improvement relative to that after the improvement 
is larger, indicating that the generalization ability of the 
improved model to the original model has been improved. The 
method proposed in this paper reaches or approaches the 
results of the current state-of-the-art methods in all three 
difficulty modes, but there is an obvious gap in accuracy 
compared to AOVD and F-PointNets in the difficulty level. 
The comparison reveals that both the original model and the 
improved model based on this paper have poor performance in 
the difficulty modes relative to the above two models. This 
indicates that the detection of large occluded targets and small 
targets needs to be improved. 
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(a) PR curve for Bev_Car                                                                                                 (b) PR curve for 3D_Car 

                                                 
(d) PR curve for 3D_Pedestrian                                                                                      (c) PR curve for Bev_Pedestrian 

                                                 
(e) PR curve for Bev_Cyclist                                                                                           (f) PR curve for 3D_Cyclist 

Fig. 4. Improved P-R curves of Disp R-CNN on bird's eye view (Bev) and 3D detection tasks. 

   
(a) Scene I 

   
(b) Scene II 

Fig. 5. Visualization of some of the test results. 
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TABLE III. MODEL TEST RESULTS 

Network model 
APBEV(%) AP3D(%) 

Easy Medium Difficult Easy Medium Difficult 

F-PointNets 91.17 84.67 74.77 82.19 69.79 60.59 

AOVD 89.75 84.95 78.32 76.39 66.47 60.23 

MV3D 86.62 78.93 69.80 74.97 63.63 54.00 

PointFusion - - - 77.92 63.00 53.27 

paper model 89.10 83.14 71.41 79.97 69.13 58.57 

 

IV. CONCLUSION 

In this paper, we propose to optimize the PointFusion 
architecture based on the improved PointFusion fusion 
algorithm by replacing the PointNet module and ResNet 
module in the point cloud feature extraction module and image 
feature extraction module with PointNet++ and ResNeXt 
network structures, respectively, to achieve more accurate 3D 
target detection. The key difference with the existing methods 
is that we consider the problems of poor generalization ability 
of the PointNet network and poor feature extraction in sparse 
regions of the point cloud. We feature extract image and point 
cloud information from the input data and use a dense fusion 
approach to obtain the final prediction, which effectively 
reduces the number of hyperparameters in the image feature 
extraction module and improves the computing speed without 
affecting the accuracy of the final prediction. Finally, we used 
experiments on the KITTI dataset to demonstrate the 
effectiveness of the method, and compared with the original 
prediction model, the model in this paper has the highest 
improvement among the medium modes, reaching 6.13%. 
Most of the current neural networks for autonomous driving 
perception tasks are designed for a single task, which generates 
a large amount of arithmetic power consumption for the in-
vehicle main controller that works on multiple tasks at the 
same time. How to integrate the networks of different tasks 
into one main network, optimizing the arithmetic power, and 
improve the cooperative work of each task will be a future 
research direction. 
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Abstract—The outbreak of Coronavirus Disease 2019 

(COVID-19) in the initial days of December 2019 has severely 

harmed human health and the world's overall condition. There 

are currently five million instances that have been confirmed, 

and the unique virus is continuing spreading quickly throughout 

the entire world. The manual Reverse Transcription-Polymerase 

Chain Reaction (RT-PCR) test is time-consuming and difficult, 

and many hospitals throughout the world do not yet have an 

adequate number of testing kits. Designing an automated and 

early diagnosis system that can deliver quick decisions and 

significantly lower diagnosis error is therefore crucial. Recent 

advances in emerging Deep Learning (DL) algorithms and 

emerging Artificial Intelligence (AI) approaches have made the 

chest X-ray images a viable option for early COVID-19 

screening. For visual image analysis, CNNs are the most often 

utilized class of deep learning neural networks. At the core of 

CNN is a multi-layered neural network that offers solutions, 

particularly for the analysis, classification, and recognition of 

videos and images. This paper proposes a modified VGG-16 

model for detection of COVID-19 infection from chest X-ray 

images. The analysis has been made among the model by 

considering some important parameters such as accuracy, 

precision and recall. The model has been validated on publicly 

available chest X-ray images. The best performance is obtained 

by the proposed model with an accuracy of 97.94%. 

Keywords—Covid-19; coronavirus; artificial intelligence; deep 

learning; transfer learning; VGG-16;  performance metrics 

I. INTRODUCTION  

Since the beginning of December 2019, the Coronavirus 
Disease 2019 (COVID-19) outbreak has put enormous 
pressure on the entire world [1]. According to the World 
Health Organization (WHO), more than five million people 
have been infected globally to date, and there have been about 
three lakh confirmed cases of death. A respiratory disease, 
COVID-19 is brought on by the Severe Acute Respiratory 
Syndrome Coronavirus 2 (SARS-CoV-2) and is characterized 
by symptoms such as fever, myalgia, dry cough, headache, 
sore throat, and chest pain [2]. The infected person may not 
exhibit all symptoms for up to 14 days. 

A severe respiratory condition known as COVID-19 can 
be cured without the use of antibiotics in affected individuals. 
Chronic medical diseases like diabetes, chronic respiratory 
illnesses, and cardiovascular issues increase the chance of 
spreading this virus. According to the WHO, the COVID-19 
symptoms, which include fever, tiredness, a dry cough, 
shortness of breath, aches, pains, and sore throat, are similar to 
those of the ordinary flu [3]. Because of these common 
symptoms, it is difficult to detect the virus in its early stages. 

There is no chance that antibiotics, which are used to treat 
bacterial or fungal infections, will be able to halt this as it is a 
virus. 

In medical, scientific, and healthcare laboratories, the 
coronavirus has been identified using a variety of diagnostic 
techniques. Indirect methods evaluate antibodies against the 
virus in a host that has been exposed, whereas direct tests 
identify the contamination directly by detecting the viral 
RNA. During a pandemic, a clinical test method should be 
accurate and sensitive enough to quickly make the right 
clinical recommendations. The various diagnostic methods for 
the covid-19 detection are shown in Fig. 1. 

 
Fig. 1. Diagnostic method for Covid-19 detection [4]. 

The most dependable and popular technique for COVID-
19 detection among the several methods available is RT-PCR 
[5]. There is sometimes a lack of supplies during pandemic 
events, including PCR kits. Therefore, having a variety of 
diagnostic method choices is crucial. Equally crucial are other 
testing methods and accessories that may be produced locally, 
even on a small scale. Those platforms would be suitable in 
environments with restricted resources as well. Because the 
currently used RT-PCR techniques are expensive, many 
nations, especially those with poor incomes, cannot afford 
enough COVID-19 tests to screen a broader population. 
Screening asymptomatic people throughout the incubation 
phase still has significant gaps. It is also difficult to accurately 
predict live virus shedding in healed patients in order to make 
de-isolation decisions. Several COVID-19 test kits have been 
recalled in various nations due to questionable quality. The 
rigorous evaluation of the diagnostic precision of the recently 
introduced SARS-CoV-2 assays is hampered by the lack of a 
recognized reference standard, the use of various sample 
collection and preparation techniques, and a flawed 
understanding of viral interplay across the time phase of 
infection. 

There is currently no specific medication or treatment for 
this illness. However, RT-PCR is the technique that is most 
frequently used to diagnose COVID-19. It has recently been 
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discovered that medical imaging methods like X-rays and 
Computed Tomography (CT) are essential for testing COVID-
19 instances. The chest radiography images (chest X-ray or 
CT images) have been extensively investigated since the virus 
typically infects the lungs [6]. Radiologists manually evaluate 
these images to look for any visual signs of COVID-19 
infection. These visual cues can be used as an alternative 
screening technique for infected patients. 

The WHO has approved the RT-PCR technique as a 
coronavirus testing method, in which short DNA or RNA 
sequences are evaluated and replicated or amplified. But it 
takes more than one test to totally rule out coronavirus in 
some people. WHO guidelines for laboratory testing state that 
negative results do not necessarily rule out the possibility that 
the person is virus-infected. The lack of screening 
workstations and testing kits to identify COVID-19 makes it 
incredibly challenging for medical staff and professionals to 
address the issue. It is incredibly challenging for medical 
practitioners in this situation to promptly and precisely detect 
possible COVID-19 cases. Numerous tests are also necessary 
because of the cases' exponential growth in order to fully 
comprehend the circumstances and come up with the finest 
decisions. 

Despite the availability of numerous imaging modalities, 
chest radiography is believed to have a low sensitivity for 
major clinical findings. Doctors frequently use X-ray imaging 
technologies to identify pneumonia because they are an 
essential part of healthcare systems all over the world. The use 
of chest X-ray equipment is time-consuming in the absence of 
screening workbenches and kits notwithstanding their 
simplicity in locating COVID-19 cases. Additionally, there 
may be situations where individuals receive imaging for a 
different reason and the results of their scans point to COVID-
19. The findings from the chest X-ray images strongly suggest 
that even in the early stages of COVID-19, the effect can be 
seen in the lungs, particularly in the lower lobes and posterior 
segments, with peripheral and subpleural distribution. The 
lesions diffuse more and more as time passes. The biggest 
problem, though, is that analyzing each chest X-ray image and 
determining what information is most important takes a lot of 
time and the presence of medical professionals. Therefore, to 
assist in the detection of COVID-19 cases using chest X-ray 
images, medical personnel need computer assistance.  

Although the traditional diagnosing process has sped up 
somewhat, it still puts medical professionals at great risk. 
Additionally, it is expensive, and there are only a few 
diagnostic test kits available. On the other hand, screening 
based on medical imaging techniques (such X-ray and CT) is 
often safe, quick, and available. X-ray imaging, as opposed to 
CT imaging, has been utilized extensively for COVID-19 
screening because it is less expensive, requires less imaging 
time, and is more readily accessible even in rural areas than 
CT imaging. The larger-scale visual examination of X-ray 
images by radiologists is time-consuming, labor-intensive, and 
could result in an incorrect diagnosis because of ignorance of 
the virus-infected regions. Therefore, the development of 
automated approaches to acquire a quicker and more precise 
COVID-19 diagnosis is highly necessary. The most recent 
automated methods sought to lessen the labor of radiologists 

while enhancing the power of X-ray imaging using cutting-
edge Artificial Intelligence (AI) technologies [7]. 
Convolutional Neural Networks (CNN), a type of DL model, 
in particular, have proven to be more efficient than 
conventional AI techniques and are frequently used to analyze 
a variety of medical images. CNN has recently been used to 
successfully identify COVID-19 in chest X-ray images. The 
major contribution of this paper includes: 

 An effective detection model for Covid-19. 

 A modified VGG-16 model for Covid-19 detection 
from chest X-ray images. 

 Classification of chest X-ray images into Covid-19 and 
Normal.  

This paper seems to have the following format. The details 
of the currently used COVID-19 detection techniques are 
covered in Section II. The methodology is covered in Section 
III. The experimental findings and conclusions are presented 
in Sections IV and V respectively. Finally, the future works 
are presented in Section VI.  

II. LITERATURE REVIEW 

Saul Calderon-Ramirez et al. [8] introduced COVID-19 
detection from chest X-ray images using semi- supervised 
deep learning methods. Using a semi-supervised deep learning 
framework built on the Mix Match architecture, chest X-rays 
are classified into Covid-19, pneumonia, and healthy cases in 
this paper. When there is a lack of high-quality labeled data, 
performance levels for Covid-19 identification can be 
enhanced with the use of the semi-supervised framework. 
Shamima Akter et al. [9] introduced COVID-19 detection 
using deep learning approaches. The paper suggested a deep 
learning-based automated classification model based on a 
convolutional neural network that exhibits a high COVID-19 
detection rate. The COVID-19 symptoms were initially 
identified utilizing the dataset by applying eleven pre-existing 
CNN models. A confusion matrix was used to demonstrate 
how well the models performed. Zehra Karhan and Fuat Akal 
[10] discussed Covid-19 Classification Using Deep Learning 
in Chest X-Ray Images. The ResNet50 model was utilized for 
Covid-19 classification from chest X-ray images. Artificial 
intelligence allows for fast analysis of chest X-ray images and 
identification of diseased individuals. It can also be applied 
when RT-PCR testing and other options are insufficient. Sami 
Bourouis et al. [11] introduced Bayesian Learning of Shifted-
Scaled Dirichlet Mixture Models for Covid-19 detection. In 
order to distinguish between individuals who are either 
negative or positive for particular types of viruses and 
pneumonia, this research introduced a novel statistical 
framework. The success and reliability of this mixing model in 
recent image processing applications is encouraging. The 
established Bayesian framework has the benefit of accounting 
for uncertainty to precisely estimate the model parameters and 
the capability to address the overfitting issue. Lightweight 
deep learning models for detecting COVID-19 from chest X-
ray images were discussed by Stefanos Karakanis and 
Georgios Leontidis [12]. In this paper, a new approach was 
proposed to detect COVID-19 via exploiting a conditional 
generative adversarial network to generate synthetic images 
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for augmenting the limited amount of data available. The 
study focused on both binary classification for COVID-19 vs 
Normal cases and multi-classification that includes a third 
class for bacterial pneumonia. 

In study [13], Covid-19 detection using majority voting 
classifiers are used. This work introduced an automated 
COVID screening (ACoS) method that identifies healthy, 
suspicious, and COVID-19-infected patients using radiomic 
texture descriptors taken from CXR images. The proposed 
system employs a majority vote-based classifier ensemble 
comprising five benchmark supervised classification 
algorithms in a two-phase classification approach (normal vs. 
abnormal and COVID-19 vs. pneumonia). Tulin Ozturk et al. 
The study in [14] proposed an automated detection of 
COVID-19 cases using deep neural networks with X-ray 
images. This paper presented a new model for automatically 
detecting COVID-19 from raw chest X-ray images. The 
suggested approach is designed to deliver precise diagnostics 
for multi-class classification and binary classification. The 
DarkNet model was used as a classifier for the real-time You 
Only Look Once (YOLO) object identification system. 
Improving the performance of CNN to predict the likelihood 
of COVID-19 using chest X-ray images with preprocessing 
algorithms was proposed by Morteza Heidari et al. [15]. The 
purpose of this study is to create and evaluate a new 
computer-aided diagnostic method using chest X-ray images 
to identify pneumonia caused by the coronavirus. A histogram 
equalization technique and a bilateral low-pass filter are used 
to process the original image in the first two image preparation 
steps of the CAD method. Then, a pseudo-color image is 
created using the original image, two filtered images, and the 
original image. This image is fed into three input channels of a 
transfer learning-based convolutional neural network (CNN) 
model. Muhammad Ilyas et al. [16] discussed various methods 
used for Covid-19 detection using Artificial Intelligence. This 
paper outlines the difficulties we are now encountering as well 
as the various methods utilized to detect COVID-19. To stop 
the spread of the virus through contact, an automatic detection 
system must be created. For the detection of COVID-19, a 
number of deep learning architectures, including ResNet, 
Inception, Googlenet, etc., are being used. In [17], proposed 
an automatic Covid-19 detection method. To assess and 
contrast the created models, three distinct experiments are 
conducted in accordance with three preprocessing approaches. 
The objective is to assess the effects of data preprocessing on 
the outcomes and how well they can be explained. Similarly, a 
critical evaluation of various variability issues that could 
threaten the system and its impacts is carried out. 

Shayan Hassantabar et al. [18] proposed a diagnosis and 
detection of infected tissue of COVID-19 patients based on 
lung X-ray image using convolutional neural network 
approaches. Three deep learning-based techniques were 
employed in this study to identify and diagnose COVID-19 
patients using X-ray images of the lungs. A convolutional 
neural network (CNN) technique was introduced, which uses 
the lung images and deep neural network (DNN) methods 
based on the fractal characteristic of images, for the diagnosis 
of the condition. In study [19], an automatic detection of 
COVID-19 infection using chest X-Ray images through 

transfer learning was proposed. It employs various 
convolutional neural network (CNN) architectures that have 
been trained on ImageNet and modifies them to function as 
feature extractors for the X-ray images. Then, the CNNs are 
integrated with consolidated machine learning techniques, 
including support vector machine, k-Nearest Neighbor, Bayes, 
Random Forest, and multilayer perceptron (MLP). Govardhan 
Jain et al. [20] proposed a deep learning approach to detect 
Covid-19 coronavirus with X-Ray images. Using accessible 
resources and cutting-edge deep learning techniques, an 
alternative diagnostic tool to find COVID-19 patients is 
suggested in this work. The proposed approach is put into 
practice in four stages: data augmentation, preprocessing, 
creating stage-I and stage-II deep network models. In order to 
improve the generalization of the model and avoid the model 
from overfitting, this work used web resources of 1215 images 
that have been improved further by data augmentation 
techniques, bringing the total number of images in the dataset 
to 1832. Aras M. Ismael and Abdulkadir Şengür [21] 
introduced deep learning based covid-19 detection method. In 
order to categorize COVID-19 and normal (healthy) chest X-
ray images, deep-learning-based approaches, including deep 
feature extraction, fine-tuning of pretrained convolutional 
neural networks (CNN), and end-to-end training of a 
constructed CNN model, have been used in this study. 
Pretrained deep CNN models (ResNet18, ResNet50, 
ResNet101, VGG16, and VGG19) were utilized for deep 
feature extraction. The Support Vector Machines (SVM) 
classifier was used to categorize the deep features using a 
variety of kernel functions, including linear, quadratic, cubic, 
and gaussian. The fine-tuning process also made use of the 
previously mentioned pre-trained deep CNN models. In [22], a 
novel CNN model called CoroDet for automatic detection of 
COVID-19 by using raw chest X-ray and CT scan images has 
been proposed. With the development of CoroDet, an accurate 
diagnostic tool for COVID and Normal, COVID, Normal, and 
Non-COVID Pneumonia, and 4 Class Classification was 
available (COVID, Normal, non-COVID viral pneumonia, and 
non-COVID bacterial pneumonia). 

While deep learning methodologies and chest X-ray 
images have been widely employed in COVID-19 detection 
research, there remains a crucial requirement to evaluate the 
adaptability and resilience of these models across diverse 
imaging scenarios and population demographics. The absence 
of investigations into real-world variables, including 
demographic variances, imaging device fluctuations, and 
variations in data acquisition settings, raises legitimate 
concerns about the external reliability and validity of existing 
models. This underscores the urgency for more comprehensive 
and interdisciplinary research endeavors to enhance the 
practicality of these diagnostic tools. 

The block diagram of the proposed method is given in Fig. 
2. The proposed method is carried out using COVID-19 X-ray 
Dataset [23]. The dataset contains two folders: test and train. 
The dataset includes NORMAL and COVID-19 images with 
.jpg format. The models are trained and tested using the 
complete dataset. 30% of the dataset's data were used for 
testing, and the remaining 70% were used for training. The 
input images are preprocessed before applying to the pre-
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trained model. In order to ensure numerical stability in CNN 
systems, normalization of data is a crucial step. Normalization 
increases the likelihood that a CNN model will learn more 
quickly and that the gradient descent will be stable. As a 
result, in this study, the input image pixel values have been 
normalized to fall between 0 and 1. The grayscale images used 
in the datasets under consideration were rescaled by 
multiplying the pixel values by 1/255. The CNN models have 
demonstrated to perform better on larger datasets and need a 
significant amount of data for optimal training. The dataset 
only contains a very small number of training X-ray images. 
Since it is difficult to gather medical data, this has been a 
major concern when doing analysis of medical images using 
DL algorithms. Data augmentation approaches, which enable 
to increase the number of images via a set of modifications 
while keeping class labels, have been frequently used to 
address this issue. Additionally, augmentation makes the 
images more variable and acts as a dataset. The preprocessing 
includes normalization and augmentation. The preprocessed 
images are used to train the modified VGG-16 model. Finally, 
the model classifies the chest X-ray images. The sample and 
augmented chest X-ray images are shown in Fig. 3 and Fig. 4 
respectively. 

 
Fig. 2. Block diagram of the proposed method. 

 

Fig. 3. Sample CXR images. 

 

Fig. 4. Augmented CXR images. 

III. METHODOLOGY 

For the study of visual images, CNNs are the most widely 
used class of neural networks in deep learning. A multi-

layered neural network that provides solutions, notably for the 
analysis, classification, and recognition of images and videos, 
is the fundamental aspect of CNN. CNN is made up of 
different layers. They are the convolution layer, the pooling 
layer and the fully connected layer. In essence, the 
convolutional and pooling layers provide the model's learning 
while the full connection layer handles categorization. The 
convolutional layer is the central part of CNN architectures. 
The feature map is created by applying high- and low-level 
filters to the input image. The pooling layer is often positioned 
between the convoluted layers. Its main objective is to reduce 
the size of the feature map in order to reduce the amount of 
computational resources required to construct the model. It 
also efficiently trains the model by removing its dominating 
and invariant characteristics. Although there are many 
different pooling methods, the maximum and average pooling 
layers are the most often used ones. Each neuron in the entire 
connection layer is connected to every neuron from the layer 
above. Depending on its topology, CNN architecture may 
have fewer or more complete connection layers. The output 
layer comes after the last full connection layer. It is now 
possible to create output distributions using SoftMax 
regression by obtaining probability distributions for the output 
classes in classification experiments. 

Transfer learning is a machine learning method that 
applies knowledge that a CNN has learned from a batch of 
related data to a separate but related problem. The 
fundamental element of transfer learning is that knowledge 
can be acquired by transferring it from one related task to 
another. With pretrained models, the transfer learning design 
method is widely applied. These pretrained models are based 
on deep convolutional neural networks. Initial CNN training 
for a classification problem using sizable training datasets is 
required for this deep learning technique. Since a CNN model 
can learn to extract significant components of the image, the 
availability of data for initial training is a vital element of 
efficient training. 

A. VGG-16 

The Visual Geometric Group (VGG) Network is a simple 
model. Its integration with CNN models is common due to its 
deeper structure, which is followed by layers of associated 
double- or triple-convolution layers, which is the most 
noticeable difference between it and prior models. The model 
architecture is given in Fig. 5. It is possible to utilize the 
model to extract pertinent features from suitable new images. 
The ImageNet dataset has the ability to extract attributes from 
images, including brand-new ones that might not yet exist or 
that might be found in dataset categories that are completely 
unrelated to one another [24]. Therefore, it is advantageous to 
use pretrained models as effective feature removers. 

 
Fig. 5. VGG-16 architecture. 
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The VGG16 design uses three convolution filters with a 
total of 13 convolution layers for feature extraction. Each 
ReLU layer has a maximum pooling layer for sampling and is 
followed by a convolution layer. Its final classification layer is 
composed of 1000 units that are equivalent to the image 
categories in the ImageNet database, and it has three fully 
connected classification layers, two of which are hidden 
layers. This design simulates a larger filter while maintaining 
the benefits of smaller filter sizes. VggNet has been shown to 
perform better with fewer parameters. Furthermore, two ReLU 
layers rather than only one were used for the two convolution 
layers. The depth of the volumes increases as the number of 
filters increases since the convolution and partnering layers 
reduce the spatial size of the input volumes in each layer. 

B. Modified VGG-16 

The modified VGG-16 design reduces the number of 
parameters by decreasing the network depth in contrast to the 
original VGG-16 architecture in order to avoid problems with 
under and overfitting during training. The original architecture 
of the VGG16 convolutional network was preserved by doing 
feature extraction with two consecutive small convolutional 
kernels as opposed to a single large one. This expedites 
training while retaining the depth of the network by reducing 
the number of parameters while maintaining the VGG16 
perceptual effects. 

The input image size was altered initially, after which the 
hidden layer was divided into five blocks, each of which 
contained two convolutional layers and a pooling layer. Using 
32 randomly generated 3x3 convolutional kernels, each 
convolutional layer extracted features, while the pooling layer 
compressed the image. Convolutional kernels in blocks 3 
through 5 were all the same size (3x3), but there were, 
respectively, 64, 128, and 64 kernels in each block. When 
compared to VGG16, the number of parameters needed was 
decreased by decreasing the convolutional kernels. After that, 
the pooling layer reduced the size of the image, the flattened 
layer reduced feature mappings to one dimension, and three 
fully connected layers combined output features into two 
classes. Finally, the performance of the model is evaluated 
based on different metrics. 

C. Performance Evaluation 

Accuracy is one of the measures that is most frequently 
used while classifying data. Accuracy is a parameter 
measuring how well a model performs across all classes. 
When all classes are treated equally, it is advantageous. It is 
calculated by dividing the total number of predictions by the 
number of predictions that came true. The formula below can 
be used to assess a model's accuracy. 

          
       

             
  (1) 

The ratio of Positive samples that were correctly identified 
is used to calculate precision. How precisely the model can 
classify a sample as positive depends on its precision. The 
capacity to correctly classify all positive samples as positive 
while avoiding incorrectly labeling a negative sample as 
positive is known as precision. 

           
    

       
   (2) 

By dividing the total number of Positive samples by the 
recall rate, the percentage of Positive samples that were 
correctly identified as Positive is obtained. Recall quantifies 
how well a model can find Positive samples. The recall 
increases as more positive samples are found. 

        
    

       
  (3) 

IV. RESULTS AND DISCUSSION 

A. Hardware and Software Setup 

The system consists of a single NVIDIA GeForce GTX 
1080 Ti GPU 2760 4MB, an Intel Core i7-6850K 12-core 
processor operating at 3.60 GHz, and additional parts. Google 
Collaboratory serves as the testing and training platform. The 
hyperparameters utilized for this study are tabulated in Table 
I. 

TABLE I. HYPERPARAMETERS 

Batch Size 32 

Activation Function ReLu 

Optimizer Adam 

Loss Function Binary Crossentropy 

B. Experimrntal Results 

In Table II, classification report for the modified VGG-16 
model is tabulated. The model's precision, recall, and accuracy 
are 97.94%, 98.23%, and 95.58%, respectively. 

Fig. 6 shows a plot of the modified VGG-16 model's 
accuracy. As the number of epochs increases, training and 
testing accuracy constantly improves. 

Fig. 7 displays the modified VGG-16 model's loss. With 
more epochs, the training and testing loss always decreases. 

TABLE II. CLASSIFICATION REPORT OF PROPOSED MODEL 

Parameters Obtained Results 

Accuracy 97.94 % 

Precision 98.23 % 

Recall 95.58 % 

 
Fig. 6. Accuracy plot of proposed model. 
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Fig. 7. Loss plot of proposed model. 

A graph between numerous possible learning rates and the 
validation loss has been plotted in order to discover the 
learning rate for the model. The plot between learning rate and 
loss obtained for the model is shown below. The learning rate 
is a hyperparameter that determines how much to alter the 
model each time when model weights are updated in response 
to the predicted error. The plot between learning rate and loss 
of the model is illustrated in Fig. 8. 

 
Fig. 8. Plot between learning rate and loss of the model. 

It can be difficult to choose the learning rate since a 
number that is too little could lead to a lengthy training 
process that could become stuck, but a value that is too large 
could lead to learning a suboptimal set of weights too quickly 
or to an unstable training process. How quickly the model 
adapts to the situation is determined by the learning rate. 
Given the smaller changes to the weights made with each 
update, smaller learning rates necessitate more training 
epochs, whereas bigger learning rates produce quick changes 
and necessitate fewer training epochs. 

The chest X-ray images were classified by the model as 
COVID-19 or NORMAL. Fig. 9 is an example of the image 
classification. The models can detect what category an image 
belongs to when given a randomly selected image as input. 

The imaging similarities between normal and COVID-19 
infection cases may have led to the misclassification, which is 
shown in Fig. 10. 

 
Fig. 9. Sample output of Covid-19 detection. 

 
Fig. 10. Illustration of misclassification. 

 
Fig. 11. Performance evaluation of proposed model. 

The model’s performance evaluation is graphically 
represented in Fig. 11. The x- axis and y- axis represent the 
performance metrics and model performance (%) respectively. 
The model obtained 97.94% accuracy, which outperforms 
other existing pre-trained models. The model also provides 
better precision and recall rate. 
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C. Discussions 

The simulation results for the COVID-19 detection model 
using a modified VGG-16 architecture are promising, 
indicating a high overall accuracy of 97.94%. Precision, which 
measures the model's ability to correctly identify positive 
cases among the predicted positives, is notably high at 
98.23%. The recall, representing the model's capability to 
identify all actual positive cases, is also strong at 95.58%. 
These metrics collectively suggest that the modified VGG-16 
model exhibits a robust performance in distinguishing 
COVID-19 cases from normal cases. 

In comparison with traditional detection methods, the high 
accuracy, precision, and recall values of the modified VGG-16 
model underscore the potential of deep learning approaches in 
enhancing COVID-19 detection. Traditional methods often 
rely on manual interpretation or rule-based algorithms, which 
may lack the complexity and adaptability demonstrated by 
deep learning models. The precision and recall values above 
95% indicate a low rate of false positives and false negatives, 
crucial for reliable COVID-19 diagnostics. The model's 
performance may be influenced by the diversity of the dataset, 
variations in image quality, and the representativeness of the 
COVID-19 cases. Moreover, the interpretability of deep 
learning models poses a challenge, making it crucial to ensure 
the clinical relevance and trustworthiness of the predictions. 

In conclusion, the modified VGG-16 model exhibits a 
commendable performance in COVID-19 detection, 
outperforming traditional methods in terms of accuracy, 
precision, and recall. While these results are promising, 
further validation on diverse datasets and real-world clinical 
settings is necessary to establish the model's robustness and 
generalizability for practical implementation in the field of 
COVID-19 diagnostics. Additionally, efforts should be 
directed towards addressing interpretability concerns and 
ensuring seamless integration with existing healthcare 
practices. 

V. CONCLUSION 

According to the World Health Organization (WHO), 
more than five million people have been infected globally to 
date, and there have been about three lakh confirmed cases of 
death. Therefore, it is crucial to identify COVID-19 as soon as 
possible in order to stop its spread and lower its mortality. 
Currently, RT-PCR is the benchmark for diagnosing COVID-
19. In this test, viral nucleic acid from sputum or a 
nasopharyngeal swab is found. This testing mechanism has a 
few drawbacks. The complicated and painful nature of this 
testing technique for the patients is another issue. As a result 
of these concerns, there is a huge need for alternative 
diagnostic techniques that deal with these issues. In this work 
a modified VGG-16 model was used for COVID-19 detection 
from chest X-ray images. This model classified the chest X-
ray images into two categories: COVID-19 and NORMAL 
images. Finally, the performance of the proposed model is 
evaluated. The model has been validated on publicly available 
chest X-ray images. The best performance is obtained by the 
proposed model with an accuracy of 97.94%. 

VI. FUTURE WORK 

Therefore, in future work, the performance of the suggested 

methodology for multiclass classification issues will be 

established. In order to create a model that is more 

dependable, we also intend to investigate the application of 

optimization methods in conjunction with the DL models 

utilized in this study. In order to efficiently provide doctors 

with precise focal area detection during diagnosis and to 

facilitate early illness identification and prevention, the 

proposed model will be integrated with object detection. 
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Abstract—In recent years, the automation of detecting 

structural deformities, particularly cracks, has become vital 

across a wide range of applications, spanning from infrastructure 

maintenance to quality assurance. While numerous methods, 

ranging from traditional image processing to advanced deep 

learning architectures, have been introduced for crack 

segmentation, reliable and precise segmentation remains 

challenging, especially when dealing with complex or low-

resolution images. This paper introduces a novel method that 

adopts a dual-network model to optimize crack segmentation 

through a coarse-to-fine strategy. This model integrates both a 

coarse network, focusing on the global context of the entire image 

to identify probable crack areas, and a fine network that zooms 

in on these identified regions, processing them at higher 

resolutions to ensure detailed crack segmentation results. The 

foundation of this architecture lies in utilizing shared encoders 

throughout the networks, which highlights the extraction of 

uniform features, paired with the introduction of separate 

decoders for different segmentation levels. The efficiency of the 

proposed model is evaluated through experiments on two public 

datasets, highlighting its capability to deliver superior results in 

crack detection and segmentation. 

Keywords—Deep learning; crack segmentation; coarse-to-fine 

strategy; image segmentation 

I. INTRODUCTION 

The structural integrity and safety of infrastructures, such 
as buildings, roads, dams, and bridges, are vital to the well-
being of societies across the world. One of the earliest and 
most common indicators of deteriorating structural health is the 
appearance of cracks. Crack segmentation, an essential branch 
of computer vision and structural health monitoring, focuses on 
the accurate identification and tracking of cracks in various 
materials and surfaces. The primary objective is to detect 
cracks as early as possible, ensuring timely maintenance, 
prevention of potential catastrophic failures, and extension of 
the lifespan of structures. With the rapid development of deep 
learning [1], [2], [3], [4] and the emergence of segmentation 
models such as SegNet [5], UNet [6], FCNs [7], and the 
DeepLab series [8], [9], general semantic segmentation tasks 
and crack segmentation tasks, in particular, have achieved 
significant improvements [10], [11], [12]. However, crack 
segmentation still poses numerous challenges that need 
addressing [13], [14], [15]. First, cracks can appear in various 
shapes, ranging from fine lines to wide gaps, and may display 
in different depths, lengths, and orientations. This makes it 
challenging for models to generalize across all possible crack 
presentations. Second, the surface on which a crack appears 
often possesses its texture, which can resemble a crack, making 

it difficult to differentiate between actual defects and 
background patterns. Third, uneven and dynamic lighting 
conditions, as well as external factors such as dirt, moisture, or 
staining can either obscure cracks or create shadows that might 
be mistaken for cracks. In recent years, with the rapid 
advancement of convolutional neural networks (CNNs), many 
methods have been proposed to address these challenges. In 
study [16], the authors proposed a novel unsupervised multi-
scale fusion crack detection algorithm for pavement images, 
which addresses challenges posed by intensity inhomogeneity, 
topology complexity, and other factors without the need for 
training data. This method integrates a windowed minimal 
intensity path-based technique for candidate crack extraction, 
cross-scale crack correspondence, and a multivariate statistical 
hypothesis test for crack evaluation. In study [17], the authors 
introduced a cutting-edge network architecture called feature 
pyramid and hierarchical boosting network tailored for 
pavement crack detection. This network integrates context 
information into low-level features through a feature pyramid 
approach, and introduces a unique nested sample reweighting 
process, along with a new measurement method, the average 
intersection over union for enhanced crack detection accuracy. 
Yue et al. [18] presented CrackNet-V, an enhanced deep 
network tailored for pixel-level crack detection in 3D asphalt 
pavement images. This advanced network, building upon the 
foundational principles of CrackNet, features a deeper structure 
with fewer parameters, thereby offering superior accuracy and 
computational efficiency, while also incorporating novel 
features like the leaky rectified tanh activation function for 
precise shallow crack detection. Zhengxin et al. [19] proposed 
a semantic segmentation neural network designed for road area 
extraction, seamlessly merging the capabilities of residual 
learning and the U-Net architecture. This model incorporates 
residual units for simplified deep network training while its 
rich skip connections streamline information propagation, 
resulting in a leaner yet more performative network. In study 
[20], the authors introduced the Crack Transformer network 
(CrackFormer), a specialized solution tailored for fine-grained 
crack detection, integrating innovative attention mechanisms 
within a SegNet-inspired encoder-decoder framework. 
CrackFormer features unique self-attention modules and 
efficient positional embedding, while also incorporating new 
scaling-attention modules, emphasizing semantic crack 
features and reducing non-semantic interferences. 

Although the above methods have addressed many 
challenges of crack segmentation, some difficulties remain, 
especially with thin cracks. As illustrated in Fig. 1, thin cracks 
are often more difficult to detect, particularly in low-resolution 
images. Furthermore, thin cracks can easily be mistaken for the 
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natural texture of asphalt, especially when the asphalt surface is 
rough or granular. Thin cracks can also appear darker or fainter 
depending on the lighting conditions and the angle of image 
capture, posing challenges for consistent detection. To address 
these issues, this paper introduces a dual-network model that 
employs a coarse-to-fine strategy for enhanced crack 
segmentation. The model consists of two networks: the coarse 
network captures global image context to identify potential 
crack areas, followed by the fine network, which focuses on 
these identified regions at a high resolution to achieve precise 
segmentation. Both networks share an encoder, but use 
separate decoders to process images, ensuring high-quality 
crack detection results. The proposed model is evaluated on 
two public datasets, including CrackTree260 and 
DeepCrack537 datasets. Experimental results show that the 
proposed model delivers superior results in crack detection and 
segmentation. 

 
Fig. 1. Some images illustrate the challenges faced when performing crack 

segmentation. 

II. PROPOSED MODEL 

Fig. 2 provides a detailed visualization of the multi-stage 
segmentation process implemented in the proposed method. 
The proposed pipeline consists of both a coarse and a fine 
network. While both networks use a shared encoder, denoted as 
 , they each have their own decoders:    for the coarse 
network and    for the fine network. The main objective of the 

coarse network is to capture global contextual information 
from the entire image and subsequently highlight regions 
potentially containing cracks. Based on the predictions from 
the coarse network, the fine network then zooms into these 
identified regions, focusing specifically on local patches 
considered to have cracks, to achieve high-resolution crack 
segmentation. An input image represented mathematically as 
         undergoes a downsampling step first. This 
optimizes its size for an initial analysis without sacrificing key 
details. Following this, the coarse network processes the 
downsized image to identify regions that may have cracks, 
resulting in a coarse crack map. This map essentially serves as 
a probability output, given by                    , 
highlighting pixels with a higher probability of being part of a 
crack. To refine this output, a thresholding technique is 
applied, producing a more defined coarse crack mask. This 
mask is then employed as a guide for the subsequent fine 
network. The fine network delves deeper, cropping and 

zooming into the previously identified regions. Its primary task 
is to work on these local patches, operating at a higher 
resolution to accurately segment the cracks, leading to a precise 
segmentation result. 

A. Shared Encoder 

We use ResNet-101 architecture in [21] as the shared 
encoder of our model. ResNet-101, a variant of the Residual 
Network (ResNet) family, is a deep convolutional neural 
network architecture known for its excellent performance on a 
variety of computer vision tasks. At its core, the design 
philosophy behind ResNet-101 is the introduction of "residual 
blocks" which address the vanishing gradient problem 
encountered in very deep neural networks. The network begins 
with a single convolutional layer with a 7×7 kernel, stride of 2, 
followed by a max pooling layer. The majority of the network 
consists of sequences of residual blocks. These blocks allow 
the model to learn identity functions that ease the training of 
deeper networks by providing shortcut connections across 
layers. Specifically, a residual block contains a skip connection 
that bypasses one or more layers. ResNet-101 contains four 
main groups of residual blocks. The first group has 3 blocks, 
the second group has 4 blocks, the third group comprises a 
significant 23 blocks, and the fourth group has 3 blocks. Each 
block within these groups consists of 3 layers (i.e., a 1×1 
convolution, a 3×3 convolution, and another 1×1 convolution), 
with the exception of the first block of each group, which 
adjusts the number of channels and downsamples using a stride 
of 2. For crack segmentation task, we remove fully connected 
layers at the end of the architecture to maintain spatial 
information throughout the network. In addition, to stabilize 
the activations and speed up training, batch normalization and 
ReLU (Rectified Linear Unit) activation functions are applied 
after each convolution within the blocks. The details of 
ResNet-101 structure used in this paper are shown in Table I. 
The deep nature of ResNet-101 enables it to capture a wide 
range of features at different scales, while its residual 
connections ensure that training remains stable and efficient 
even with its impressive depth. 

B. Segmentation Decoders 

For both coarse and fine segmentation decoders, this paper 
employs the Atrous Spatial Pyramid Pooling (ASPP) decoder 
in [22]. ASPP is a prominent module designed to capture 
multi-scale contextual information without the need for 
multiple input scales or exhaustive downsampling. Originally 
proposed for semantic image segmentation in the context of the 
DeepLab series of architectures, ASPP is specifically designed 
to handle the challenges posed by objects of varying scales in 
images. The core concept behind ASPP is to apply parallel 
dilated (or atrous) convolutions on the feature map, each 
having a different dilation rate. This results in capturing spatial 
information from different field-of-views without substantially 
increasing the number of parameters or the computational 
burden. The multi-scale feature maps resulting from these 
parallel operations are then concatenated. Specifically, the 
ASPP module comprises: A 1×1 convolution which captures 
the image's immediate context, three 3×3 convolutions but with 
varying dilation rates (e.g., 6, 12, and 18), which allow the 
network to capture spatial information from different ranges 
without downsampling, and a global average pooling layer to 
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process the feature map, capturing the holistic context of the 
image. The resulting features are then upsampled and 
concatenated with the other components. After concatenating 
the outputs from these parallel operations, the combined 
feature map passes through another convolution to produce the 
final enhanced feature map that fuses multi-scale contextual 
information. This feature map is then fed into the ASPP 
decoder for semantic segmentation, as shown in Fig. 3. In the 
ASPP decoder, the enhanced feature maps are first bilinearly 
upsampled by a factor of 4 and then concatenated with the 
corresponding low-level feature map from the backbone (i.e., 

Conv2 layer of ResNet-101). To implement the concatenation 
operation, a 1×1 convolution layer is applied to the low-level 
feature map to reduce the number of channels. After 
concatenation, two 3×3 convolution layers are used to refine 
the features, followed by another simple bilinear upsampling 
by a factor of 4. The refined feature map is finally fed into the 
segmentation head. The ASPP decoder enables the network to 
effectively segment objects of various sizes and scales in 
images, making it a powerful choice for many semantic 
segmentation tasks. 

 
Fig. 2. The structure of the proposed model for crack segmentation. 

 

Fig. 3. The pipeline of the ASPP decoder. 
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C. Cropping 

To extract high-resolution crack patches from the original 
image based on the coarse crack map, we first convert the 
coarse crack probabilities generated by the coarse network into 
a binary mask using a hard-thresholding method. This will 
produce a binary mask indicating the presence of cracks. To 
ensure that all potential details of the crack, even those that 
might have been slightly missed by the coarse network, are 
captured, we apply a dilation operation on the binary mask. 
This slightly enlarges the mask region. Next, we compute the 
bounding box for each contiguous region in the dilated binary 
mask. To generate these bounding boxes for crack regions, we 
select all the pixels with a corresponding density mask value of 
“1”. We then merge the eight-neighbor connected pixels into a 
large candidate region. Finally, we use the circumscribed 
rectangle of the candidate region to crop the original image. 
This box encapsulates the region potentially containing the 
crack. Furthermore, we filter out crops with resolutions below 
the density threshold to eliminate noise and reject low-
resolution patches. This step is crucial because crack 
segmentation doesn't perform well on low-resolution patches. 
After extracting the corresponding high-resolution patches 
from the original image, we feed each one into the fine 
network for detailed segmentation. As this network focuses 
only on smaller regions containing potential cracks, it can pay 
more attention to details, yielding better segmentation quality. 
Once the fine module processes the patches, it generates high-
resolution segmentation for each patch. These segmented 
patches are then projected back to their original positions in the 
full-resolution image to obtain the final segmented result. By 
using this approach, the model benefit from both the global 
context provided by the coarse module and the local detail-
centric approach of the fine module, ensuring accurate 
segmentation of cracks even in high-resolution images. 

TABLE I. THE DETAILS OF RESNET-101 STRUCTURE USED AS THE 

SHARED ENCODER IN THIS PAPER 

Layer type Output size Details 

Input H × W × 3  

Conv1 H/2 × W/2 × 64 7×7 convolution, stride 2 

Max Pooling H/4 × W/4 × 64 3×3 max pool, stride 2 

Conv2_x (3 blocks) H/4 × W/4 × 256 
[1×1, 64], [3×3, 64], [1×1, 

256] for each block 

Conv3_x (4 blocks) H/8 × W/8 × 512 
[1×1, 128], [3×3, 128], [1×1, 

512] for each block 

Conv4_x (23 blocks) 
H/16 × W/16 × 
1024 

[1×1, 256], [3×3, 256], [1×1, 
1024] for each block 

Conv5_x (3 blocks) 
H/32 × W/32 × 

2048 

[1×1, 512], [3×3, 512], [1×1, 

2048] for each block 

D. Training Loss 

In the domain of crack segmentation, the objective is to 
classify each pixel as either being part of a crack or not. This 
pixel-wise classification task can be effectively formulated and 
optimized using the Binary Cross Entropy (BCE) loss as 
follow: 

  
 

 
∑          ̂          (1) 

       ̂         ̂               ̂  (2) 

where,   is the true label of the pixel,  ̂  is the predicted 
probability of the pixel belonging to the class labeled as 
foreground class. 

The BCE loss quantifies the divergence between the 
predicted probability distribution and the actual distribution of 
the pixel labels. Specifically, for every pixel in the segmented 
image, the model predicts a probability score representing its 
confidence that the pixel belongs to the crack class. The BCE 
loss then computes the logarithmic difference between these 
predicted probabilities and the ground truth labels. When the 
model's prediction aligns closely with the actual label, the BCE 
loss approaches zero, indicating a perfect prediction. 
Conversely, if the model's prediction deviates significantly 
from the ground truth, the loss value increases. This property 
makes BCE loss particularly suitable for the crack 
segmentation task, as it penalizes misclassifications heavily, 
thereby driving the model to improve its pixel-wise 
classification accuracy. By minimizing the BCE loss during 
training, the segmentation model is guided to produce 
predictions that closely match the true crack structures in the 
images, leading to precise and reliable segmentation results. 
We use the BCE loss to both coarse and fine networks. The 
final loss   is the sum of the two: 

                  (3) 

where,    and    are coefficients for each loss,    is the 

BCE loss for the coarse network,    is the BCE loss for the 

fine network. 

III. EXPERIMENTS 

A. Dataset and Metrics 

The proposed model is trained and evaluated on two public 
crack datasets: the CrackTree260 [23] and DeepCrack537 [24]. 

CrackTree260 is a dataset comprising 260 road pavement 
images, which is an extended version of the dataset from [23]. 
Images are captured using an area-array camera under visible-
light illumination. This study utilized 200 of these images for 
training, 20 for validation, and 40 for testing. To enhance the 
training set, data augmentation techniques were employed. 
Specifically, each image was rotated at nine distinct angles 
ranging from 0 to 90 degrees in 10-degree increments. 
Following rotation, each image was then flipped both vertically 
and horizontally. From each flipped variant, five sub-images of 
512×512 pixels were extracted – four from the corners and one 
from the center. As a result of this augmentation process, the 
training set accumulates a total of 35,100 images. 

DeepCrack537 comprises 537 images, each having 
resolution of 544×384 pixels. These images depict a variety of 
cracks. Unlike other crack datasets, the diversity of cracks in 
DeepCrack537 is notable. Examples include top-down views, 
tilted views, cracks on both concrete and asphalt surfaces, 
variations in crack width from wide to thin, and instances 
where the cracks are partially occluded. For the purposes of 
this study, 300 images were utilized for training and 237 for 
testing. 
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For evaluation metrics, we use Precision ( ), Recall ( ), 
         , mean intersection over union (     ) to 
evaluate the proposed model. Precision evaluates how many of 
the detected/segmented cracks (positive predictions) are 
actually real cracks. 

  
  

      
      (4) 

where,    (True Positives) are the correctly detected 
cracks,    (False Positives) are the wrongly detected cracks 
(i.e., detected cracks that are not real). 

Recall measures how many of the actual cracks have been 
detected by the segmentation model. 

  
  

     
      (5) 

where,    (False Negatives) are the actual cracks that the 
model failed to detect. 

          is the harmonic mean of Precision and 
Recall. It provides a balance between the two. If either 
Precision or Recall is low, the           will also be low. 
It's especially useful when the class distribution is uneven. 

          
     

   
    (6) 

Mean intersection over union (    ) is a popular metric 
for segmentation tasks. It evaluates the overlap between the 
ground truth segmentation and the predicted segmentation.  

     
 

 
 

  

        
 

  

        
    (7) 

B. Experimental Settings 

The shared encoder based on ResNet-101 architecture is 
initialized with weights pre-trained on the ImageNet dataset 
[25] to take advantage of the extensive pretrained insights and 
rich feature representations it offers. The entire network was 
trained using the Adam optimizer [26] with a learning rate of 
0.0001, which was reduced by a factor of 10 whenever the 
validation loss stabilized. Data augmentation techniques, 
including random rotations, zooms, and horizontal flips, were 
applied to prevent overfitting and enhance the model's 
generalization capabilities. The model is trained for 100k 
iterations with a batch size of 4. All experiments were 
conducted on a machine equipped with an NVIDIA RTX 4080 
GPU, 64 GB RAM, and ran on the PyTorch framework. 

C. Performance Evaluation 

To demonstrate the effectiveness and superiority of the 
proposed method, we adopted eight existing and popular 
methods to compare to the proposed model, including Unet [6], 
TransUNet [27], FCNs [7], SegNet [5], and DeepCrack [28]. 
Table II shows results on the CrackTree260 dataset. From 
Table II, when examining the performance metrics of various 
models on the CrackTree260 dataset, the proposed model 
demonstrates superior performance across all metrics. With P 
of 0.892, R of 0.886, F-measure of 0.897, and mIoU of 0.894, 
the proposed model surpasses the other models in the ability to 
detect and segment cracks accurately. Notably, while 
DeepCrack comes closest to the proposed model with an F-
measure of 0.852 and mIoU of 0.865, the proposed model still 

offers improvements, particularly in capturing the true positive 
rate as indicated by the highest recall. UNet and SegNet also 
demonstrate competitive results, with F-measures of 0.847 and 
0.844 respectively. However, FCNs, with an F-measure of 
0.463 and mIoU of 0.612, is the least effective among the 
mentioned models. TransUNet, despite being a transformer-
based model, shows a relatively moderate performance with an 
F-measure of 0.771. Overall, the results suggest that the two-
step approach of the proposed model is highly effective in 
detecting and segmenting cracks on the CrackTree260 dataset. 
For the DeepCrack537 dataset, the results are shown in Table 
III. From Table III, it's evident that the proposed model 
delivers the most impressive results in terms of crack detection 
and segmentation. With P of 0.891, R of 0.846, F-measure of 
0.875, and mIoU of 0.878, the proposed model surpasses the 
other evaluated models. The DeepCrack model is the closest 
competitor with an F-measure of 0.847 and mIoU of 0.861, 
indicating a relatively high accuracy. SegNet also exhibits 
strong results with an F-measure of 0.840. In comparison, 
UNet and FCNs, while displaying reasonable performances, 
fall slightly behind with F-measures of 0.815 and 0.812, 
respectively. It is apparent from these results that the bi-level 
approach of the proposed model, involving a global context 
capture followed by focused high-resolution segmentation, is 
effective in the context of the DeepCrack537 dataset. 

The visualization results of the model across datasets are 
depicted in Fig. 4. In this figure, the rows labeled "Input 
image" display images of various surfaces, each with distinct 
crack morphologies. The "Ground-truth labels" rows accurately 
depict the actual cracks present in the images. In contrast, the 
"Segmentation results" rows present the model's predictions. 
For most of the images, the segmentation results align closely 
with the ground-truth labels, indicating a high degree of 
accuracy in crack detection. This demonstrates the strength of 
our method in capturing both the global context through the 
coarse network and then refining the details through the fine 
network. Particularly in areas with intricate crack patterns or 
smaller fissures, the fine network provides superior results in 
segmenting these challenging features. However, there are 
instances, especially in the second set of images, where the 
segmentation results show a slightly broader crack outline than 
the ground-truth, suggesting a potential overestimation by the 
model in those cases. Overall, the visualization validates the 
effectiveness of our approach. While there are minor deviations 
in a few cases, the proposed pipeline demonstrates robust 
performance in segmenting cracks across diverse scenarios. 

TABLE II. RESULTS ON THE CRACKTREE260 DATASET 

Model Metrics 

 P R F-measure mIoU 

UNet 0.860 0.834 0.847 0.861 

TransUNet 0.797 0.746 0.771 0.803 

FCNs 0.519 0.418 0.463 0.612 

SegNet 0.851 0.837 0.844 0.858 

DeepCrack 0.871 0.834 0.852 0.865 

Proposed model 0.892 0.886 0.897 0.894 
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Fig. 4. Visualization results of the model on the datasets. 
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TABLE III. RESULTS ON THE DEEPCRACK537 DATASET 

Model Metrics 

 P R F-measure mIoU 

UNet 0.841 0.791 0.815 0.837 

FCNs 0.829 0.796 0.812 0.833 

SegNet 0.857 0.824 0.840 0.851 

DeepCrack 0.876 0.819 0.847 0.861 

Proposed model 0.891 0.846 0.875 0.878 

IV. CONCLUSION 

This study presents a dual-network model that optimally 
leverages the combined strengths of both a coarse and a fine 
network to enhance crack segmentation. Each network utilizes 
a shared encoder, with separate decoders tailored to their 
specific roles: the coarse network captures a holistic view of 
the image, emphasizing regions that potentially contain cracks, 
while the fine network focuses on these highlighted regions for 
precise high-resolution crack segmentation. The integration of 
the coarse network with the fine network was effective in 
addressing the challenges of crack detection. The experimental 
results on two public datasets underscore the robustness and 
effectiveness of the proposed approach in diverse scenarios. 
However, our model may struggle with extremely subtle cracks 
or those obscured by environmental factors, such as shadows 
or debris. Furthermore, the model's performance might vary 
depending on the quality and resolution of the input images. In 
future work, we plan to incorporate additional data 
augmentation techniques and explore the integration of 
advanced sensors for better crack detection in challenging 
conditions. 
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Abstract—Reliable classification of Land Use and Land Cover 

(LULC) using satellite images is essential for disaster 

management, environmental monitoring, and urban planning. 

This paper introduces a unique method that combines a 

Convolutional Neural Network (CNN) with Human Group-based 

Particle Swarm Optimization (HPSO) and Ant Colony 

Optimization (ACO) algorithms to improve the accuracy of 

LULC classification. The suggested hybrid HPSO-ACO-CNN 

architecture effectively solves the issues with feature selection, 

parameter optimization, and model training that are present in 

conventional LULC classification techniques. During the initial 

phases, HPSO and ACO are crucial in identifying the best 

hyperparameters for the CNN model and fine-tuning the 

selection of critical spectral bands. ACO modifies the CNN's 

hyperparameters (learning rate, batch size, and convolutional 

layers), whereas HPSO finds the optimal selection of spectral 

bands. This optimization technique reduces the probability of 

overfitting while substantially enhancing the model's ability to 

generalize. Utilizing the selected spectral bands and optimum 

parameter configuration, the CNN algorithm is trained in the 

second phase. With Python implementation, this method uses 

both the spatial and spectral characteristics that the CNN detects 

to reach an outstanding 99.3% accuracy in LULC classification. 

The hybrid approach outperforms traditional methods like Deep 

Neural Network (DNN), Multiclass Support Vector Machine 

(MSVM), and Long Short-Term Memory (LSTM) in 

experiments using benchmark satellite image datasets, 

demonstrating a significant 10.5% increase in accuracy. This 

hybrid HPSO-ACO-CNN architecture transforms accurate and 

dependable LULC classification, offering an advantageous 

instrument for remote sensing applications. It enhances the area 

of satellite imagery evaluation by combining the advantages of 

deep learning techniques with optimization algorithms, enabling 

more accurate mapping of land use and cover for sustainable 

land management and environmental preservation.  

Keywords—Land use and land cover; human group-based 

particle swarm optimization; ant colony optimization; convolutional 

neural network; satellite image 

I. INTRODUCTION 

A crucial challenge that has significant implications across 
a range of regions is the accurate categorization of land cover 
and land use using satellite images. The primary focus of the 
position is the organized classification and labelling of the 
surface of the Earth, which serves as a fundamental 
perspective for understanding and managing the planet's 
changing landscapes. The designation of urban regions, the 
identification of infrastructural requirements, and the 
reinforcement of well-informed choices on land utilization 
allocation all have been made possible by the LULC 
categorization, which is crucial for urban planning [1]. This 
allows for the establishment of effective and environmentally 
responsible cities. It is a vital instrument in the field of 
management of the environment for determining how 
ecosystems are changing, detecting deforestation, and keeping 
track of the condition of ecosystems in their natural state. In 
addition, LULC categorization in agriculture provides farmers 
with knowledge about different crop categories, production, 
and farming methods, permitting targeted farming methods 
and boosting food security [2]. Accurate mapping of LULC 
can help with evaluating susceptibility, organizing for 
minimizing disaster risks, and adapting quickly to 
emergencies throughout disaster reconstruction and prevention 
operations. The capacity of satellite imaging to take wide-
ranging images of the exterior of the planet from orbit is 
crucial for LULC categorization. These images provide us an 
unusual perspective from which can observe the intricate and 
constantly shifting topography of the earth [3]. The 
investigation has access to a variety of data on the Earth's 
surface, such as specifics about human behaviours, landscape 
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characteristics, and the surrounding environment, by using the 
camera's array of satellite sensors. A specific component of 
this categorization, known as land utilization, deals with the 
numerous ways individuals utilize and communicate with the 
land, including metropolitan regions, agricultural areas, 
transportation systems, manufacturing regions, and more. In 
contrast, land cover describes the physical properties of the 
Earth's surface independent of human activity, including 
forests, marshes, lakes and rivers, deserts, and arid areas. 
Together, the two distinct aspects related to land cover and 
land use provide an accurate representation of the Earth's 
surface and provide information regarding the complex 
interactions between the activities of humans and the 
surrounding ecosystem [4]. The level of accuracy of 
assessments made in a variety of disciplines is strongly 
impacted by how well LULC categorization is done. In urban 
planning, accurate regulatory control, infrastructure 
optimization, and support for ecologically friendly techniques 
are all aided by the definition of land utilization 
classifications. The capacity to distinguish between diverse 
kinds of land covers in management of the environment 
enables investigators to observe wildlife migratory patterns, 
follow habitat changes, and determine the effects of warming 
temperatures on ecosystems. In terms of agriculture, LULC 
categorization enables farmers to engage in decisions based on 
information, enabling them to select crops more effectively, 
manage irrigation more effectively, and lessen the impact of 
diseases and pests. Quick and precise LULC mapping is 
crucial for response to disasters in order to evaluate 
destruction, identifying impacted people, and efficiently 
arrange relief activities [5]. The key component for solving 
some of the most important issues confronting the global 
community, from development and deterioration of the 
environment to food availability and disaster resilience, is 
proper LULC categorization.  

Satellite imagery is now more widely available and of 
higher quality than ever due to notable technological 
breakthroughs in the area of remote sensing in recent years. 
The latest phase of Earth observations has begun as a result of 
the growth in gathering information, providing an unusual 
viewpoint on the globe from orbit. Researchers have been able 
to collect data about the outermost layer of the planet and its 
changing operations at a degree of complexity never before 
possible due to the installation of innovative Earth-observing 
satellites with modern sensors. These satellites continually 
gather enormous volumes of information that cover a wide 
range of spectral data, temporal frequencies, and geographical 
resolutions [6]. Because of this, the field of remote sensing 
today is distinguished by an extensive collection of extensive 
and varied satellite imagery, which serves as a significant 
resource for a wide range of scientific, ecological, and social 
purposes. Even if the amount of available imagery from 
satellites is increasing exponentially, there are still many 
difficult problems it raises. For the information to be used 
effectively, it requires advanced approaches due to their 
enormous number and complexity. The fact that these images 
are multi-spectral and hyperspectral, indicating that they 
collect data from a broad variety of wavelengths, which 
include those outside the visible spectrum, presents one of the 
main obstacles [7]. This spectral variety adds a degree of 

complexity that necessitates sophisticated analytical methods 
capable of understanding the subtle differences in the 
information. Conventional LULC categorization methods 
suffer to handle this complexity because they are unable to 
capture the complicated patterns seen in multi-spectral and 
hyperspectral data. These methods are frequently founded 
upon manual characteristic engineering and rule-based 
systems. Traditional LULC categorization techniques 
frequently depend on hand-made characteristics and pre-
established criteria, which may not be sufficient to capture the 
entire range of variability inherent in satellite images. These 
methods can be laborious and frequently need expertise in the 
area for extraction of features. Additionally, rule-based 
systems' low capacity for adapting to various and changing 
environments limits their usefulness. The immense 
prospective of deep learning methods, particularly CNNs, has, 
in comparison, emerged progressively more understood in the 
context of the analysis of satellite imagery [8]. CNNs are 
exceptionally effective at gathering pertinent characteristics 
from unprocessed information, which enables them to find 
complex spatial and spectral correlations that can resist 
manual characteristic engineering. They therefore provide a 
potential way to improve the accuracy and efficiency of 
LULC categorization using the vast amount of available 
satellite information. 

The present article introduces a novel method that makes 
advantage of the interaction between algorithms for 
optimization and deep learning approaches to address the 
significant issues provided by the complexities of satellite 
images and the rising need for precise land use and land cover 
categorization. In particular, this innovative method combines 
Convolutional Neural Networks with two potent optimization 
algorithms—Human Group-based Particle Swarm 
Optimization and Ant Colony Optimization—to create a 
hybrid structure designed exclusively for the accurate and 
reliable categorization of LULC according to satellite imagery 
[9]. This integrative approach's primary driving force is to 
handle choosing characteristics and hyperparameter 
optimization, two crucial aspects of LULC categorization. The 
correct interpretation of satellite images depends heavily on 
identifying features, which involves choosing the most 
significant spectral bands or channels. Each of the categories 
are equally significant in the context of multi-spectral and 
hyperspectral imaging, and choosing a suitable combination of 
channels is essential for lowering distortion and redundancies 
while enhancing the approach capacity to discriminate 
between distinct land cover classifications. Human Group-
based PSO intelligently selects the most relevant spectral 
bands to improve the standard of data given into the CNN 
using a collaborative procedure of optimization motivated by 
social group characteristics. The subsequent crucial issue the 
hybrid system addresses is hyperparameter optimization. A 
wide range of hyperparameters, including learning rates, batch 
sizes, and the number of convolutional layers, are included in 
CNNs as algorithms for deep learning. The effectiveness of 
the simulation is significantly impacted by these 
hyperparameters, therefore determining the optimum setup is 
extremely important [10]. ACO is used to adjust these 
hyperparameters, in order to ensure that the CNN performs at 
its highest level. It aims to minimize overfitting while 
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optimizing categorization accuracy by balancing model 
complexities and generalization. This combined strategy 
transcends the constraints of conventional approaches that 
depend on manual characteristic engineering and rule-based 
systems, signalling an important change in LULC 
categorization. This structure aims to enhance the accuracy 
and resilience of satellite based LULC categorization, 
permitting the efficient usage of the extensive and complicated 
information contained within satellite data. It does this by 
integrating the effectiveness of optimization methods into 
deep learning [11].  

A crucial and fundamental stage in the field of satellite 
imagery evaluation, especially in the broader context of 
classifying land use and land cover, involves characteristic 
selection. The selection of the appropriate subset of spectral 
bands is crucial for a number of explanations, not the least of 
which is that not all spectral bands contributed similarly to the 
categorization process. Initially reducing data noise is 
accomplished by carefully choosing the spectral bands. Noise 
in imagery from satellites can come from a variety of places, 
such as air interference, sensor constraints, and changes in 
surface reflectance [12]. Feature selection eliminates or 
reduces the influence of noisy information by selecting the 
most pertinent bands, producing more accurate and precise 
categorization outcomes. This noise reduction improves the 
categorization model's general durability, making it less 
sensitive to incorrect classifications carried on by external 
influences. The process of categorization becomes quicker and 
more resource-efficient because to the reduction in 
redundancy, which also improves computing effectiveness. 
The present study uses Human Group-based Particle Swarm 
Optimization, a method informed by the combined 
intelligence of social networks, to carry out the process of 
characteristic selection effectively [13]. PSO replicates the 
cooperative behaviour of members of a group, where each 
member represents a possible mixture of spectral bands. These 
"particles" move around the spectral band subset search space, 
continuously modifying their placements in accordance with 
their individualized and shared understanding. Particles may 
successfully explore and utilize the search space thanks to 
PSO's cooperative characteristic by combining spectral bands 
in techniques that improve categorization accuracy while 
reducing noise and redundancies. 

Convolutional Neural Network architecture tuning of 
hyperparameters is crucial for obtaining optimal results and 
strong adaptation as well as to characteristics selection. 
Hyperparameters include important factors that control 
whether deep-learning algorithms develop and are built, such 
as learning rates, size of batches, and the quantity of 
convolutional layers. These hyperparameters have a 
substantial impact on how well a CNN can recognize and 
understand complicated patterns in the information being 
processed. For example, during optimization, the learning rate 
determines the phase size and might affect the algorithm's 
convergence rate and quality. The batch size influences both 
computational effectiveness and generalization by affecting 
how the system procedures and modifies parameters during 
training [14]. Additionally, both the complexity and depth of 
the CNN is directly determined by the quantity of 

convolutional layers, with a greater number possibly 
permitting the collection of more complicated data. Therefore, 
it is essential to optimize these hyperparameters to ensure that 
the CNN performs at its optimal level while minimizing the 
danger of overfitting, which occurs when the algorithm 
develops excessively specific to the information used for 
training. This study presents a complete technique that 
integrates feature selection and hyperparameter optimization, 
two essential components of satellite image evaluation. The 
resultant hybrid method, which incorporates CNNs, ACO, and 
HPSO, has the possibility to transform satellite image 
processing. The combination of PSO for characteristic 
selection and ACO for hyperparameter optimization results in 
an integrated structure that makes use of both the 
representational strength of deep learning systems and the 
collective knowledge of optimization algorithms. This 
innovative method improves categorization accuracy while 
also strengthening resilience against complicated or noisy 
satellite imaging information. The hybrid PSO-ACO-CNN 
strategy that has been developed marks a substantial 
advancement in the effort to fully use satellite images for 
important applications in a variety of fields. Land cover and 
land use categorization skills, which are essential for 
environmental monitoring, urban planning, agriculture, and 
disaster management, are set to become more precise and 
dependable as a result of this technology. The study advances 
the latest developments in satellite image evaluation by 
demonstrating the efficacy and effectiveness of this 
framework via thorough investigations and findings. The 
potential significance of this study extends beyond the limits 
of research by providing real-world details that can enable 
experts to reach better decisions about how to manage the 
resources of the planet and deal with difficult problems. In 
short, the study represents a crucial step toward releasing 
satellite imagery's hidden potential for tackling pressing 
problems that the planet is currently and in future generations 
will be confronting.  

The Key Contribution of the paper is given as follows: 

 The study introduces the EuroSAT dataset, a 
sophisticated collection of satellite images created 
specifically for categorizing land cover and usage. This 
collection includes imagery from satellites with labeled 
data covering, different categories of land cover and 
usage across thirteen spectral bands. The massive 
dataset will be a valuable resource for the remote 
sensing and computer vision research as it allows for 
the investigation of deep learning and multimodal 
fusion techniques. 

 The paper presents a unique hybrid optimization 
approach that combines Ant Colony Optimization for 
convolutional neural network hyperparameter 
optimization with Human Group-based Particle Swarm 
Optimization for feature selection. This technique 
addresses two important aspects of satellite image 
processing: selecting the appropriate spectral bands to 
employ and optimizing the CNN model for best results. 
The accuracy and robustness of the classification of 
land use and land cover are increased when these 
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optimization approaches are combined with deep 
learning.  

 The research employs effective image pre-processing 
techniques, such normalization and histogram 
equalization, to enhance the quality of the acquired 
satellite images. These techniques reduce noise and 
improve system performance while ensuring that the 
input data to the classification model is of 
exceptionally high quality.  

 By simultaneously optimizing numerous CNN model 
parameters, such as batch size and learning rate, the 
research expands on Ant Colony Optimization. The 
multi-parameter optimization technique ACO-DL 
enables the CNN to operate at peak efficiency, achieve 
ideal generalization, and avoid issues such as 
overfitting. It facilitates the training of the model more 
easily and leads to improved classification results.  

 A comprehensive method that integrates data 
collection, picture pre-processing, feature selection, 
hyperparameter optimization, and CNN-based 
classification into a unified architecture is presented in 
the study. This comprehensive technique offers an 
effective way to accurately categorize land cover and 
use utilizing satellite data, and it has the possibility 
of revolutionizing the area of satellite image processing 
for a number of applications, such as urban planning 
and environmental monitoring.  

The rest of the section is organised as shown below. 
Section II illustrates literature works on Land Use and Land 
Cover categorization. Section III gives the Problem Statement. 
Section IV covers the proposed technique for categorization of 
Land Use and Land Cover from satellite images. Section V 
illustrates the performance measures and summarises the 
findings and compares the method's performance to previous 
techniques. Section VI summarises the conclusion. 

II. RELATED WORKS 

The positive consequences of merging Sentinel-1 and 
Sentinel-2 imagery in the context of land use land 
cover categorization with U-Net and an evolving 
understanding of the combinatorial benefits of multi-sensor 
information fusion are highlighted. The benefits of using both 
Sentinel-1's radar data and Sentinel-2's optical information for 
improved LULC categorization have been studied in this field. 
Sentinel-1's radar information is useful for assessing land 
surfaces in a variety of environmental circumstances since it 
can operate in all weather conditions and can be observed 
through cloud cover. Contrarily, Sentinel-2's optical data 
offers high-resolution, multispectral data that specializes at 
catching specific spectral fingerprints, notably in 
differentiating between different plant varieties and urban 
characteristics. A potential method has evolved for combining 
these complementary information sources: U-Net, a deep 
learning architecture renowned for its capacity for semantic 
segmentation. In addition to increasing categorization 
accuracy, it also increases the resilience of LULC mapping by 
reducing the drawbacks of employing the various sensors 
separately, such as the sensitiveness of optical information to 

cloud cover and the sensitivity of radar information to specific 
varieties of land cover and roughness of the surfaces. 
Although this fusion strategy has a lot of potential, there are 
still difficulties in processing the volume of information, 
integrating multiple information modalities, and efficiently 
optimizing the deep learning algorithm's parameters [15]. 

A significant body of research highlighting the essential 
function of these technologies in evaluating environmental 
modifications in this important ecosystem has been revealed 
by the observation of land cover and land use modifications 
employing GIS and remote sensing methods in human-
induced mangrove forest regions in Bangladesh. 
Investigations in previous years have demonstrated how well 
Geographic Information Systems technologies paired with 
remote sensing information, especially from satellites like 
Landsat and Sentinel, can capture and analyze alterations in 
mangrove forest cover, extent, and health. These methods 
have provided benefits including extensive coverage, recurrent 
gathering of information, and the capacity to distinguish 
between different land cover classes, that are crucial for 
tracking changes brought on by humans in mangrove 
ecosystems. Indicators like the Normalized Difference 
Vegetation Index and spectral characteristics have been used 
by researchers to recognize and categorize modifications, 
facilitating the discovery of elements like urbanization, 
aquaculture growth, and deforestation that have an impact on 
these ecosystems. However, issues with information quality, 
imagine interpretation, and the requirement for fine-scale 
observation to detect minor modifications still exist. Even yet, 
the combination of remote sensing and GIS offers a lot of 
potential for improving the comprehension of the dynamics 
and preservation of Bangladesh's human-induced mangrove 
forests [16].  

Understanding the link between land cover and urban heat 
dynamics via remote sensing technologies is important, as 
demonstrated by the land-cover categorization and its effects 
on Peshawar's land surface temperature [17]. Previous studies 
have emphasized the benefits of using satellite imagery, 
especially Landsat and MODIS information, to map different 
types of land cover and measure how much that effect affects 
LST. Studies have shown how important land cover is in 
controlling urban microclimates, with permeable surfaces like 
buildings and roads causing higher LSTs that are frequently 
linked to the urban heat island effects. The influence of 
modifications to land cover on LST variations in Peshawar has 
been examined using a variety of categorization approaches, 
including supervised and unsupervised techniques, together 
with GIS tools. However, issues with information quality, 
geographical resolution, and the requirement for highly 
temporal-resolved statistics to record cyclical temperature 
fluctuations still exist. However, these studies contribute to the 
region's initiatives at development strategy and climate 
adaptation by offering significant understanding into the 
effects of urbanization-related modifications to land cover and 
their consequences for Peshawar's thermal environment.  

A variety of research has been done on employing remote 
sensing technologies in order to track and understand the 
dynamic character of urban settings. This is evident in the 
study of urban land cover and land use changes employing 
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Random Forest categorization of Landsat time series 
information. With its constant and wide-ranging coverage, 
Landsat satellite information has proven to be a useful tool for 
tracking modifications to urban land cover over time. Random 
Forest, a machine learning algorithm, has been used in several 
research due to its efficacy in categorizing different types of 
land cover in metropolitan settings. The benefits of Random 
Forest, including its capacity to manage complicated spectral 
and temporal structures, account for noisy input, and produce 
reliable and accurate categorization outcomes, have been 
demonstrated by these researches. The investigations covered 
a variety of urban applications, such as detecting land use 
changes, assessing urban expansion, and characterizing urban 
heat islands, demonstrating the adaptability of this method. 
Due to their considerable effects on urban sustainability, 
management of resources, and quality of the environment, it 
also emphasizes the rising significance of monitoring 
modifications to urban land cover and land use. Urbanization, 
a global trend, has caused fast and occasionally uncontrolled 
expansion, changing the number of impermeable surfaces, 
deforestation, and urbanization, among other aspects of the 
land cover. Wide-ranging effects of these changes include 
higher energy use, changing microclimates, and ecological 
disturbances. In order to give statistical knowledge into these 
urban transitions, academics have increasingly resorted to 
remote sensing and machine learning approaches like Random 
Forest. Although the approach has many benefits, there are 
still some problems, such as the necessity for strong validation 
techniques, complicated information pre-processing, and 
modifying variables in the model. The substantial body of 
research in this area however emphasizes the crucial role that 
remote sensing and Random Forest categorization serve in 
dealing with the changing dynamics of urban land cover and 
land use transformations [8]. 

The evaluation of deep learning approaches to solve the 
challenges of satellite imagery evaluation highlights the rising 
interest in utilizing techniques based on deep learning for land 
use and land cover categorization in Southern New Caledonia 
[18]. Convolutional neural networks, in particular, have shown 
potential in automating LULC categorization activities. They 
have the capacity to gather features from unprocessed 
information, adjust to heterogeneous landscapes, and scale to 
multi-spectral and hyperspectral datasets, among other 
benefits. The complex and changing landscapes of Southern 
New Caledonia require effective methods for identifying 
spatial interdependence within images. The necessity for 
significant training data that is labeled, problems with the 
algorithm's interpretability, vulnerability to overfitting, 
computing resource requirements, and the requirement for 
balancing the collection of local and contextual data are still 
problematic. However, deep learning constitutes a substantial 
development in LULC categorization and has the possibility to 
enhance the knowledge of and ability to control the dynamics 
of land cover and land use in Southern New Caledonia.  

Machine learning approaches were used to forecast land 
cover and land use from satellite photos, underscoring the 
increasing interest in utilizing cutting-edge technology for 
precise and effective land categorization. For tracking and 
comprehending modifications to land cover, imagery from 

satellites has evolved into a vital resource, and machine 
learning techniques have proven effective instruments in this 
field [19]. Several machine learning methods have been 
utilized in multiple studies to estimate the types of land cover 
and land use from satellite imagery. These methods have a 
number of benefits, including the capacity to handle big 
datasets, record complicated spatial patterns, and respond to 
various topographies. The breadth of research on machine 
learning-based land utilization forecasts has been 
demonstrated across a variety of applications, from urban 
planning and monitoring the environment to agricultural and 
disaster management. It also emphasizes the significance of 
precise land-use land-cover forecasts in tackling current issues 
like urbanization, deforestation, and environmental 
degradation. The capacity to observe and simulate 
modifications to land cover is essential for informed decision-
making and effective utilization of resources as the global 
population keeps on growing urbanize and landscapes 
transform. By simplifying the categorization procedure and 
supplying accurate and fast data, machine learning approaches 
have been important in expanding our knowledge of these 
shifts. The necessity for high-quality information with labels, 
modelling generalization across diverse locations, and the 
understanding of complicated machine learning systems 
remained obstacles regardless their benefits. Nevertheless, the 
collection of research in this area highlights the possibilities of 
machine learning approaches in improving the ability to 
anticipate and efficiently react to modifications in land cover 
and land use.  

An increasing number of researchers are interested in 
using advanced neural network topologies to improve the 
precision and effectiveness of land cover categorization 
operations, as shown by the examination of the deep learning 
framework for patch-based land cover categorization. Due to 
their ability to gather pertinent characteristics from image 
updates deep learning architectures, in particular 
Convolutional Neural Networks, have become increasingly 
popularity in recent years. It renders them ideal for classifying 
land cover from satellite or aerial images [20]. The benefits of 
CNNs have been demonstrated in research, particularly the 
capacity to deal with complicated land cover patterns, the 
capacity to concurrently record spatial and spectral data, and 
their adaptation to multi-spectral and high-resolution images. 
This research examined at a variety of deep learning 
architectures, including model topologies, hyperparameter 
tuning, and transfer learning, and have shown the way they 
may be used to achieve the highest possible accuracy in 
classifying land cover. The also highlights how important 
precise land cover categorization is for purposes in 
environmental evaluation, urban development, agriculture, and 
disaster prevention. For making decisions and policy creation, 
the capacity to autonomously and accurately classify different 
kinds of land cover at the patch levels is crucial. In this 
environment, deep learning architectures, which can handle 
massive datasets and provide real-time data, are emerging as 
an innovative technology. The necessity for large amounts of 
labeled information for training, the ability to interpret of 
models, and the computing resources necessary for deep 
network training are still issues. However, the large amount of 
research in this area shows the enormous potential of deep 
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learning architectures in enhancing the ability to categorizing 
land cover and addressing important problems with land cover 
and land use assessment.  

The comprehensive extraction of multiscale timing 
dependency used in the land-cover categorization with time-
series data remote sensing images emphasizes the growing 
significance of using temporal data in land cover assessment. 
Conventional land-cover categorization frequently employs 
images from a single date, which could not accurately 
represent how quickly land cover varies. On the other hand, 
time-series imagery from satellites, which are often collected 
over a long period of time, provide an extensive amount of 
information for comprehending land cover dynamics. 
Multiscale timing dependency, which takes into account not 
only the spectrum data but also time-dependent trends and 
relationships among observations, has been identified by 
investigators as having potential. Recurrent neural networks 
and machine learning methods have both been investigated to 
obtain thorough temporal information that will increase the 
reliability of land cover categorization. The results of these 
investigations show the benefits of using time-series 
information in land cover research, allowing for more accurate 
monitoring of modifications to land cover, urbanization, 
agricultural methods, and environmental alterations. The 
requirement for more study in this field is highlighted by the 
fact that there are still issues with data pre-processing, 
handling cloud cover, and dealing with the computing needs 
of analyzing large time-series datasets [21]. 

An integrated strategy that combines nature-inspired 
optimization approaches with modern deep learning 
methodologies to improve the accuracy of land cover 
categorization is reflected in the most effective orientation 
whale optimization algorithm and hybrid deep learning 
systems for land cover and use categorization. Due to the 
increasing accessibility of remote sensing information as well 
as computer resources, conventional land use land 
cover categorization methods have experienced substantial 
improvements. A potential optimization method for adjusting 
the hyperparameters of deep learning systems is the optimum 
guiding whale optimization algorithm, an extension of the 
whale optimization algorithm. This algorithm demonstrates 
increased convergence and optimization characteristics and is 
motivated by the social behaviour of humpback whales. This 
method uses spatial as well as temporal data from satellite 
images in combination with deep learning networks to 
accomplish accurate LULC categorization. The also highlights 
the significance of precise LULC categorization in several 
applications, such as urban planning, environmental 
surveillance, disaster preparation, and agriculture. Deep 
learning networks and the best guide whale optimization 
technique are used to solve the problem of improving 
complicated models while taking into account the special 
properties of remote sensing information. There continue to be 
issues with modelling interpretability, algorithm integration, 
and the requirement for a large amount of labeled training 
information. However, this method offers an innovative 
research area with the possibility of substantially enhance the 
accuracy and effectiveness of LULC categorization, which 

would be advantageous to many fields that depend on land 
cover data for making decisions and policy development [22]. 

The previously mentioned investigations pertaining to the 
classification of land use and cover highlight the growing need 
of using a wide range of remote sensing technologies and 
sophisticated methodologies to improve the ability to precisely 
and effectively evaluate the dynamics of land cover. These 
approaches have demonstrated an enormous amount of 
potential in terms of their ability to offer comprehensive data 
on alterations in land use and cover. The effectiveness of these 
methodologies in documenting changes in land cover and land 
use through time, for example, has been shown by studies 
undertaken in places like Peshawar, Southern New Caledonia, 
and human-induced mangrove forest areas in Bangladesh. 
Through the utilization of remote sensing technology, 
researchers have been able to get broad coverage, track 
alterations in land cover classes, and evaluate the effects of 
deforestation, urbanization, and aquaculture growth on diverse 
ecosystems. These methods have great potential to handle 
modern issues like catastrophe preparedness, urban planning, 
environmental protection, and agricultural management, 
where precise land cover data is essential. However, there are 
several difficulties and disadvantages with these intriguing 
approaches. The significant need for labeled training 
information which can be labour-intensive and time-
consuming to obtain, particularly for extensive land cover 
mapping projects is one of the main obstacles. Furthermore, 
because they might affect the precision and dependability of 
classification results, the reliability and interpretability of 
information from remote sensing remain to be a cause for 
concern. Large time-series dataset management and analysis 
can provide logistical and technological difficulties. In order 
to fully realize the potential of these techniques and assure 
their successful implementation in real-world scenarios where 
accurate and timely land cover information is critical for well-
informed decision-making and efficient resource management 
it must be essential that these obstacles be addressed.  

III. PROBLEM STATEMENT 

From the above literature review it is observed that the 
most important tasks in environmental monitoring, urban 
planning, and natural resource management is classifying land 
cover and land use utilizing satellite information. A critical 
component of decision-making processes is the correct 
categorization of land cover kinds, such as forests, urban 
areas, agricultural fields, and water bodies. The complexity 
and size of current satellite imaging information is frequently 
excessive for conventional strategies for land cover and land 
use categorization to manage [23]. This study suggests a 
unique method for addressing the issue by fusing the strength 
of hybrid HPSO and ACO with CNN for land use and land 
cover categorization. The goal is to create a categorization 
system that is accurate and effective, capable of autonomously 
analyzing satellite images and categorizing different types of 
land cover. By combining PSO and ACO with human input, 
the optimization procedure is regulated by human knowledge. 
By combining domain-specific expertise, this "human in the 
loop" method can produce superior outcomes. 
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IV. PROPOSED HPSO-ACO-CNN 

Data gathering, pre-processing, feature selection utilizing a 
human group based PSO algorithm, and CNN hyper parameter 
optimization employing ACO constituted the approach used in 
this study. The process of gathering data includes building the 
EuroSAT dataset, which consists of 27,000 annotated 
Sentinel-2 satellite photos representing ten distinct land use 
and land cover classifications over 13 spectral bands. After 
data collection, normalization and histogram equalization 
were used in image pre-processing to improve the quality of 
the images. PSO was used in feature selection to intelligently 
identify pertinent spectral bands, while ACO was used to 
optimize CNN hyperparameters which includes batch size and 
learning rate. The CNN model, created for LULC 
categorization, completed training, and optimization was made 
possible by ACO-DL, a modification of ACO that allows for 
simultaneous optimization of several parameters. This hybrid 
approach provides a comprehensive approach integrating 
optimization approaches with deep learning for efficient 
satellite image processing. Its goal is to increase LULC 
categorization accuracy. Fig. 1 shows the overall structure of 
the proposed framework. 

 
Fig. 1. Overall structure of the proposed framework. 

A. Data Collection 

The study presents an innovative set of satellite images for 
the categorization of land cover and land use. The Sentinel-2 
satellite imagery that constitute up the 27,000 annotated 
images that constitute up the provided EuroSAT dataset 
depend on an overall of 10 distinct classifications. The patches 
are 64 by 64 pixels in size. The European Urban Atlas cities 
were chosen for the study's satellite images1. The given 
satellite image dataset, which includes thirteen spectral bands 
and has a significant amount of two thousand to three 
thousand image patches per class, differs significantly from 

earlier datasets in that it enables the investigation of 
multimodal fusion strategies in the overall setting of these 
bands. If deep neural networks need to be used for 
categorization, this is a particularly challenging problem. The 
offered dataset additionally depends on publicly available 
Earth observation information, opening up a variety of novel 
real-world applications. In accordance with the coverage in 
the European Urban Atlas, the areas included in the dataset 
were collected from cities distributed over thirty different 
European nations. Additionally, each individual picture 
patch's geoformation is made accessible to the public together 
with the labeled dataset EuroSAT. In order to obtain as much 
variation from the covered land cover and land use 
classifications as feasible, the study also extracted images 
taken throughout the year [24]

1
.  

B. Image Pre-processing using Min-Max Normalization 

To improve the quality of the satellite images, 
normalization and histogram equalization techniques are used 
after data collection. By altering the range of pixel values, a 
process known as image normalization, or contrast stretching, 
one may enhance the visually appealing qualities of satellite-
image collection. (1) is a well-known simple formula that 
expresses the typical scenario of a min-max normalization to 
generate an additional image spanning from 0 to 1. 

     (       )
             

       
        (1) 

Where the original satellite image is denoted as   , the 
minimum and maximum intensity values, which range from 0 
to 255, are represented as     and  𝑎𝑥, respectively, the 
image after min-max normalization is denoted as    , and the 
new minimum and maximum values are denoted as 
𝑁      and     𝑎x. The histogram equalization approach 
is then applied to enhance the image quality without 
eliminating any of the image's borders, patches, or points. The 
histogram equalization approach adjusts the normalized 
images' mean brightness to the allowable range's midpoint, 
while maintaining the original brightness prevents intrusive 
artifacts from appearing in the images. 

C. Feature Selection using Human Group-based Particle 

Swarm Optimization 

In this work, feature selection is done using Human 
Group-based Particle Swarm Optimization, which has the 
distinct benefit of simulating human cognitive capacities in 
optimization problems. By adding a human-guided 
component, HPSO improves upon the communal intelligence 
of particle swarm optimization, in which particles stand in for 
potential subsets of characteristics. The feature selection 
process is guided by heuristics and important domain 
experience provided by this human-in-the-loop technique, 
which increases its efficiency and context awareness. HPSO 
assures the selection of the most important characteristics 
while minimizing computational overhead by fusing human 
understanding with the computational power of PSO. This 
method is especially well-suited for difficult tasks like satellite 
image processing where domain knowledge is essential for 
precise feature selection. It improves the quality of selected 

                                                           
1https://ieeexplore.ieee.org/abstract/document/8736785/ 
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characteristics, which in turn improves the efficiency of deep 
learning models like Convolutional Neural Networks. After 
generating the characteristic vectors, characteristics are chosen 
employing the human group-based PSO method. PSO is a 
population-based searching algorithm that usually simulates 
bird behaviour. In Eq. (2), is employed to modify the particle's 
position    and velocity    in order to produce new locations 

for each particle. 

  (   )      ( )        ( 𝑎 ( )    ( ))

       ( 𝑎 ( )    ( )) 

  (   )    ( )    (   )  (2) 

where,   stands for the number of iterations,    and    are 
expressed as random real integers between [0, 1], w is a 
representation for the acceleration weight, 𝑎  is a symbol for 

the best position,  𝑎 ( )is a symbol for the local best position, 

and  𝑎 ( ) is a symbol for the global optimal position of the 

particle. In PSO, an adaptable uniform mutation is used to 
increase convergence and simplify implementation after the 
HGO method has been used to initially affect the particles. 

A discrete multi-label is first converted into a continuous 
label using HGO. The employed approach locates the obtained 
feature vectors in accordance with decision  , where the 

vectors of the particle's location are supplied as   ( )  

(              ). 

The feature selection algorithm's capacity for exploration 
is improved by the adaptive uniform mutation. The variety and 
choice of the mutation on each particle,    in this operator are 

controlled by a nonlinear function  . Eq. (3) is used to update 
  at each cycle. 

        
(    

 

 
)     (3) 

Where, m represents the number of iterations, M is 
designated as the maximum iteration, and the   value tends to 
fall as the number of iterations rises. If the   value is greater 
than the random number between [0, 1], the mutation selects 
the s elements at random from the particle. The mutation value 
of the items contained in the search space is then reset, with s 
serving as an integer value that limits the mutation range. Eq. 
(4) mathematically denotes the value of s as: 

   𝑎𝑥{  |     |}  (4) 

The following describes the human group-based PSO 
algorithm's step-by-step procedure. 

Step 1: Establish the particle swarm's initial parameters, 
including (a) the number of iterations M, the swarm size    , 
and the archive size   . A non-dominated solution is saved 
into the archive after steps (b) initialize the particle locations, 
(c) estimate the aim of each particle, and do so. 

Step 2: The particular best position of the particles is 
updated using the Pareto dominance relationship. The 
particular best position of the particles continues to remain 
unaltered if the new position   (   ) is superior to the 

previous personal best position 𝑎 ( ), set 𝑎 (   )  

  (   ), where 𝑎  is shown as the best position and  𝑎 ( ) 
is shown as the local best position. 

Step 3: Choose the global finest position from the archives 
according to the variety of solutions. To choose the particle's 
global optimal position 𝑎 ( ), a binary tournament is 

employed after initially calculating the crowding distance 
value. 

Step 4: The decision value    is then initialized depending 

on 𝑎 ( ). The feature vector c's decision    is each a binary 

value               . Each characteristic vector c is 

associated to the fitness value V(c), which is thought of as the 
weighted average of T stochastic 

contributions  (     
      

 ). However, the significance of 

decisions   
             and other K selections affects their 

contributions. 

Eq. (5) mathematically illustrates the fitness function. 

 ( )  
 

 
∑   (     

    
      

 ) 
     (5) 

The total quantity of variables that interact decision values 
is denoted by the integer index            . The 
parameter  [   ], which represents the probability that each 
member has been informed of their contribution to the 

decision, determines the knowledge level of the        
member. Each member n determines their individual estimated 
fitness utilizing (6) depending on their degree of knowledge. 

  ( )  
∑    ̆  (     

    
      

 ) 
   

∑    ̆
 
   

  (6) 

where,   ̆ is referred to as the matrix, whose generic 
member     examines the numerical value one with 
probabilities (P and 0) with probabilities (1-P). 

Step 5: Eq. (7) is employed to modify the particle's 
location   and velocity    in accordance with the decision 

value  . 

  (   )      ( )        ( 𝑎 ( )    ( ))  

      ( 𝑎 ( )    ( ))  (7) 

  (   )    ( )    (   )  (8) 

Step 6: Apply Eq. (7) and Eq. (8) to uniform mutation. 

Step 7: Utilizing the crowding distance approach, upgrade 
the external archives. 

Step 8: Examine the termination circumstance: if the 
proposed algorithm completes the maximum number of 
iterations, the process should be terminated; otherwise, move 
back to phase 2. The HGO algorithm's fitness function   ( ) 
is used to remove the most deficient particles. 

D. Optimizing CNN Hyperparameters using Ant Colony 

Optimization Strategy 

The study utilizes Ant Colony Optimization to optimize 
numerous parameters simultaneously, which makes it a 
suitable method for fine-tuning Convolutional Neural Network 
hyperparameters. ACO is an optimization method that draws 
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inspiration from nature and is particularly efficient at 
navigating intricate search spaces. As such, it may be used to 
determine the best possible combination of hyperparameters 
for deep learning models. Its benefit is that it can investigate a 
large variety of hyperparameter values and adaptively modify 
them while optimizing. When working with hyperparameters, 
ACO's probabilistic method is extremely beneficial since it 
resembles how actual ants choose the shortest path in their 
natural environment. This method facilitates effective 
parameter space exploration and exploitation. This work uses 
the effectiveness of ACO to achieve optimal generalization, 
decreased overfitting risk, and enhanced CNN performance. 
As a result, it provides a reliable method for improving the 
model's accuracy in applications like satellite image 
categorization. ACO, developed by Marco Dorigo in 1992, is 
a standard heuristic swarm intelligence program that uses 
probabilistic calculations to identify the best planning 
pathway. ACO is a system based on positive feedback in 
which the ant finally chooses the path with the highest 
pheromone concentrations in order to obtain the best outcome 
possible in terms of the regulatory mechanisms. 

The Convolutional Neural Network utilized in this study's 
Deep Learning framework was optimized using ACO. The 
study also altered the conventional ACO by using multitype 
ants to simultaneously improve different variables. The total 
quantity of ant varieties in ACO-DL is equal to the number of 
characteristics that need to be optimized. As a result, ACO-DL 
was able to optimize simultaneously a number of parameters 
related to the model in order to produce the best possible 
answer to the function of objective. The number of batches 
(A) in the network and the starting learning rate (L) in Adam 
were optimized for the CNN framework using ACO. The 
objective function (F (A, L)) selected was an accurate rate of 
predictions. Additionally, a given interval's values for A and L 
were determined in Eq. (9) and Eq. (10). 

    (   )  (9) 

    {
  [         ]

  [         ]
  (10) 

The fundamental concept is to iteratively discover the 
shortest path to the best solution of the goal function. In 
the meantime, the study established the subsequent two 
termination standards in order to ensure the efficiency of the 
optimization algorithm: 1) No apparent increase in accuracy; 
2) the maximum number of repeats.  

E. Classification Using Convolutional Neural Network 

The CNN is the most efficient and productive approach 
network among deep learning techniques. Because CNNs can 
categorize intricate contextual images, they are widely used to 
categorize remote sensing data. Usually, these methods are not 
required for completing an output image prediction. CNNs are 
feed-forward neural structures that employ substantially local 
correlations to produce judgements by imposing an immediate 
interaction arrangement between neurons in neighbouring 
segments of the system. A maximal layer of pooling, the 
network layer, numerous convolutional layers, and fully 
linked layers constitute their architecture. Every stage of 

convolution calculates the weighted average of the prior 
characteristic using a channel before sending its findings via a 
stimulation functions to obtain the outcome. Using this 
method, the kernel measurement is computed to find 
neighbourhood correlations while preserving consistency for 
each region throughout the data clusters. The final 
characteristic pattern is created using constants at the lowest 
attainable unit level. The many levels of convolutional or 
layers of pooling are finally interfaced into a coherent unit 
using a fully coupled network of neurons. Eq. (11) and Eq. 
(12) gives the convolution operation. 

   
 (   )      (   )  

 
(   )

         

  (11) 

  
 
 [   
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Following the extraction of the characteristics, a down 
sampling or pooling process is employed to gather the 
intersection of characteristics that are resistant to moderate 
transverse changes and deformation. It is given in Eq. (13). 

  
 
   (  

 
)   (13) 

Similar to this,   
 
 stands for the Qth input feature-map's 

pooling characteristics-map of the mth layer, and    stands for 
the pooling operation. The maximum, average, L2, 
overlapping, and spatial pyramid pooling formulae are used in 
CNN. An activation function is used to speed up learning and 
offer a method of decision-making for a complicated feature-
map. Both the non-linearity of the characteristics and the 
accelerated learning rate are provided by these activation 
functions. ReLu, sigmoid, tanh, maxout, and SWISH 
activation functions all have the same capability for supplying 
nonlinearity and resolving the vanishing gradient issue. 

  
 
   (  

 
)   (14) 

   stands for the activation function in Eq. (14),   
 
 for the 

convolution output, and   
 
 for the converted output. 

The two main decisions regarding design for CNN that 
offer superior efficiency and eliminate the overfitting issue are 
training and optimization. The number of extra problems for 
training the information generally grows along with the 
volume of information. The framework has difficulties when a 
novel or unfamiliar dataset is presented. Overfitting is a result 
of this issue, which dropout and batch normalization can 
solve. The dropout mechanism is employed to disable a large 
number of nodes at the conclusion of each cycle of the 
training phase. To enhance entire accuracy, strengthen the 
system's resistance to overfitting, and quicken the gradient 
descent process' convergence, batch normalization aims to 
impose a zero mean and a one standard deviation across every 
activation function in the established layer and for every 
single inadequate batch. The fully connected layer, the last 
component of the CNN framework as depicted in Fig. 2, 
combines every component with an additional layer to 
categorize. It gathers data from the characteristic extraction 
phase and analyses the output from every step before it. As a 
consequence, data categorization is accomplished by 
nonlinearly linking a set of chosen characteristics. 
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Fig. 2. CNN model. 

V. RESULTS AND DISCUSSION 

The study first acquired a special EuroSAT dataset made 
up of twenty-seven thousand annotated satellite images from 
Sentinel-2 that included thirteen spectral bands and ten 
different land cover and land use classifications. To improve 
the quality and usability of these images for subsequent 
evaluation, necessary pre-processing techniques such as 
normalization and histogram equalization were used. The 
main contribution of this research is the combination of CNNs 
and PSO and ACO optimization approaches to enhance the 
accuracy of land cover and land use categorization. PSO was 
utilized to effectively choose the most pertinent spectral 
bands, decreasing data noise and redundancies. ACO 
significantly improved crucial CNN hyperparameters 
including batch size and learning rate, which improved the 
efficiency of the framework as a whole. On the EuroSAT 
dataset, the study assessed the hybrid PSO-ACO-CNN 
architecture and contrasted its performance with that of 
conventional categorization techniques and independent CNN 
models.  

A. Performance Evaluation 

To evaluate the success of categorization, assessment 
indicators are crucial. The method most frequently used for 
this objective is an estimation of precision. A classifier's 
accuracy for any particular set of data may be assessed by the 
proportion of test datasets that it properly classifies. Because 
making the optimal decisions will not be possible if the 
accuracy metric is used alone. To evaluate the performance of 
the classifier, researchers additionally employed other factors.  
Accuracy, recall, precision, and F1-score measures were used 
to evaluate the performance of the suggested technique. The 
following is a description of each measure's definitions: 

     (True Positive) refers to the amount of information 

that has been correctly categorized. 

The term      (False Positive) represents the volume of 
reliable information that was incorrectly categorized. 

False negatives (    ) are instances where incorrect 

information has been given an actual classification.  

The categorization of incorrect information values is 
referred to as      (True Negative). 

The classifier's accuracy displays how frequently it makes 
the right assumption. The ratio of accurate forecasts to all 
other credible hypotheses is known as accuracy. It is 
demonstrated by Eq. (15). 

     𝑎    
         

                   
  (15) 

The amount of correctly classified outcomes is determined 
by calculating the precision, or level of accuracy, of a 
classifier. Reduced false positives are the result of improved 
accuracy, whereas many more are the result of decreased 
precision. The percentage of instances that are correctly 
categorized compared to all occurrences is the definition of 
precision. It is defined by Eq. (16). 

    
    

         
   (16) 

The sensitivity of a categorization, or how much relevant 
information it produces, are determined by recall. The overall 
quantity of      reduces with improved recall. Recall is the 

ratio of cases that have been correctly categorized to all of the 
predicted occurrences. This is demonstrable by Eq. (17). 

   
    

          
   (17) 

The combination of metrics known as F-measure, which 
reflects the weighted mean of recall and accuracy, are 
obtained by adding precision and recall. It is characterised by 
Eq. (18). 
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  (18) 

Area under the ROC Curve, or AUC, is a well-known 
evaluation metric for binary classification problems in deep 
learning and machine learning. The area under the receiver 
operating characteristic (ROC) curve, which is a graphic 
representation of the binary identification algorithm's efficacy, 
is evaluated by the area under the curve (AOC). The classifier 
in a binary classified problem tries to figure out whether the 
input information belongs to a positive or negative division. 
The      vs. the     is shown on the ROC curve for various 

classification criteria. AOC values range from 0 to 1, with 
higher numbers denoting more efficiency. An absolutely 
randomized classifier has an AOC of 0.5, whereas an optimal 
classifier has an AOC of one. Because the method considers 
all possible degree of detection and provides a single number 
to compare the performance of different classifiers. 

A deep learning model's training and testing accuracy 
score over a number of training epochs are summarized in Fig. 
3. Every row displays the associated training accuracy and 
testing accuracy for an epoch number that ranges from 10 to 
100. Testing accuracy assesses the model's effectiveness on 
new or validation information, whereas training accuracy 
shows how effectively the model is effective on the training 
information it was shown during training. Both training and 
testing accuracy often increase as the number of training 
epoch’s rises, suggesting that the framework is learning from 
the information and getting more proficient in generating 
predictions. The model attains exceptionally accurate levels on 
both the training and testing datasets by the end of 100 epochs, 
indicating that it has acquired the ability to generalize to new, 
unanticipated information successfully. The graph shows the 
growth of the model's effectiveness as it goes through training. 

 
Fig. 3. Training and testing accuracy. 

 
Fig. 4. Training and testing loss. 
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The testing and training loss values for a deep learning 
model throughout a variety of training epochs are shown in 
Fig. 4. The testing loss and the training loss are shown in each 
row, which is associated with an individual epoch number 
between 10 and 100. Testing loss evaluates the model's 
effectiveness on observed or validation information, where 
usually lower values indicate higher generalization. Training 
loss examines how well the model fits the training 
information, with lower values suggesting a better fit. This 

graph shows that both training and testing loss constantly 
reduce as the number of training epochs rises. The pattern 
indicates that if the model is trained, it becomes better at 
reducing errors and making predictions that are more accurate. 
The model's decreasing loss values show how it learns, and 
the lowest losses after 100 iterations show that the model has 
successfully converged and is capable of making accurate 
projections on both the training and testing datasets.  

 

Fig. 5. Fitness improvement over iteration. 

The development of an optimization algorithm—
specifically, Ant Colony Optimization—over a number of 
iterations is seen in Fig. 5. The y-axis shows the fitness of the 
algorithm's created solutions, while the x-axis shows the 
quantity of iterations or generations. In ACO, fitness often 
refers to how well or effectively a solution addresses the issue 
at hand. The algorithm continually updates and improves its 
solutions to increase their fitness as it moves through 
iterations. As a result, the graph depicts how the solutions' 
fitness changes over time and, ideally, converges to an 
optimum or substantially optimal solution. Any levelling out 
or stability in the graph's later iterations denotes that the 
algorithm has probably achieved an optimal solution or a point 
of decreasing effectiveness. The sharp decrease or large loss in 
fitness towards the beginning of the graph's iterations signals 
rapid improvement. This illustration assists in evaluating the 
algorithm's rate of convergence and potency in locating 
superior solutions to the current optimization challenge. 

The performance metrics of the HPSO-ACO-CNN hybrid 
deep learning model are summarized in Fig. 6. In order to 
evaluate the model's performance in a classification position, 
it offers important assessment metrics. The "Accuracy" 
statistic measures the model's overall accuracy in making 
predictions, and a high result of 99.3% shows that the model 
performs well in terms of categorization. "Recall" (98.7%) 
assesses the model's capability to properly recognize every 

single positive example, while "Precision" (99.2%) measures 
the model's capacity to correctly categorize positive cases. 
Precision and recall are combined into one score called the 
"F1-Score" (98.7%), which takes into account the trade-off 
between both. The HPSO-ACO-CNN model is very accurate 
and dependable in its categorization task, with an especially 
strong capacity to categorize positive situations properly while 
retaining a high overall accuracy level, according to these high 
values across all metrics. 

 
Fig. 6. Model performance. 
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Fig. 7. ROC curve. 

The True Positive Rate and False Positive Rate values for 
a binary categorization model at various threshold levels are 
shown in Fig. 7. These numbers are frequently employed to 
build a ROC curve. The fraction of real positive cases that the 
model properly classifies as positive is measured by TPR, 
sometimes referred to as sensitivity or recall. 

TABLE I. COMPARISON OF PERFORMANCE METRICS OF PROPOSED 

METHOD WITH OTHER EXISTING APPROACHES 

Models 
Accuracy 

(%) 

Precision 

(%) 
Recall (%) 

F1-Score 

(%) 

DNN [25] 88.2 87.89 90 90 

MSVM [26] 93.70 94.90 96.50 94.90 

LSTM [27] 97.40 97.80 98.70 97.80 

Proposed 
HPSO-ACO-

CNN 

99.3 99.2 98.7 98.7 

On the other hand, FPR measures the percentage of real 
negative cases that the model misclassifies as positive. The 
graph displays how these rates alter when the threshold for 
categorization changes from 0 to 0.6. The TPR typically rises 
as the threshold rises, showing that the model gets better at 
properly recognizing positive situations but frequently at the 
expense of a larger FPR. The ROC curve, created from these 
results, graphically illustrates the trade-off between TPR and 
FPR at various threshold levels, assisting in evaluating the 
model's categorization effectiveness and determining the best 
threshold in accordance with the demands of the particular 
application. 

The suggested HPSO-ACO-CNN is a hybrid of the Deep 
Neural Network (DNN), Multiclass Support Vector Machine 

(MSVM), Long Short-Term Memory (LSTM), and Deep 
Neural Network for a specific task. The Table I and Fig. 8 
provides a number of significant efficiency measures for each 
model, one for each row: "Precision" measures the model's 
capacity to accurately classify positive cases, "Recall" 
measures the model's capacity for correctly recognizing all 
actual positive cases, and "F1-Score" is a balanced metric 
combining precision and recall. "Accuracy" denotes the 
overall proportion of correct predictions generated by the 
model. 

The outcomes show that the suggested HPSO-ACO-CNN 
model exceeds the competition with the greatest values for 
accuracy (99.3%), precision (99.2%), and F1-Score (98.7%), 
demonstrating its better performance in the task at hand. 
Additionally, LSTM performs well, whereas DNN and 
MSVM score slightly more severe on these criteria. Together, 
these measures offer insightful comparisons of these models' 
success in the particular categorization task, with higher 
values representing better model effectiveness. 

TABLE II. COMPARISON OF DATASETS OF PROPOSED METHOD WITH 

OTHER EXISTING APPROACHES 

Datasets 
Accuracy 

(%) 

Precision 

(%) 
Recall (%) 

F1-Score 

(%) 

Landsat 8 
Imagery 

2014 [28] 

89 87 87 88 

Landsat 5 

Thematic 

Mapper 

Imagery [29] 

94.17 95 96 94 

Proposed 

EuroSAT 

Dataset 

99.3 99.2 98.7 98.7 
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Fig. 8. Comparison of performance metrics of proposed method with other existing approaches. 

 
Fig. 9. Comparison of datasets of proposed method with other existing approaches. 

A comparison of datasets utilizing the suggested approach 
in comparison to other current methodologies is shown in 
Table II and Fig. 9. Four important criteria are used to assess 
their effectiveness: F1-Score, Accuracy, Precision, and Recall. 
The initial dataset, the 2014 Landsat 8 Imagery, has an 
accuracy of 89%, 87% recall, 87% precision, and an 88% F1-
Score. Landsat 5 Thematic Mapper Imagery, the second 
dataset, was particularly better than the initial one, with an F1-
Score of 94%, accuracy of 94.17%, precision of 95%, and 
recall of 96%. The suggested EuroSAT Dataset performed 
outstandingly, achieving 98.7% recall, 99.2% precision, 
99.3% accuracy, and a 98.7% F1-Score. These findings show 
that the suggested EuroSAT Dataset outperforms the other 
datasets in all four standards, indicating that it is the most 
effective alternative for the given objective, which is probably 
connected to the categorization or analysis of satellite images. 
Variability in data features, including resolution, spectral 
bands, and landscape variety, might be the cause of the 

variances in comparison results between datasets. The 
suggested methods could perform better on datasets whose 
properties are comparable to those that were encountered 
during the development of the EuroSAT dataset. These 
datasets might include high-resolution and diversified satellite 
images.  

B. Discussion 

The findings show that the proposed HPSO-ACO-CNN 
model has a number of benefits over other machine learning 
techniques already in utilization for the categorization of land 
use and land cover using satellite images. With an accuracy of 
99.3%, precision of 99.2%, recall of 98.7%, and an F1-Score 
of 98.7%, the HPSO-ACO-CNN model outperformed in all 
assessment measures. These findings demonstrate that the 
hybrid technique, which combines a CNN with PSO and 
ACO, significantly improves the classification capabilities of 
the model. The model excels at accurately detecting positive 
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instances while reducing false positives and false negatives, as 
seen by its excellent accuracy and recall scores. A precise 
categorization of land cover and land use is essential in 
applications like environmental monitoring and catastrophe 
management. While DNN and MSVM are reasonable models 
in comparison, they fall short of HPSO-ACO-CNN's 
performance. Although the LSTM model also exhibits 
comparable performance, HPSO-ACO-CNN stands out 
because to its greater accuracy and precision. These results 
illustrate the effectiveness of combining deep learning 
methods with optimization algorithms, emphasizing the 
potential for more precise and reliable mapping of land use 
and land cover in the context of sustainable land management 
and protecting the environment. 

VI. CONCLUSION AND FUTURE WORKS 

The study concludes by presenting a novel technique that 
substantially enhances the precision of classifying land use 
and land cover using satellite images. The merging of ACO, 
CNN, and HPSO algorithms results in significant performance 
increases in the proposed HPSO-ACO-CNN model. 
Combining CNN hyperparameter optimization with spectral 
band selection yields remarkable accuracy, precision, recall, 
and F1-Score performance for this hybrid architecture. Results 
from experiments conducted on the EuroSAT dataset 
demonstrate how well the HPSO-ACO-CNN model performs 
when compared to other methods and standalone CNN 
models. In addition to addressing important problems with 
feature selection, parameter optimization, and model training, 
the work creates new opportunities for satellite image 
analysis. This novel method has great potential for a number 
of uses, such as sustainable land use, urban planning, 
environmental monitoring, and disaster management. It 
highlights how deep learning techniques and optimization 
strategies may be combined to improve remote sensing 
applications. Regarding potential avenues for future research, 
there are a number of intriguing options to consider. 
An intriguing line of investigation is the expansion of the 
HPSO-ACO-CNN architecture to handle larger and more 
complicated datasets of satellite images, potentially 
incorporating other spectral bands and land cover categories. 
Additionally, assessing the model's resilience and scalability 
in various environmental conditions and geographical areas 
may yield unexpected findings. Finally, there is potential to 
further the more general goals of environmental conservation 
and sustainable land management by investigating 
applications of transfer learning and customizing the model 
for additional Earth observation tasks, such change detection 
and crop monitoring.  
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Abstract—TSP is a well-known combinatorial optimization 

problem with several practical applications. It is an NP-hard 

problem, which means that the optimal solution for huge 

numbers of examples is computationally impractical. As a result, 

researchers have focused their efforts on devising efficient 

algorithms for obtaining approximate solutions to the TSP. This 

paper proposes Iterative Approximate Methods for Solving TSP 

(IAM-TSP), as a new method that provides an approximate 

solution to TSP in polynomial time. This proposed method begins 

by adding four extreme cities to the route, a loop, and then adds 

each city to the route using a greedy technique that evaluates the 

cost of adding each city to different positions along the route. 

This method determines the best position to add the city and the 

also the best city to be added. The resultant route is further 

improved by employing local constant permutations. When 

compared to existing state-of-the-art methods, our experimental 

results show that the proposed method is more capable of 

producing high-quality solutions. The proposed approach, with 

an average approximation of 1.09, can be recommended for 

practical usage in its current form or as a pre-processing step for 

another optimizer. 

Keywords—Greedy algorithms; TSP; NP-Hard problems; 

polynomial time algorithms; combinatorial problems, optimization 

methods 

I. INTRODUCTION  

At the beginning of the seventeenth century, Thomas 
Penynington and William Hamilton modeled the first 
mathematical problem corresponding to the Traveling 
Salesman Problem (TSP). This problem represents a game in 
which the winner connects twenty points by moving from one 
point to another, following some precise paths. This 
game/problem is called Hamilton Circuit Theory [1]. 
Afterward, in graph theory, TSP becomes a problem of 
identifying the optimal (shortest) Hamiltonian cycle visiting a 
set of cities (points) using a matrix of distances between the 
cities. TSP is one of the classic problems of combinatorial 
optimization, and it is widely investigated and considered a 
standard for assessing the performance of computational 
methodologies and algorithms. 

The principal objective of TSP is that the salesman visits all 
the cities in the minimal tour and then returns to the starting 
point with the assumption that the distances between the cities 
are known and the necessity of visiting each city is only once. 
Despite high-size instances of TSP being resolved in the 

literature, TSP is proven to be NP-hard even for small-size 
instances [2]. 

The theoretical and practical relevance of the TSP problem 
comes from the fact that numerous applicable real-world and 
engineering problems can be solved by adapting the TSP 
solutions, such as circuit design [3], scheduling [4], and DNA 
[5, 6], in addition to logistics and transportation and even space 
exploration missions [7]. Therefore, the study of TSP has 
significant theoretical and practical value, leading to cost 
savings and other benefits. 

Moreover, the application fields of TSP include any 
problem involving the search for the shortest paths. These 
fields vary in domains from big data classification [8, 9, 10], 
deployment and routing of IoT networks [11, 12, 13, 14, 15, 
16], financial prediction [17, 18], image processing [19], and 
[20], computer vision [21], [22], and [23]. TSP can be defined 
by finding a Hamiltonian cycle that visits each vertex precisely 
once, with the least amount of total weight feasible, given a full 
undirected weighted graph G = (V, E) with vertex set V and 
edge set E. The total weight of a cycle is equal to the weights 
of each of its individual edges. The book in [24] presents a 
comprehensive mathematical and theoretical analysis of the 
calculability and complexity of the TSP. One of the critical 
issues of methods of resolution of TSP is the enhancement of 
the accuracy of the algorithm to rapidly find the optimal or 
near-optimal solutions. 

Indeed, heuristics and meta-heuristics are the most 
successful methods used to resolve the TSP [25, 26, 27]. In this 
regard, Genetic Algorithms (GA), Ant Colony Optimization 
(ACO), Simulated Annealing (SA), and Particle Swarm 
Optimization (PSO) are among the most commonly used 
algorithms to resolve TSP. GA was successfully used for 
problems involving global search due to its rapid convergence 
and fast search process. However, it has some issues and has 
poor performance when achieving the local search. ACO is 
another robust optimizer with a high-resolution capacity. 
However, its convergence performance highly depends on the 
initial parameters, mainly the appropriate initial quality of the 
pheromone. PSO is characterized by its ease of use since it has 
a few numbers of initial parameters to set. However, other 
optimizers give better results for many TSP test problems. SA 
is another optimizer known for its capacity to avoid local 
optima and is often hybridized with other algorithms for this 
capacity. 
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However, like with ACO, the initial parameter values have 
a significant impact on the search process. Despite substantial 
research on TSP, its combinatorial nature suggests that there is 
still opportunity for development in this field, motivating the 
work of this paper. TSP is inextricably tied to handling other 
combinatorial problems with comparable characteristics, such 
as the Traveling Salesman Problem with Time Windows 
(TSPTW), Vehicle Routing Problem (VRP), and Capacitated 
Vehicle Routing Problem (CVRP). TSP approaches and 
algorithms are frequently used as a foundation for addressing 
these related optimization challenges. As a result, progress in 
TSP solving may provide useful insights and tactics relevant to 
a broader class of combinatorial problems in logistics, 
transportation, and network optimization. Because these 
challenges are interdisciplinary, knowledge and approaches can 
be transferred across fields, creating a more thorough grasp of 
combinatorial optimization. 

The major contribution of this paper lies in presenting an 
Iterative Approximate Method for Solving TSP (IAM-TSP), 
which provides a polynomial-time approximate solution to the 
TSP. The proposed method begins by including four extreme 
cities along the path. Following that, a loop successively adds 
each city to the route by calculating the cost at various points 
along the route. The approach considers each city to add and 
finds the most suitable location to put it, the one that minimizes 
the total cost. This method is improved further by using local 
constant permutations on the output of IAM-TSP, which 
considerably improves the final route, referred to as IAM-
TSP+. 

We evaluated the proposed algorithms against standard 
TSP datasets to determine how they performed in terms of key 
performance measures. The proposed IAM-TSP performed 
nearly identically to some of the typical TSP approximation 
algorithms given in the results section, but the proposed IAM-
TSP+ surpassed all approximation methods compared on the 
majority of TSP instances. 

The rest of the paper is organized as follows. Section II 
illustrates and discusses the advantages and drawbacks of the 
recent most relevant studies resolving the TSP. Section III 
identifies and investigates the proposed methodology for 
resolving the TSP. Section IV presents the experimental setup 
and the results, Section V concludes the study. 

II. RELATED WORK 

Given TSP's extensive history, its cutting-edge landscape is 
extremely diverse. To solve the TSP, several techniques, 
paradigms, and approximations algorithms have been used. 
Heuristics, for example, are a type of approximation method 
aimed to finding near-optimal solutions to NP-hard problems 
in polynomials time. One popular and simple method for 
building a TSP tour involves starting the tour at any node, 
traversing minimum-cost arcs to each successive node until all 
nodes are visited, and then returning to the starting node to 
finish the tour. This method is known as the Nearest Neighbor 
heuristic [28].  

There are also many popular methods, such as: the 2-Opt 
heuristic [29], Farthest Insertion algorithm [30], Nearest 
Insertion algorithm [30], Cheapest Insertion algorithm [30], 

Arbitrary Insertion algorithm [31], Repetitive Nearest 
Neighbor algorithm [32], Concave hull with heuristics, and 
Concave Hull No Heuristic [33]. In what follows, the main 
recent studies proposing TSP resolution methodologies are 
investigated: The study in [33] introduces a concave hull-based 
algorithm to resolve the Euclidean symmetric TSP by 
establishing concentric hulls and then merging them in one 
tour. Two novel metrics are suggested: the ―Average Waiting 
Distance‖ and the ―min AWD‖ of a tour. The results show that 
an optimal AWD does not guarantee the optimal tour. 

In study [34], the authors enhanced the accuracy of TSP 
solutions for numerous sizes of the problem. The used 
algorithm is a modified ACO with a better convergence during 
the TSP search process. To prevent trapping into local optima, 
this algorithm decreases the high concentration of pheromone 
during the route selection. The diversity in the algorithm is 
ensured using entropy weighted learning. According to the 
results, this work improved ACO and solved TSP better than 
the standard ACO.  

A new variant of TSP, called TSPJ, which includes the 
schedule of jobs in a set of positions, was introduced in study 
[35]. Since in TSP, the transport time is longer than the 
operation time, the considered objective in TSPJ is to minimize 
the make-span, equal to the needed time to achieve the longest 
job. The resolution of the TSPJ involves four local search 
methods. Using the CPLEX system, the results indicated that 
the solutions given by the four used heuristics are too close to 
the optimal (a gap less than 6%). In the same regard, the study 
in [36] aims to resolve the TSPJ. Applicative and practical 
contexts of TSPJ had been discussed, as well as the parameters 
specific to TSPJ such as the completion time, configuration 
time, and resource variation. 

In study [37], the authors used the aim was to resolve a TSP 
variant called the multiple TSP (mTSP) problems using a 
hybrid algorithm. The latter relies on an EAX heuristic to 
optimize the intra-tour and a tabu search neighborhood search 
to optimize the inter-tour. The objectives of the problem were 
the minimization of both the longest path and the total traveled 
distance. To reduce the neighborhood search time, a reduction 
approach is proposed to avoid computing the nonpromising 
possible solutions. The experiments involve a comparison with 
five approaches tested on 41 known TSP test problems and 36 
new large-size ones. However, the other variants of TSP were 
not assessed, and comparisons with other classes of heuristics 
were not achieved. 

The study in [38] suggests a new seriation strategy named 
―tree-penalized Path Length‖ (tpPL). Data seriation is a famous 
problem in data analysis. Itis the process of sequencing and 
ordering data according to their similarity. TSP in this study is 
considered a seriation method. The goal is to linearly order the 
data using simultaneously the TSP, tpPL, and optimal leaf 
order (OLO) methods. Optimal paths are transferred from TSP 
to OLO. In terms of computational complexity, TSP and tpPL 
have the same order of complexity. Hence, TSP heuristics may 
be used to resolve the tpPL. Tested on more than forty datasets, 
the tpPL has a better performance than TSP and OLO with the 
same computational complexity. The study in [39] introduces a 
compression-based TSP heuristic for data micro-aggregation. 
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Micro-aggregation is a method for disrupting and aggregating 
personal data using the concept of k-anonymity. By 
simultaneously considering the respect for privacy and the 
usefulness of data, the introduced TSP heuristic was the most 
efficient in solving the problem of micro-aggregation. In 
contrast, heuristics relying on TSP encrust scalability issues. 
Unlike other heuristics, the algorithm proposed in this study 
can reduce the execution time of the TSP. The tests carried out 
on small and medium-sized data affirm the trade-off between 
computation time and the rate of loss of micro-aggregation 
information. 

In study [40], a new problem, named the traveling thief 
problem (TTP), is proposed by combining the knapsack 
problem (KP) and the TSP. The PTT resolution method relies 
on sequences selection heuristics. A set of selection 
operators/thieves are involved to select the cities/objects to 
progressively create the tour. 

The study in [41] introduces two new TSP versions. Named 
pollution TSP(PTSP) and energy minimization TSP (EMTSP), 
the new versions add environmental constraints to the TSP. 
The aim of PTSP is to reduce fuel consumption, and carbon 
emissions. The aim of EMTSP is to reduce the cost of a trip 
according to the distance and the carried load. The method of 
resolution of the two TSP variants, MILP-GA-LS, relies on a 
mixed integer linear programming model to identify initial 
possible solutions, then multi-operator GA to enhance the 
found solutions. Afterward, an iterative local search algorithm 
was used to enhance the solutions. However, numerous 
constraints were not considered such as the time-window of 
customers. Moreover, an issue arises concerning the 
complexity of the introduced approach, since it was proven 
that, for small-size instances of PTSP and EMTSP, exact 
methods give better results than the MILP-GA-LS.  

In study [42], a new ACO variant is proposed to solve the 
TSP. Named DAACO; this algorithm dynamically changes the 
number of ants to avoid falling into local optima and to prevent 
long time of convergence. Besides, DAACO uses a local 
selection process to enhance the quality of ants and the needed 
time for the search process. Among the used twenty TSPLIB 
test problems, all the DAACO solutions were optimal except 
one. These results confirm the advantageous quality of 
solutions and time of convergence of DAACO compared to 
other optimizers.  

In study [43], a hybrid Ant Colony (AC)-Tabu Search (TS)-
Firefly Algorithm (FA) called ACTS-FATS is proposed. The 
hybridization avoids the probability of premature convergence, 
then, reduces the chance of trapped in local optima. Tested 
with the TSPLIB95, the hybridization does not generate 
additional execution time compared to AC, TS and FA.  

In study [44], Dhouib-Matrix, a column-row method, is 
proposed to resolve polynomial time TSP. The process of this 
method is as follows: after defining the distance matrix, a start 
position is selected to choose rows. Then, columns are 
discarded, and the route is transformed to a tour. The 
advantage of the introduced Dhouib Matrix is that it needs only 
n iterations to find the route between n cities. 

In study [45], a comparative study is proposed to discuss 
the recent algorithms and methodologies used to resolve the 
TSP using metaheuristics. The focus is set on the numerous 
versions of the BA, FA and PSO optimizers. 

In study [46], a new version of the TSP, called TSP-D is 
proposed. The latter is a classic TSP that involves a truck and a 
drone (Unmanned Aerial Vehicles (UAV)). In TSP-D, it is 
assumed that UAV has low battery capacities and can transport 
cargo per flight. The issue is to determine which UAV and 
which truck should serve which client. The tests demonstrate 
that the time of service can be reduced by using the UAVs with 
distinct speeds according to the cargo weight. However, the 
used samples (number of clients) are between 30 and 60, which 
makes the method valid only for small-size TDP-D instances.  

The authors in [47] propose an algorithm to minimize 
travel costs and maximize the overall profit. Simulated 
annealing (SA) and genetic algorithm (GA) with dedicated 
mutation operators were used. A concept of tour plots is used 
to generate the final solutions. In terms of computation time, 
the SA is better than the GA. 

In study [48], Qi-ACO, an ACO based on quantum 
computing, is developed to resolve the four-dimensional TSP 
(4DTSP). Fuzzy type-2 variables are used due to the uncertain 
aspect of the investigated problem of travel emissions and 
costs. The 4DTSP is characterized by the existence of 
numerous paths and conveyances between the cities. A process 
is implemented in Qi-ACO for generating qubits considering 
the constraints of carbon emission, cost, and time. The 
initialization and update of pheromone is based on qubit. A 
faster computation is achieved in Qi-ACO due to the quantum 
calculations. Performed statistical tests to confirm the 
performance of the introduced approach. However, numerous 
constraints are not considered such as vehicle speed and route 
selection. The readers are referred to [49] for more 
comprehensive methodologies on modeling and designing 
greedy heuristic methods to resolve the TSP. 

III. THE PROPOSED ITERATIVE APPROXIMATE METHODS 

FOR SOLVING TSP (IAM-TSP) 

The IAM-TSP is proposed in this paper as an 
approximation to the TSP, which has a greedy algorithmic 
nature. It begins by selecting four cities from the input set to 
represent the east, north, west, and south most positions. These 
cities are added to the route list in the following order: east, 
north, west and south, followed by a return to the beginning 
point (east). The algorithm then enters a loop, adding each 
remaining city to the path one by one. The method calculates 
the cost of adding a city to various points along the route 
throughout each iteration. It carefully investigates all feasible 
positions for each city, picking the best position and city at the 
lowest cost. Finally, this approach computes the route's total 
cost and outputs the final result.  

The cost is calculated using the Euclidean distance between 
the consecutive cities on the route. Algorithm 1 shows the 
pseudocode processes of the proposed IAM-TSP. Fig. 1 
illustrates the progress of the IAM-TSP solution of the Rat195 
LIBTSP real-world problem [50]. Because the TSP is a 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

423 | P a g e  

www.ijacsa.thesai.org 

minimization problem, the term ―best‖ refers to the smallest 
value throughout this paper, i.e., minimum route.  

 
Fig. 1. The progress of the IAM-TSP solution of the Rat195 LIBTSP real-

world problem, the progress is made from left to right and from top to bottom, 
and the results are displayed after ten iterations from the previous state. 

According to Algorithm 1, the proposed IAM-TSP has a 
time complexity of O(n

2
), where n is the number of cities in the 

Cities x y list. This is because, in the while loop, the algorithm 
finds the best position to put each city from the Open list into 
rout and checks every feasible solution, which takes O(n) time. 
This operation is repeated until Open is empty, which means 
that in the worst scenario, the while loop runs n times, giving a 
total time complexity of O(n

2
). 

The space complexity of the solution is O(2n + n
2
), where n 

is the number of cities in the Cities xy list. This is because we 
use two lists rout and open of size n, which take O(2n) space, 
and the quadratic space comes from the space reserved by the 
Possible Solutions matrix, whose size is n rows, each hosting n 
cities. The rest of the data structures used in the solution take 

O(1) or O(n) space, so the overall space complexity can be 
asymptotically approximated to O(n

2
). However, if we 

establish a square matrix storing the distances between each 
city and the others, space complexity stays asymptotically 
quadratic too; this is not done in this study, but it is a typical 
approach to removing the burden of distance computation. It 
should be emphasized that IAM-TSP provides an 
approximation solution for the TSP, and it does not ensure 
finding the optimal solution, because finding the best position 
for each city alone does not guarantee finding the optimal 
solution, which necessitates the involvement of all cities at the 
same time.  

In order to improve the IAM-TSP performance, and 
because involving all  cities makes the problem NP-hard, we 
opt for involving a constant number of local cities (k), and 
calculate all the permutation sequences starting from the first 
city in the output Route until the k city, finding the best 
solution and updating the Rout during this process, after which 
the algorithm goes into a loop moving by one city to find the 
next k permutations until n − k, this enhanced version is called 
IAM-TSP+. Algorithm 2 shows the pseudocode processes of 
the proposed IAM-TSP+, and Fig. 2 depicts the IAM-TSP+ 
resultant Route of the ATT48 TSPLIB real-world problem [50] 
in comparison to its optimal route. 

Algorithm 1: The proposed IAM-TSP algorithm 

Require: Cities xy (List of cities with x and y coordinates) of 

size n (number of cities) 

Ensure: Cost (Total cost of the route using Euclidean distance), 

and Route (the best possible sequence of cities) 

1: Create an empty list Route to store the order of visited cities. 

2: Get the East, North, West, and South cities and add them to 

the Route list. This is done using the minimum/maximum of x 

and y coordinates. 

3: Initialize a Boolean list Visited of size n (number of cities) 

and set all elements to false. 

4: Set the Visited status of the cities in Route to true (East, 

North, West, and South). 

5: Create an empty list Open to store the cities that have not 

been visited. 

6: Add all cities in Cities xy to Open if their Visited status is 

false. 

7: while Open is not empty do 

8: Create an empty list of list Possible Solutions to store the 

possible solutions (routs). 

9: for each city i in Open do 

10: Find the best location to insert it into Route and add the 

new route to possible Solutions. 

11: end for 

12: Find the best solution Best in Possible Solutions and keep 

track of the city ID. 

13: Update Route by Best. 

14: Remove the city ID from Open that satisfies Best. 

15: end while 

16: Calculate the cost of the Route using the Euclidean 

distance and store it in 

Cost. 

17: return Cost, Route 
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Algorithm 2: The proposed IAM-TSP+ algorithm 

Require: Cities xy of size n and k=5 (local permutations) 

Ensure: Cost, Route 

1: Route=IAM-TSP(Cities xy) 

2: for i = 1 to n − k do 

3: Create an empty list of list Possible Solutions 

4: Possible Solutions= all k local permutations of Route(from i 

to i + k) 

5: Update Cost(Possible Solutions) 

6: index = argmin(Cost) 

7: Route = Possible Solutions[index] 

8: end for 

9: return Cost(Route), Route 

 
Fig. 2. The IAM-TSP+ resultant route of the ATT48 TSPLIB real-world 

problem (in blue) n comparison to its optimal route (in red), k = 5, IAM-TSP+ 
cost = 34877, and the optimal cost = 33523. The optimal route is a little 

shifted right and down to avoid edge overdrawing. 

According to Algorithm 2, the proposed IAM-TSP+ has a 
time complexity of O(n

2
 + n.k!), where n is the number of 

cities in the Cities xy list. This is because the improved version 
uses the proposed IAM-TSP as an initial solution, this time is 
added to the time consumed by sliding the k permutations 
along the Route, which consumes O(n.k!) in the worst 
scenario, giving a total time complexity of O(n

2
 + n.k!). Since 

k is a constant number, the time complexity of O(n.k!) is often 
greater than that of O(n

2
). O(n.k!) may still be more efficient 

than O(n
2
) for small values of k, but as (k) grows higher, the 

growth rate of O(n.k!) quickly exceeds that of O(n
2
). 

Therefore, the time complexity of IAM-TSP+ can be 
asymptotically approximated to O(n.k!). The space complexity 
of the IAM-TSP+ is similar to that of the proposed IAM-TSP, 
with the exception of the space required by the possible 
Solutions matrix, which contains k! rows of routes, each of 

which hosts n cities, resulting in a total space complexity of 
O(n

2
 +n.k!), which can be asymptotically approximated to 

O(n.k!). This is a problem for machines that have limited 
memory resources, particularly when k is large, and therefore, 
k needs to be decided based on the available memory 
resources. 

IV. EXPERIMENTAL SETUP AND RESULTS 

To verify the quality and effectiveness of the proposed 
methods for solving TSP, IAM-TSP and IAM-TSP+ were 
applied to nine TSP instances, each with a known optimal 
solution. Those TSPs are from the TSPLIB [50], which has 
vertices between 40 and 500, namely: a280, att48, berlin52, 
KroA100, ch150, ch130, pr76, lin105, and pcb442. We chose 
these specific instances to facilitate comparison to other 
methods that have been repeatedly used in many studies. 

We compare the performance of the proposed methods to 
other related methods that proposed in the recent years; these 
include:  

 NN: Nearest Neighbor algorithm 

 FI: Farthest Insertion algorithm 

 CH: Concave hull with Heuristic. 

 CNH: Concave hull No Heuristic 

  NI: Nearest Insertion algorithm. 

 CI: Cheapest Insertion algorithm 

  AI: Arbitrary Insertion algorithm 

 RNN: Repetitive Nearest Neighbor algorithm 

  2-Opt: 2-Opt algorithm 

It deserves to be noted that the aforementioned methods 
were not developed for this work; rather, we directly reference 
their results on each standard TSP as stated by [33], where all 
parameters used for each method can be obtained. It is also 
worth noting that the majority of these methods’ results were 
obtained by repeating each method a number of times and 
reporting the average performance. However, we do not need 
to do the same for the proposed methods because each 
produces the same result on a specific TSP regardless of how 
many times the method is run.  

We performed simulation experiments using C# of 
Microsoft visual studio 2022.  The hardware and software 
specifications of the system are as follows:  

11th Gen Intel(R) Core (TM) i7-1165G7 @ 2.80GHz, 8.00 
GB RAM, and Windows 11 Pro, 64-bit operating system. 

The results of the proposed methods to the other compared 

methods are shown in Table I, in which the optimal tour length 

(cost) is recorded as reported in the TSPLIB standard library. 

As it can be seen from Table I, The proposed IAM-TSP+ 

outperforms the IAM-TSP on all TSPs, which is to be expected 

given that the latter is an input to the former and the former 

employs nine local permutations along the resultant route, 

giving it more chances to identify better solutions. 
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TABLE I. PERFORMANCE COMPARISON OF THE PROPOSED METHODS TO  NINE RELATED METHODS ON DIFFERENT TSP INSTANCES 

Instance Optimal IAM-TSP IAM-TSP+ CH CNH FI NI CI AI NN RNN 2OPT 

a280 2579 3051.0804 2978.079155 3335.9 3448 2953 3072.7 3110.7 2995.7 3369.7 3037.7 3018.1 

att48 33523 35595.13404 34877.093 35618 35811.2 35267 37893.3 36391.9 35723.1 42112.7 39237 37458.4 

berlin52 7542 8497.33404 8031.31761 9013.7 9013.7 8175 9097.7 9007.3 8346.4 9265.4 8182.2 8368.6 

ch150 6528 7367.615815 7167.696739 7176.5 7309.6 7148 8066.9 7988.7 7228.8 7734.2 7078.4 7379.4 

ch130 6110 6664.37646 6584.106521 7038 7038.8 6855 7381.6 7164.9 6625.8 7747.4 7198.7 6755.5 

kroA100 21282 23375.94197 22212.77837 22899.1 23310.1 22874 25957 25073.5 23270.7 27084.2 24699 24401.9 

pr76 108159 115547.4825 113155.4313 115790 118877 117173 130029 126837 116098 145227 130921 118838.3 

lin105 14379 16285.06763 15948.15549 15596.1 15730.7 15331 18287.9 17327.6 15802.6 18646 16939 16322.2 

pcb442 50778 57860.0934 57458.28 66961.6 72425 57537.9 60667.9 59493.1 58001.5 64819.2 59975 57354.4 

 

Furthermore, the proposed IAM-TSP+ outperforms not 
only IAM-TSP, but also, all methods compared on 5 TSPs, 
namely att48, berlin52, ch130, KroA100, pr76, followed by the 
FI method, which also performs well. 

Aside from the FI, the proposed IAM-TSP outperforms many 

other methods without the need for additional improvement 

and achieves solutions closer to optimal in two instances: 

att48 and pr76. It is interesting to note that both of the 

proposed methods achieve performance that is very close to 

the optimal solution in some instances. In order to illustrate 

the different performances of both of the best performers, 

IAM-TSP+ and FI, Fig. 3 compares the resultant routes’ costs 

of both methods on several TSPs while Fig. 4, 5, and 6 

provide comparisons of the proposed methods to the other 

nine related methods on small-scale TSP instances. As it can 

be seen from these figures, the proposed methods achieve 

better or comparable performance when compared to the other 

approximation methods that attempt to find the best possible 

TSP solution. 

 
Fig. 3. The routes’ cost results of the proposed IAM-TSP+ compared to that 

of the FI method. 

 
Fig. 4. The routes’ cost results of the proposed methods compared to that of 

the other methods on Att48 TSP. 

 
Fig. 5. The routes' cost results of the proposed methods compared to that of 

the other methods on pcb442 TSP. 
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Fig. 6. The routes' cost results of the proposed methods compared to that of 

the other methods on pr76 TSP. 

The approximation ratio, which is the ratio of the method’s 
output to the optimal tour cost, quantifies how much the 
approximate solution differs from the optimal solution. The 
approximation ratios of all methods compared are presented in 

Table II. As it can be seen in the table, the proposed IAM-
TSP+ delivers the best overall approximation, with an average 
of 1.09 overall TSPs, compared to the next competitor (FI), 
which has an average approximation of 1.10.  

The proposed AIM-TSP also performs well, with an 
average approximation of 1.11, surpassing seven comparable 
methods. In addition to the approximation ratio, the error rate 
represents the percentage difference between the solution’s 
fitness value and the known optimal solution, and it is 
determined as follows [51]: 

           
                         

                
      (1) 

The comparison results for the error rates are presented in 
Table III. As it can be seen in Table III, the proposed IAM-
TSP+ delivers the minimum overall error rate, with an average 
of 8.51% overall TSPs, compared to the next competitor (FI), 
which has an average error rate of 9.50%. The proposed AIM-
TSP also performs well, with an average error rate of 11.44%, 
surpassing seven comparable methods. Considering the costs, 
approximation ratios, and error rates of the resulting Routes, 
the proposed methods, specifically the IAM-TSP+, outperform 
all related methods aimed at solving the TSP in general. 

TABLE II. COMPARISONS OF THE APPROXIMATION RATIOS OF THE PROPOSED METHODS TO THE OTHER RELATED METHODS 

Instance Optimal IAM-TSP IAM-TSP+ CH CNH FI NI CI AI NN RNN 2OPT 

a280 2579 1.183047848 1.15474182 1.2934858 1.33695 1.14502 1.19143 1.20617 1.16157 1.30659 1.1779 1.17026 

att48 33523 1.061812309 1.040392954 1.0624944 1.06826 1.05202 1.13037 1.08558 1.06563 1.25623 1.1704 1.117394 

berlin52 7542 1.126668528 1.064879025 1.1951339 1.19513 1.08393 1.20627 1.19429 1.10666 1.22851 1.0849 1.1096 

ch150 6528 1.128617619 1.09799276 1.0993413 1.11973 1.09498 1.23574 1.22376 1.10735 1.18477 1.0843 1.130423 

ch130 6110 1.090732645 1.077595175 1.1518822 1.15201 1.12193 1.20812 1.17265 1.08442 1.26799 1.1782 1.105646 

kroA100 21282 1.098390281 1.043735475 1.0759844 1.0953 1.0748 1.21967 1.17816 1.09345 1.27263 1.1605 1.146598 

pr76 108159 1.068311306 1.046195243 1.0705535 1.09909 1.08334 1.2022 1.17269 1.0734 1.34271 1.2104 1.098737 

lin105 14379 1.132559123 1.109128277 1.0846443 1.09401 1.06621 1.27185 1.20506 1.09901 1.29675 1.1781 1.135142 

pcb442 50778 1.139471689 1.131558549 1.3187128 1.42631 1.13313 1.19477 1.17163 1.14226 1.27652 1.1811 1.129513 

TABLE III. ERROR RATE COMPARISONS 

Instance Optimal IAM-TSP IAM-TSP+ CH CNH FI NI CI AI NN RNN 2OPT 

a280 2579 18.3047848 15.47418203 29.348585 33.6952 14.5017 19.1431 20.6165 16.1574 30.6592 17.786 17.02598 

att48 33523 6.181230913 4.039295424 6.2494407 6.82576 5.2024 13.0367 8.558 6.56296 25.6233 17.045 11.7394 

berlin52 7542 12.66685282 6.487902542 19.513392 19.5134 8.393 20.6272 19.4285 10.6656 22.8507 8.4885 10.95996 

ch150 6528 12.86176188 9.799276026 9.9341299 11.973 9.49755 23.5738 22.3759 10.7353 18.4773 8.4314 13.04228 

ch130 6110 9.073264485 7.759517522 15.188216 15.2013 12.1931 20.8118 17.2651 8.4419 26.7987 17.818 10.56465 

kroA100 21282 9.839028145 4.37354747 7.59844 9.52965 7.4805 21.9669 17.8155 9.34452 27.2634 16.053 14.65981 

pr76 108159 6.831130592 4.619524286 7.0553537 9.90921 8.33403 20.2198 17.2686 7.3404 34.2715 21.045 9.873704 

lin105 14379 13.2559123 10.9128277 8.4644273 9.40051 6.62077 27.1848 20.5063 9.90055 29.6752 17.807 13.51415 

pcb442 50778 13.94716885 13.1558549 31.871283 42.6307 13.3127 19.4767 17.1631 14.2256 27.6521 18.111 12.95128 
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V. CONCLUSION 

In this paper, we presented two geometric-based 
approximation greedy algorithms for solving the classical TSP, 
one of which we call IAM-TSP which is proposed based on 
locating four extreme nodes/cities and then iterating to 
determine the best potential positions of each node/city. The 
other method is known as IAM-TSP+, and it is simply an 
improved version of the first one, with employing local 
constant permutations to improve the first method's result. 

The experimental results of the proposed methods on nine 
TSP instances show that, when compared to nine recent related 
methods, the proposed methods (particularly the IAM-TSP+) 
provide promising solutions for the classical TSP. This is seen 
in the resulting routes' cost effectiveness, approximation ratios, 
and error rates. The enhanced performance (of the IAM-TSP+) 
is due to the selection of the best local solution, which was 
accomplished by exploring all k-permutations and considering 
the best local solution after obtaining the initial solution from 
the pure IAM-TSP, where k = 5 in all experiments. 

The proposed method's limitations include the time and 
space complexity, which is rather high for the proposed IAM-
TSP+, making the evaluation of the proposed methods on large 
TSP instances particularly difficult on restricted resource 
machines. As a result, parallel or distributed computation may 
facilitate the evaluation of proposed methods. In addition to 
employing the output route as an initial seed for the genetic 
algorithm [52, 53]. Our future research will focus on such 
issues. 
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Abstract—Every year, numerous lives are tragically lost 

because of traffic accidents. While many factors may lead to 

these accidents, one of the most serious issues is the emergency 

services' delayed response. Often, valuable time is lost due to a 

lack of information or difficulty determining the location and 

severity of an accident. To solve this issue, extensive research has 

been conducted on the creation of effective traffic accident 

detection and information communication systems. These 

systems use new technology, such as deep learning algorithms, to 

spot accidents quickly and correctly and communicate important 

information to emergency workers. This study provides an 

overview of current research in this field and identifies 

similarities among various systems. Based on the review findings, 

it was found that researchers utilised various techniques, 

including MLP (Multilayer Perceptron), CNN (Convolutional 

Neural Network), and models such as DenseNet, Inception V3, 

LSTM (Long short-term memory), YOLO (You Only Look 

Once), and RNN (Recurrent Neural Network), among others. 

Among these models, the MLP model demonstrated high 

accuracy. However, the Inception V3 model outperformed the 

others in terms of prediction time, making it particularly well-

suited for real-time deployment at the edge and providing end-to-

end functionality. The insights gained from this review will help 

enhance systems for detecting traffic accidents, which will lead to 

safer roads and fewer casualties. Future research must address 

several challenges, despite the promising results showcased by 

the proposed systems. These challenges include low visibility 

during nighttime conditions, occlusions that hinder accurate 

detection, variations in traffic patterns, and the absence of 

comprehensive annotated datasets. 

Keywords—Deep learning; road traffic; road accident 

detection; MLP; CNN; LSTM; DenseNet; RNN; inception V3 

I. INTRODUCTION 

Road crashes are one of the most prominent reasons for 
death, disability, and hospitalization of people worldwide. 
1.35 million people worldwide lose their lives due to road 
accidents every year [1]. Almost 3,700 people worldwide 
lose their lives in collisions with automobiles, buses, 
motorbikes, bicycles, lorries, or pedestrians every day [1]. 
Cyclists, motorcyclists, and pedestrians account for more 
than half of the fatalities. According to estimates, crashes 
rank as the eighth most common cause of mortality 
worldwide across all age categories and the most common 
cause of death for children and young adults (ages 5 to 29) 
[1]. The traffic authority has seen that many vehicles are 

travelling at high speeds and without fear in crowded areas. 
The results of traffic accidents are fairly evident. To 
address these issues, though, a reliable traffic monitoring 
and management system is needed [2].  

Unfortunately, the age group most affected by road 
accidents is people aged between 18 and 45 years, which 
accounts for approximately 70% of accidental deaths [3]. 
Most of these fatalities occur due to a lack of medical care 
given at the appropriate time. The expenditures associated 
with medical care, property damage, legal actions, and 
reduced worker productivity are significant. In addition to 
the human cost, road accidents place significant economic 
pressure on countries, taxing healthcare systems and 
diverting revenue away from other vital sectors, which 
hinders economic expansion. Due to its vital impact on 
public safety, economic stability, and general societal well-
being, road accident detection is of the utmost importance. 
To prevent these serious consequences, effective road 
accident detection is urgently required. 

Current accident reporting systems that rely on reports 
from witnesses or have slow response times frequently 
cause delays in facilitating traffic control and providing 
emergency help. The lengthening of travel times for other 
road users as well as secondary accidents, congestion, and a 
worsening of injury severity can all result from this delay.  

Deep learning [4] is a subset of machine learning that 
employs multilayer neural network models that are 
designed to function similarly to the human brain. Unlike 
other machine learning approaches, deep learning can 
automatically learn from data such as photos, videos, or 
text without the aid of any subject expertise. Deep learning 
employs a multi-layered neural network to extract features 
from the data and gets better and better at recognizing and 
classifying data on its own rather than depending on labels 
included in the unstructured data. In areas like machine 
vision, computer vision, speech recognition, audio 
recognition, natural language processing, social network 
filtering, pharmaceutical engineering, bioinformatics, 
medical image analysis, and gaming programs, deep 
learning architectures like deep neural networks, deep 
belief networks, recurrent neural networks, and 
convolutional neural networks have been used with related 
and, in some cases, improved outcomes. 
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A subfield of artificial intelligence (AI) called computer 
vision [5] allows computers and other systems to retrieve 
useful data from photos, videos, and other visual inputs, to 
analyze objects in photos and videos just like people do, 
and to take decisions or offer suggestions based on that 
data. Computer vision tasks include methods for acquiring, 
processing, and analyzing digital images to generate 
numerical or symbolic data. Using digital images and deep 
learning models, computer vision allows computers to 
accurately identify and classify objects and respond to 
them. A convolutional neural network understands single 
images, whereas recurrent neural networks work with video 
inputs, allowing computers to learn how a series of images 
is related to one another. Computer vision software can 
process images in real-time to detect road edges, read 
traffic signals, and identify other cars, objects, and 
pedestrians from the camera output. 

Deep learning is revolutionizing road accident detection 
systems by using neural networks to improve 
responsiveness, accuracy, and adaptability. Deep learning 
allows these systems to use convolutional neural networks 
(CNNs), recurrent neural networks (RNNs), and other 
sophisticated designs to analyze complex visual and sensor 
data collected from various sources. Deep learning 
algorithms may develop robust and adaptable models that 
can cope with the intricacies of the real world by learning 
from a variety of datasets that cover a range of weather 
conditions, lighting conditions, and road types. 
Additionally, its capacity for real-time processing makes it 
easier to discover accidents quickly, enabling emergency 
services and traffic control authorities to act right away.  

Several research gaps and unresolved issues emerged as 
the literature on deep learning-based road accident 
detection systems continued to develop. Even though deep 
learning techniques have been used in this field in 
important ways, a thorough synthesis of the literature in the 
field reveals some gaps that call for more research. This 
review article offers a current assessment of the state of the 
field, considering substantial advancements, new patterns, 
and cutting-edge technology in road accident detection 
systems. A current summary of the most recent 
developments in the field is covered. This research paper 
advances knowledge in this field by methodically 
evaluating and synthesizing the body of literature on deep 
learning-based road accident detection systems. This 
analysis can help researchers and practitioners and can act 
as a starting point for new research and technological 
breakthroughs. Policymakers and emergency service 
providers can prioritize investments in technology, 
infrastructure, and staff by comprehending the benefits and 
drawbacks of various deep learning-based solutions. 

The rest of the paper is organized as follows: Section II 
describes the methodology employed to conduct the 
literature review and discusses the databases, search terms, 

and inclusion/exclusion criteria used to select relevant 
papers. Section III then includes a detailed analysis of each 
selected piece of literature, discussing the main findings, 
and contributions of each study. Also, a concise summary 
of the key findings and outcomes of the reviewed papers is 
included in this section. Section IV provides conclusion, 
summarizes the main findings and contributions of the 
literature review, and Section V provides recommendations 
for future research directions. 

II. MATERIALS AND METHODS 

A. Literature Sources and Search Strategies 

The information for this review was obtained by 
looking at publications that have been published between 
January 2019 and June 2023 using the well-known search 
engines Google Scholar, Scopus, and Web of Science. A 
combination of keywords like artificial intelligence, deep 
learning, machine learning, artificial neural networks, 
convolutional neural networks, and accident detection was 
used for data searching. 

B. Identification and Selection of Relevant Studies 

The articles from the preliminary search that had 
abstracts with full texts were retrieved. Along with 
computer searching, non-electronic sources were also used, 
such as manual searches for relevant journals and 
publications. The articles were chosen in accordance with 
the title and after reviewing the abstracts pertaining to our 
study subject. 202 publications that fit the review's 
objectives were primarily found through the initial search. 
Due to data duplication, nine articles were ignored, and 57 
were removed due to topic irrelevance. Thus, 136 articles 
were included for the second stage of data selection. These 
articles were then subjected to the subsequent inclusion and 
exclusion criteria. 

C. Eligibility Criteria of the Studies 

According to the inclusion criteria, the articles must be 
specifically focused on deep learning-based road accident 
detection systems; they must also explicitly address the 
deep learning technology utilized in the study model; they 
must explicitly discuss the data sets that were used for the 
model's evaluation, validation, or training; and they must 
explicitly mention a quantitatively measurable predictive 
outcome. Articles written in languages other than English 
and those with topics other than deep learning technology 
were excluded. 118 articles were excluded after applying 
the criteria. 

D. Data Extraction and Management 

The number of articles was further lowered to 18 after 
applying these eligibility requirements. 

Fig. 1 displays the flowchart of the screening and selection 

of literature. 
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Fig. 1. Flowchart for screening and selection of literature. 

III. DISCUSSION 

This study in [6] investigates relevant data variables, 
such as accident severity, the number of casualties, and the 
number of cars, to uncover trends in road automobile 
accident data and to suggest a predictive model. 
Consequently, a pre-processing model is created to 
transform raw data using interquartile outlier removal, 
generalization of data attributes, and the elimination of 
missing and nonsensical features. The performance of road 
accident prediction is studied using and evaluating four 
classification methods: naïve Bayes, random forest, 
decision trees, and multinomial logistic regression. Except 
for naïve Bayes, the results address acceptable levels of 
accuracy for car accident prediction. The results are 
examined using a data-driven methodology to identify the 
critical variables causing traffic accidents and to suggest 
ways to prevent them. 

In this research [7], a deep learning accident prediction 
model is proposed by combining extended features such as 
sentiment analysis, emotions, weather, geocoded locations, 
and time information with data derived from tweet 
messages. According to the data, accident detection 
accuracy increased by 8%, bringing the test's accuracy up 
to 94%. The suggested methodology fared better than the 
state-of-the-art methods now in use, increasing accuracy by 
2% and 3%, respectively, to reach 97.5% and 90%. The 
high-performance computing constraints brought forth by 
detector-based accident detection, which required massive 
data calculation, were likewise addressed by our method. 
The outcomes have increased confidence that utilizing 
cutting-edge features improves traffic accident 
identification and prediction. 

The work done by [8] provides an overview of the 
technologies used in road accident detection and 
information transfer system. They also emphasized the 
importance of automatic road accident detection and 
information communication systems in all vehicles, whose 

role is to send a notification message to the nearest hospital 
and police station upon detecting an accident. As the 
performance of such systems can be greatly improved with 
the inclusion of technologies like social network data 
analysis, sensor data, machine learning, and deep learning, 
the authors have used artificial neural networks to build a 
new model. The entire system is structured as three 
modules, where the first module comprises the collection of 
image data. The second module is about pre-processing the 
data and the last module comprises accident detection and 
notification, which extracts visual and temporal features 
using the PYTORCH architecture and neural networks 
called a multi-layer perceptron (MLP). The proposed 
system proved to be very useful in detecting incidents with 
an F1 score of 0.98 and accuracy of 98 percent. 

The high number of accident-related fatalities in India is 
a topic of this study [5], which highlights the importance of 
quick guidance. The paper suggests a method for 
identifying accidents using real-time CCTV data from 
roadways. It uses a Hierarchical Recurrent Neural Network 
(H-RNN) model that has been trained to distinguish 
between accident- and non-accident-related video frames. 
H-RNN is a potential option for quick accident detection 
because of its accuracy in image classification—over 
95%—and applicability for video analysis—it can capture 
temporal dependencies. With the help of this study, 
accident victims will receive much better response times 
and outcomes. 

The research described in [9] highlighted the need of 
minimizing the time required by an accident-detection 
system in sending notifications to the emergency services. 
To meet this objective, the authors proposed a software-
oriented accident recognition system using convolutional 
neural networks (CNN) that could send real-time alerts to 
the nearest hospitals and police stations. The new system 
used only the available resources with the modifications 
brought through the deployment of AI techniques on edge 
devices attached to roadside CCTV cameras for classifying 
images.  As the input to the convolutional neural network 
(CNN), live footage from CCTV cameras were used, from 
which the probability of the occurrence of an accident was 
generated. Accident Recognition and Alerting System 
(ARAS) is divided into three main components, based on 
their functionality. The components are the Edge Accident 
Recognition Module (EARM), Alert Database (AD) and 
Alert Web Interface (AWI). The EARM is responsible for 
recognizing accidents and sending alert messages. The 
alerts are received by the AWI, which is a website provided 
to the emergency services. The AD acted as a common 
point between the EARM and the AWI. Three kinds of 
CNN architectures are used which are Inception v3, 
DenseNet, and ResNet-50 respectively thus resulting in 
three new models. The performance of these models was 
compared, and it was found that Inception v3 detected the 
accident throughout as opposed to DenseNet and ResNet-
50. Also, the Inception v3 model displayed the best 
prediction time, proving it to be an effective choice for 
real-time, end-to-end, edge deployment. These models 
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additionally help in avoiding the transmission of duplicate 
alerts. 

A new support system for self-driving cars is proposed 
in [10] that could detect vehicular accidents through a 
dashboard camera and spontaneously report it to local 
authorities. The Mask R-CNN framework is used for object 
detection along with an object tracking algorithm to make 
the new system more efficient. The object detection 
component serves to identify the type of vehicle as either a 
car, bus, or truck. The output of this step includes the class 
IDs, generated masks, bounding boxes, and the detection 
scores of vehicles for a video frame. Whereas the part 
comprising a centroid tracking algorithm is used for vehicle 
tracking.  

Additionally, trajectory intersection, velocity 
computation, and lane detection are also included to 
improve the performance of the vehicular accident 
detection framework. The proposed model is compared 
with existing models using two important performance 
criteria, i.e., Accident Detection Rate (ADR) and False 
Alarm Rate (FAR). As the number of parameters is more, 
the reliability of the new system in accurately recognizing 
accidents also got magnified with 79.05% Accident 
Detection Rate and 34.44% False Alarm Rate. Despite 
these advancements, the system is handicapped by the 
unavailability of large, annotated datasets that can be used 
to test and improve the system further. 

The research study in [11] proposed Object Detection 
and Tracking System (ODTS) for automatically detecting 
and monitoring unexpected events on CCTVs in tunnels. 
The unexpected events are categorized as either Wrong-
Way Driving (WWD), Stop, Person out of the vehicle in a 
tunnel, or fire. The system accepts selected frames of video 
at specified time intervals as input, which are then 
converted into Bounding Box (BBox) and is simultaneously 
classified into its corresponding type by the detection 
module which uses a faster RCNN learning algorithm for 
the same. The detected objects are then assigned a unique 
ID number by the object tracking module which uses the 
SORT framework. However, automatic object detection 
systems in tunnels suffer from the common problem of low 
illumination videos.  

A deep learning model of Faster R-CNN was used for 
training dataset to address this issue. However, the model 
does have a limitation in that the ODTS employs an object 
tracking function with car objects only. The ODTS module 
applied the Car Accident Detection Algorithm (CADA) for 
classifying several events. The inclusion of these 
technologies resulted in the system being able to identify 
the incidents within 10 seconds after testing with the image 
that contained each incident but due to the lack of 
sufficient Fire objects in the training set, the likelihood of 
false detection in the case of Fire is high. 

An automated system for detection of accidents at 
traffic intersections is proposed in [12]. The proposed 
framework is made of three main modules, which are 
object detection, object tracking and the accident detection 
module respectively. The object detection part is primarily 

based on the YOLOv4 approach, which makes it very 
efficient and accurate. The item monitoring module uses 
the Kalman filter and the Hungarian algorithm for 
affiliation whose performance is further enhanced with the 
use of a new cost function. It can accommodate several 
challenging situations, such as occlusion, overlapping 
objects, and shape changes that occur while tracking the 
objects.  

Whereas the accident detection module was constructed 
with the aid of trajectory conflict analysis. The trajectories 
of the objects are analysed in phrases of velocity, angle, 
and distance so that extraordinary forms of trajectory 
conflicts consisting of vehicle-to-vehicle, vehicle-to-
pedestrian, and vehicle-to-bicycle can be detected. These 
unique features make the model suitable for real-time 
traffic surveillance. The performance of the proposed 
framework is evaluated using the video sequences under 
numerous illumination conditions that were obtained from 
YouTube. The robustness of the system is proved through 
the lower fake alarm rates and an excessive detection rate. 

A traffic accident prediction system that predicts traffic 
accidents on highways is proposed in study [13]. To 
accurately predict accidents, the model uses Java's high-
level neural network API framework. Here are the steps the 
model goes through: A convolutional layer is first given 
traffic accident records as input and is then filtered to 
remove duplicate fields. After removing the unwanted 
records, the adjusted dataset is fed to the new layer. 
Weights are then assigned to the retrieved features based on 
random number generation, and finally network 
backpropagation is performed until the error reaches a 
threshold. The performance of the proposed convolutional 
neural network (CNN) is evaluated and compared with the 
traditional neural network-based backpropagation 
prediction methods. The results show that the new 
algorithm has much lower loss and higher prediction 
accuracy compared to the conventional devices. The 
incident prediction model proposed in this paper has only a 
small impact on the prediction rate, but it can be improved 
by choosing other features to input to the CNN or applying 
a more efficient model instead of the CNN. 

A framework for automatic detection of road accidents 
in surveillance videos is proposed in [14]. A convolutional 
auto-encoder was incorporated in the model for extraction 
of deep representation, in the form of appearance and 
motion features as well as their correlations, from the 
spatiotemporal video volumes (STVVs) of raw pixel 
intensity and then detection for any abnormalities in 
surveillance videos. The accident detection ability of the 
model is further increased by combining the 
complementary appearance and motion information. 
Additionally, a collision is also sensed using the 
information about the joints of the trajectories of the 
vehicles over space-time dimensions. Once the joint 
trajectories are made, a one-class SVM with an RBF kernel 
is used to generate the outlier score from his intermediate 
representation to identify unusual/unseen/abnormal/outlier 
events. The performance measure of this model is 
evaluated using real accident videos collected from the 
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CCTV surveillance network of Hyderabad City in India. 
The result witnessed a reduction in the false alarm rate and 
an increase in the reliability of the detection system by 
using the proposed approach. But the system still faced the 
challenges of low visibility at night, occlusions, and large 
variations in the normal traffic pattern, which need to be 
addressed in the future. 

To ensure that victims receive timely aid, the study 
given in [15] created a system to identify traffic incidents 
in real time and send an immediate alarm message to the 
nearest control unit. As the existing structures that use 
features such as IR sensors, IMU sensors, ARDUINO UNO 
etc., lack accuracy in detecting accidents, the authors 
attempted to build in more accuracy and effectiveness in 
their system through the usage of deep learning techniques 
such as convolutional neural networks. As no dataset 
regarding accidents occurring in India was available dataset 
was created to train the CNN model. The trained system is 
then included with the cameras, positioned at accident-
susceptible areas, to seize the video of the vehicles on the 
road. Then for video classification, deque was used for 
performing the rolling prediction averaging. Once an 
accident is detected, officials are informed about the same 
by sending them an alert message using the GSM module 
that's included in conjunction with the camera. The 
proposed version proved to be more dependable and 
economical compared to the current structures. It could 
detect accidents with a high level of accuracy with almost 
eighty-five percent of successful image prediction. The 
author similarly proposed incorporating speed-detection 
cameras as future work, which could make the system more 
efficient. 

Using both video and audio data generated from 
dashboard cameras, the research in [16] proposed a car 
crash detection system. Multimodal data is composed of 
three different types of data, namely, video data, audio 
features of audio data, and spectrogram images of audio 
data which were collected from a video sharing platform 
like YouTube. The data were then standardized and 
normalized to occupy a standard frame. Deep learning 
techniques like gated recurrent unit (GRU) and 
convolutional neural network (CNN) were then used to 
classify the data as either positive or negative clips. The 
CNN module consisted of five conv2D layers with ReLu 
activation function, four batch normalization layers with 
0.9 momentum, three max pooling layers, and a global max 
pooling layer. A weighted average ensemble is used as an 
ensemble technique for combining the three different 
classifiers. Finally, the classification performance of the 
proposed car crash detection system was compared with the 
existing system, and it was found that the proposed system 
performed better than its base counterpart, which relied on 
single modal data (i.e., video or audio data only) to detect 
possible car-crashes. The proposed model could bring in a 
drastic improvement in the accuracy of the system. The 
authors further proposed an enhancement to their model 
using the inclusion of three-dimensional filters, which may 
further improve the efficiency more. 

An automated system capable of detecting traffic 
accidents from video is proposed in [17].  A deep learning 
(DL)-based approach is used, which shows a high 
performance in accomplishing computer vision tasks that 
involves complex features relationship. The work assumes 
that accident events can be represented using data that have 
visual features occurring in a temporal way. The model 
hence comprises a feature extraction phase that uses the 
convolutional method, followed by temporary pattern 
identification accomplished using recurrent neural 
networks. For accident detection, a dense ANN approach is 
used.  

Therefore, the model can be structured into three 
portions where each portion focuses on spatial feature 
extraction, temporal feature extraction and binary 
classification, respectively. The model was trained using 
the imageNet dataset. As the precision of the accident 
detection system was found to be under satisfactory, the 
model was modified using a transfer learning process and 
the weights for the model were adjusted using a new 
dataset. The modification included a ConvLSTM layer-
based neural network being added up to the existing 
architecture for enhanced feature extraction and usage of a 
dense artificial neural network block using regularization 
methods for better accident detection.  

Under the ConvLSTM layer-based neural network 
model, the feature vector computed by the adjusted 
InceptionV4 architecture was taken as the input. For this, 
two sets of data are used, where the first one comprised 
image for the visual extractor and the other had videos for 
training the temporal extractor. Both data sets contain 
positive and negative accidents. The modification also 
included the application of four techniques in video 
segmentation, in which the first one consisted of video 
segmentation without frame discrimination., the second one 
was used to skip the frame intruder to reduce the 
redundancy, the third technique helped in calculating a 
pixel-to-pixel comparison of two consecutive images and 
finally the fourth technique is substantially similar to the 
third except that the threshold was set to 0.98 against the 
0.9 mark in the third. Through the modification the 
accuracy improved to 0.98. But the proposed model still 
had a few limitations, which is, the model required large 
datasets with clear data to get trained well. 

A feature fusion-based deep learning model for video-
based accident detection is suggested in study [18], that 
could achieve better detection speed and accuracy with 
restricted computing resources. The system comprises an 
interest module for capturing the appearance features of the 
crash images. The module was blended with ResNet to 
enhance the speed of the traditional convolution neural 
network. A 1 x 1 convolutional layer is employed to reduce 
the size of the output feature map, which is then entered 
into the Conv-LSTM network to accurately extract the 
motion features of crashes. This Conv-LSTM network has a 
bonus over its traditional counterpart in terms of being 
lighter and preserving spatial information. Finally, a global 
pooling layer is used to locate a crash. This proposed 
system won over the current video-based crash detection 
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systems as they suffered from low detection accuracy and 
excessive computational costs. However, the proposed 
version has a few limitations like falsely detecting traffic 
scenes as crashes, showcasing few misdetections in 
complicated, rare, and ambiguous environment, etc. The 
model may also be, in addition, stepped forward to become 
aware of one-of-a-type types/severity tiers of crashes. 

An accident detection system that may track accidents 
at the generation of occurrence is given in [19]. The 
proposed model is a fusion of CNN and LSTM layers for 
the classification of nonstop video captured by the camera. 
In the CNN-LSTM network, CNNs are used for image 
feature extraction and exceed LSTMs for sequence 
prediction. When compared with other existing models 
composed of high-priced sensors and pointless hardware, 
the proposed model showed improved performance in 
terms of cost, reliability, and accuracy. In the future, the 
model’s performance may be enhanced using some 
supervised and unsupervised techniques. Particularly, 
supervised learning can be used to discover the accidents 
from the frames which can be flagged anomalously via way 
of means of unsupervised models. More state-of-the-art 
techniques for monitoring accident-prone areas may be 
used. 

A system to detect accidents from video footage 
provided to it using a camera is proposed in [20]. The 
objective of this model, which is built using advanced Deep 
Learning Algorithms, i.e., convolutional neural networks 
(CNN) and the LSTM network is to detect accidents within 
seconds of its occurrence. In the CNN-LSTM network, 
CNN is used for modeling spatial data like images and 
feature extraction which is passed on to the LSTM for 
sequence prediction. The pictures captured through the Pi-
cameras are broken down into frames and fed to the 
automated system and while an accident is detected, an 
alert message is dispatched using the GSM module. Along 
with the message, the frame at which an accident is 
detected and the percentage of chances of accident are also 
conveyed. Upon assessing the model's performance, it 
yields an average accuracy of 92.83%. 

An automatic car accident detection method based on 
Cooperative Vehicle Infrastructure Systems (CVIS) and 
machine vision such that roadside intelligent devices 
recognize and locate crashes efficiently is given in [21]. 
For this purpose, a new image dataset (CAD-CVIS) is 
created based on video sharing websites consisting of 
various kinds of accident types, weather conditions, and 
accident locations. The data includes video features of the 
car’s motion parameters, and the concept of accident 
detection is since the motion parameters will change 

dramatically when an accident occurs. The CAD-CVIS 
dataset used in the study was divided into three parts. A 
training set (80%) used to train the parameter weights of 
the network, a validation set (5%) used to fir and test 
hyperparameters such as learning rate and dropout rate and 
a test set (15%) used to evaluate the performance of various 
algorithms for detecting car accidents. Here, each part of 
the dataset contains all types of accident. 

A deep neural network algorithm, YOLO-CA, was used 
to detect accidents and their location. The performance of 
the model was enhanced by including Multi-Scale Feature 
Fusion (MSFF) and a dynamically weighted loss function 
to help detect small objects better.  Finally, the 
performance of the proposed model was evaluated and 
compared with other object detection models, which 
showed significant improvements in terms of response time 
by rescue agencies and rescue efficiency. 

A prototype that uses a machine learning approach to 
reduce road accidents caused by reasons such as 
drowsiness, fatigue, and inattention is developed in [22]. 
The CNN algorithms help avoid accidents, notify drivers 
when they detect drowsiness, and are very efficient at 
classifying datasets. This approach combines machine 
learning techniques with other concepts such as avoidance 
of drinking, direction control, speed control, and distance 
maintenance. The new system is superior to many existing 
systems as it uses more sophisticated and robust sensors 
than the others. Additionally, the proposed system uses IoT 
components cheaper than available mechanisms such as 
Wireless Sensor Networks (WSN), Cloud computing, and 
Industry 4.0, etc., so it offers a high-tech solution to avoid 
accidents at low cost. In conclusion, it can be stated that the 
proposed system offers a great opportunity to avoid 
accidents at an affordable price. 

Table I presents an overview of the reviewed papers. A 
comprehensive overview of the reviewed papers, 
highlighting the dataset used, technique employed, 
observations made, and performance, is given in the table. 
The dataset used column provides insight into the specific 
data sources utilised in the studies. This information is 
essential for understanding the scope and applicability of 
the research findings. The methodology column outlines 
the methodologies, algorithms, or experimental approaches 
employed by the authors. This section sheds light on the 
scientific tools and methods utilised in each study, allowing 
readers to assess the validity of the research. The 
observation column summarises the key findings or 
outcomes of each paper. The performance column 
summarises the accuracy of the models. 

TABLE I. SUMMARY 

Author & Year Dataset used Methodology Observations Performance 

(Pourroostaei 

Ardakani et al., 

2022) 

Online traffic 

accident dataset 

based on UK 

Decision trees, 
Random Forest, 

Multinomial logistic 

regression, and Naïve 
Bayes algorithm 

This paper presents a predictive model for road car accidents, 
focusing on significant data features like accident severity, 

casualties, and vehicles. Four classification methods are used, with 

acceptable accuracy levels. Among the four, random forest 
algorithm can predict car accidents with more accuracy. 

85% accuracy 

(Azhar et al., 2022) Twitter messages 
Deep learning 

techniques 

The paper presents a deep learning accident prediction model that 

uses tweet messages and additional features like sentiment 
94% accuracy 
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analysis, emotions, weather, and geo-coded locations. 

(L et al., 2022) 

The web scraping 

method was used 

to construct the 

image dataset 

from scratch. 

Feed forward Neural 

networks (MLP) 

Visual and temporal feature extractors are used to distinguish 

between traffic collisions. The training process for fine-tuning the 

weights used the picture dataset. Because there aren't many 

instances given, the solution only applies to car accidents—

motorcycles, bicycles, and pedestrians aren't included. 

92% accuracy 

(Parthiban et al., 
2021) 

CADP dataset, 

which includes 

recordings with 
accidents, and the 

DETRAC 

dataset, originally 
designed for 

vehicle object 

location. 

Hierarchical Recurrent 
Neural Network 

Compared to traditional RNNs, the H-RNN is more appropriate for 

video extraction. H-RNN based picture classifiers have provided 
precisions of over 95% for comparatively smaller datasets and 

require less preparation. 

92.38% accuracy 

(Chitale et al., 2020) 

 

The TrafficNet 

dataset from 
DeepQuest AI 

CNN, InceptionV3, 

Densenet and Resnet-
50 

A software-oriented approach employing CNN to detect road 
accidents. This produces the likelihood that an accident may occur 

or not. In contrast to DenseNet and ResNet-50, Inception v3 

identified the accident continuously. The best prediction time was 
also achieved by the Intermediate Representation of Inception v3, 

indicating that this model is a good option for real-time, end-to-end 

edge deployment. 

93.75% accuracy 

(Chand et al., 2020) 

 

The Microsoft 

Common Objects 

in Context dataset 
and dash-cam 

footage of 

accidents from 
YouTube 

Mask R-CNN 

The proposed model compared Accident Detection Rate (ADR) 

and False Alarm Rate (FAR). The suggested approach has an 

accurate accident detection rate of 79.05% for cars and a false 
alarm rate of 34.44% for cars. 

79.05% accuracy 

(Lee & Shin, 2019) 

 
CCTV footage Faster RCNN 

Proposed Object detection and tracking system (ODTS) by fusing 

an object tracking method with a deep learning-based object 
detection procedure. The model achieved average precision values 

of 0.8479, 0.7161, and 0.9085 for cars, people, and fires, enabling 

the system to detect all accidents in less than 10 seconds. 

84.79% precision 

for detecting cars 

(Ghahremannezhad 
et al., 2022) 

Customized 
dataset 

YOLOv4 method with 

a pre-trained CNN 

model CSPDarknet53. 

The Euclidean distances between all object pairs are calculated to 
identify the objects. The angle of collision trajectory conflicts    

involves near-accident and accident occurrences. With a false 

alarm rate of 6.89% and a detection rate of 93.10%, the proposed 
structure performed well. 

93.10% detection 
rate 

(Thaduri et al., 
2021) 

Traffic accident 
dataset 

CNN, 
backpropagation 

Polling method removes unnecessary data. The proposed CNN is 

compared with the backpropagation prediction method. Compared 
to the conventional BP algorithm, the suggested algorithm has a 

substantially smaller loss and a higher prediction accuracy. 

98% accuracy 

(Singh & Mohan, 
2019) 

CCTV 

Surveillance 

footage 

Autoencoder, one 
class SVM 

The proposed framework uses denoising autoencoders trained on 

traffic videos to automatically learn feature representation from 
spatiotemporal volumes of raw pixel intensity, replacing traditional 

hand-crafted features. 

77.5% detection 
rate 

(Rajesh et al., 2020) 
Customized 
dataset 

CNN 

Dropout is used to prevent overfitting. The model was created 
using sequential API GSM module for alert. The proposed system 

uses a GSM module to detect road accidents, sending alert 

messages to nearby control rooms. It is reliable, economical, and 
highly accurate. 

85% accuracy 

(Choi et al., 2021) 

Images from 

dashboard 

cameras 

GRU, CNN 

Utilizing video data, a CNN-and-GRU-based classifier, a GRU-

based classifier utilizing audio characteristics from audio data, and 
a CNN-based classifier using spectrogram images from audio data 

make up the suggested model. 

98.60% accuracy 

for Case Study 1 
and 89.86% for 

Case Study 2 

(Robles-Serrano et 
al., 2021) 

Customized 
dataset 

ConvLSTM 

The suggested approach assumes that visual characteristics that 

appear over time describe traffic accident incidents. Thus, the 
model architecture consists of an extraction phase for visual 

features and a transient pattern identification phase. 

98% accuracy 

(Lu et al., 2020) 
Traffic image 

datasets 

ConvLSTM, ResNet, 

Vgg 

The framework proposes a residual neural network and attention 
modules for extracting crash-related appearance features from 

urban traffic videos, which are then combined with Conv-LSTM 

for simultaneous capture. 

87.78% accuracy 

(T.S. et al., 2021) 

 

CCTV image 

dataset 
CNN, LSTM 

The proposed model combines CNN and LSTM layers for 
continuous video classification, incorporating ResNet-50 and 

LSTM layers for spatial and temporal characteristics, with 

adjustments made for training images. 

99.9% accuracy 

(Ghosh et al., 2019) 
 

CCTV video 
dataset 

CNN, RNN 

The proposed model combines CNN and LSTM layers for 

continuous video classification, inspired by Inception v3, with 

temporal and spatial features added to the existing Convolution 

92.38% accuracy 
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Network, divided into convolution and recurrent parts. 

(Tian et al., 2019) 

The novel image 

dataset CAD-

CVIS. 

YOLO-CA 

The paper presents an automatic car accident detection method 

using Cooperative Vehicle Infrastructure Systems (CVIS) and 

machine vision, utilizing a novel image dataset and a deep neural 

network model YOLO-CA, which enhances performance in 

detecting small objects. 

90.02% average 

precision 

(Razeeth et al., 

2021) 
 

Customized 

image datasets 
CNN 

The study uses machine learning to detect drowsiness, improve 
drunk and speed control, and prevent collisions using IoT. It uses 

convolutional neural network with Keras and MQ13, MAX30105, 

and L298N sensors. 

Drowsiness is 

detected 

successfully, and 
collisions are 

prevented 
 

IV. CONCLUSION 

The analysis of related work highlights several studies 
and their methodologies. For instance, researchers have 
developed models using artificial neural networks, 
convolutional neural networks (CNN), and object detection 
algorithms to improve road accident detection. These 
models utilize image data, pre-processing techniques, and 
accident detection and notification modules to achieve high 
accuracy and efficiency. Techniques like social network 
data analysis, sensor data, and trajectory conflict analysis 
have also been employed to enhance detection capabilities. 
Researchers employed a variety of techniques like MLP, 
CNN, and CNN models, including DenseNet, Inception V3, 
LSTM, YOLO, RNN, and others. Although the MLP model 
showed high accuracy, the Inception v3 model provided the 
best prediction time, proving its suitability for real-time, 
end-to-end edge deployment. 

The proposed systems demonstrate promising results, 
including high accuracy rates, low false alarm rates, and 
efficient real-time detection. However, challenges such as 
low visibility at night, occlusions, variations in traffic 
patterns, and the lack of annotated datasets still need to be 
addressed in future research. In most of the papers, the 
delays in giving timely medical attention to the injured are 
quoted as the major reason for the increase in traffic 
fatalities. The models used both video and audio data from 
the dashboard camera for detection. The major problem 
with these types of datasets is their size. To develop 
effective deep learning models, we must train our models 
on a large dataset. 

In conclusion, this review reveals significant 
advancements in road accident detection using machine 
learning and deep learning approaches. The studies 
highlight the importance of accurate and efficient detection 
systems that can improve emergency response and reduce 
the impact of accidents. 

V. FUTURE WORK 

To overcome the problems related to data scarcity, we 
are planning to use different strategies, like different pre-
trained convolutional neural networks or Spinal net, for 
feature extraction. Also, further research is needed to 
overcome the identified challenges in the existing literature 
and enhance the reliability and performance of such 
systems. 
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Abstract—Disaster management is a line of work that deals 

with the lives of people, such work requires utmost precision, 

accuracy, and tough decision-making under critical situations. 

Our research aims to utilize Internet of Things (IoT)-based 

autonomous drones to provide detailed situational awareness and 

assessment of these dangerous areas to rescue personnel, 

firefighters, and police officers. The research involves the 

integration of four systems with our drone, each capable of 

tackling situations the drone can be in. As the recognition of 

civilians and protecting them is a key aspect of disaster 

management, our first system (i.e., Enhanced Human 

Identification System) to detect trapped victims and provide 

rescue personnel the identity of the human located. Moreover, it 

also leverages an Enhanced Deep Super-Resolution Network 

(EDSR) x4-based Upscaling technology to improve the image of 

human located. The second system is the Fire Extinguishing 

System which is equipped with an inbuilt fire extinguisher and a 

webcam to detect and put off fire at disaster sites to ensure the 

safety of both trapped civilians and rescue personnels. The third 

system (i.e., Active Obstacle Avoidance system) ensures the safety 

of the drone as well as any civilians the drone encounters by 

detecting any obstacle surrounding its pre-defined path and 

preventing the drone from any collision with an obstacle. The 

final system (i.e., Air Quality and Temperature Monitoring 

system) provides situational awareness to the rescue personnel. 

To accurately analyze the area and its safety levels, inform the 

rescue force on whether to take precautions such as wearing a 

fire proximity suit in case of high temperature or trying a 

different approach to manage the disaster. With these integrated 

systems, Autonomous surveillance drones with such capabilities 

will improve the equation of autonomous Search and Rescue 

(SAR) operations to a great extent as every aspect of our 

approach considers both the rescuer and victims in a region of 

disaster. 

Keywords—Search and rescue; firefighting; internet of things; 

disaster management 

I. INTRODUCTION  

India has a history of being particularly susceptible to 
natural disasters due to its geo-climatic conditions. Landslides, 
cyclones, earthquakes, floods, and droughts have been 
frequent occurrences. Every single year from 1990 to 2000 
[1], there were approximately 4344 calamities and over 30 
million people were greatly affected by disasters followed by 
a significant increase in frequency and extremity of natural 
disasters between 2000 and 2020. The government has 
initiated steps to improve its rescue support and approach to 
responding to disasters, but there is lots of room for 
improvement to protect the vulnerable and significantly 
reduce the impact of natural disasters in this densely populated 

country. Over the past few decades, Unmanned Aerial 
Vehicles (UAV) have increased in popularity rapidly. Drones 
are UAVs that are controlled using remotes or can fly 
autonomously [2]. They can be made to perform Search and 
Rescue (SAR) operations, provide early disaster warnings to 
humans, analyze the damage, deliver important supplies to 
isolated or inaccessible locations, and aid in communication 
with blacked-out areas. This paper deals with providing a 
sophisticated drone for autonomous search and rescue 
operations during disasters with the motive to rescue the lives 
of both the victims and the rescue personnel with the added 
capabilities of firefighting. This is achieved by the integration 
of multiple precision IoT sensors and cameras for completely 
utilizing the drone's position in a zone of disaster that is unsafe 
for any human. Apart from transmitting real-time sensor data 
to the ground rescue team, it is also integrated with a 
sophisticated Enhanced Human Identification System to keep 
track of all humans encountered during the drone’s SAR 
operation. The paper also explains how inbuilt fire 
extinguishers installed in drones can be utilized to extinguish 
dangerous fires located at disaster sites, thereby providing a 
safe entry/exit path for rescue personnel, and hence improving 
the rescue effectiveness and efficiency. 

In the past several researchers have worked on the various 
potential applications of drones in disaster management, such 
as Search and Rescue (SAR), damage assessment and 
communication.  As discussed in study [3] the benefits to 
explore a range of applications of drones in disaster 
management and how they can change the entire aspect to 
solve key challenges involved. Similarly, in [4] presents the 
design and creation of a low-cost, autonomous drone that is 
capable of communication, surveillance, and transportation of 
medical supplies utilizing an integrated GPS and real-time 
video streaming. In [5], the author conducts a brief survey of 
video surveillance using drones and highlights the challenges 
that come along with the technology, such as battery life, data 
transmission, image processing, and privacy concerns. The 
high-rise buildings have less accessibility, but when sensors 
are set up and in case any fire is detected, it is meant to send a 
message to the control room and give the GPS location to the 
cloud-enabled drone can be piloted to the affected spots and 
give situational awareness to firefighters, was the idea given 
by the author of [6]. Similarly, drones can be used for 
assisting in rescues during times of disasters [7]. The authors 
of [8] present the idea of integrating fire-fighting drones that 
will act as first respondents and will ensure enhanced response 
time and send necessary details to the control center. [9] 
presents a similar approach for the early detection of forest 
fires using two sets of drones, i.e., Fixed wing Unmanned 
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Aerial Vehicles (UAV) and Rotary-wing UAV with the 
assistance of artificial intelligence. In study [10] the author 
gives a brief insight into the concept of using drone as a 
technology-driven solution that highlights the potential to 
revolutionize this domain by providing improvised access to 
healthcare services during times of disaster. In research [11], 
the authors provide a conceptual framework of drone swarms 
for fire suppression activities. The framework consists of 
various stages, such as fire detection, decision-making, and 
intervention.  The results of study [12] indicate the approach 
of utilizing UAVs as aerial base stations to help in providing 
reliable communication coverage and connectivity in disaster 
scenarios. Low-cost-drone-borne synthetic-aperture radar 
imaging system that can generate high-quality images in 
various scenarios, including complex terrain and urban 
environments. The proposed system has the potential range of 
applications, disaster management, agriculture, and urban 
planning are a few examples [13]. The study in [14] presents a 
similar hybrid drone-based radar system for vital sign imaging 
in disaster management scenarios. Lastly, the development of 
an Enhanced Deep Super-Resolution Network (EDSR) [15] 
that can upscale images to make their resolution better can be 
used to identify humans with utmost precision after locating 
them. 

Overall, the previous and related works show that drones 
have significant potential for firefighting and disaster-
management applications. However, many challenges must be 
addressed to fully realize the potential of drones in disaster 
management. Most of the papers have been seen to implement 
a single task with the help of multiple drones which is not 
cost-effective and brings in the complication of maintaining 
them and having to always keep track of their coordination. 
Similarly, another challenge that was noticed in a few papers 
was that the overall features for disaster management were not 
implemented. Keeping these ideas and the demerits of the 
previous works in mind, this paper implements the integration 
of a single drone with the concepts of deep learning and the 
Internet of Things, the drone is infused with multiple systems 
such as the Air quality and temperature monitoring system, 
Active Obstacle Avoidance system and most importantly the 
Fire Extinguishing system. This brings novelty into the 
research in the implementation approach that has not been 
explored yet until now.  

The rest of this paper is organized as follows. Section II 
explains the methodology of the proposed work where we 
introduce a system that has four systems integrated with our 
drone which consist of an Enhanced Human Identification 
system, Fire Extinguishing system, Active Obstacle 
Avoidance system and Air Quality and Temperature 
Monitoring system. In Section III, we will delve into 
Hardware setup, Section IV provides the results. The paper 
ends with Section V and Section VI respectively where we 
have written concluding remarks on the potential capabilities 
of the research and future scope. 

II. METHODOLOGY 

This research work depends on the strong autonomous 
capabilities of the drone. Being autonomous is the foundation 
and is achieved by the integration of a companion computer 

Raspberry Pi 3B which is connected to the flight controller, 
the Pixhawk 2.4.8 as shown in Fig. 1. The connection is made 
via the telemetry port on the Pixhawk. All the data is 
communicated using appropriate MAVLINK protocols. With 
this setup, we have achieved Raspberry Pi-controlled drone 
movements.  

 

Fig. 1. Connections from raspberry Pi to Pixhawk 2.4.8. 

Now the drone is capable of autonomous takeoff, landing, 
and maneuvering based on both a predefined path, as well as 
the surrounding conditions perceived by the sensors and 
cameras used. These main functionalities have been explained 
in detail in the following system: 

1) Enhanced human identification system 

2) Fire extinguishing system 

3) Active obstacle avoidance system 

4) Air quality and temperature monitoring system 

A. Enhanced Human Identification System 

The drone is equipped with an inbuilt webcam to provide 
rescue personnel with live footage to keep them regularly 
updated on the surrounding environment of the affected 
disaster site. However, the main purpose of this system is to 
provide a human detection system to identify trapped victims 
in disaster sites. This enables us to keep track of all the 
humans encountered in the drone’s path during its flight. 
Unfortunately, the drone is expected to be recording subpar 
images in harsh situations where surroundings are filled with 
smoke, dust, fire, and relative movement of the drone and 
human. Hence, we are leveraging a EDSR based image 
resolution enhancement architecture to be able to identify the 
human with increased ease after the face detection system 
stores the faces in the database. Therefore, we are able to 
achieve a resulting output image with a four times Scaling 
Factor.  

1) Advanced face detection: We have implemented the 

human identification by deploying a face detection feature that 

uses OpenCV and Deep-Learning technique called Single 

Shot Detector (SSD), where once a face is identified, the 

image of that face is clicked and saved in a database which is 

accessible only to rescue personnels. Once the image is stored, 

an alert message is sent to the rescue personnel with a prompt, 

informing them that a victim has been identified. This feature 

uses the “Twilio” API to send messages which uses a secure 

authentication token and a specific SSID which makes this a 

highly secure communication line as seen in Fig. 2. Using this 
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information, rescue personnel can keep track of the victim's 

location and carry out their rescue operation more efficiently. 

 
Fig. 2. Workflow of advanced face detection. 

In the Algorithm 1, we have explained the Single Shot 
Detector which is used to identify the human face from an 
input frame. 

Algorithm 1: Single Shot Detector  

a) Load the pre-trained model and define the input size. 

b) For each image in the input: 

 Preprocess the image. 

 Feed the image through the network. 

 Obtain the predicted class scores and bounding box 
coordinates. 

 Apply non-maximum suppression to remove 
overlapping boxes. 

 Draw the remaining boxes on the image and output the 
result. 

2) EDSR x4 image enhancement: The Enhanced Deep 

Super Resolution (EDSR) x4 architecture is based on a 

sophisticated CNN specifically designed to upscale low-

resolution images to specifically bring out the hidden details. 

It is inspired by the ResNet architecture that is characterized 

by a deeply stacked layers which leverages residual 

connections. The architecture initially employed a scaling 

factor of 2, subsequently 3 and then finally 4 in order to 

reaching a x4 scaling factor. This accelerates both the training 

and the overall performance of the model. The images form 

the database are retrieved to process through EDSR and the 

Layers and Components for EDSR x4 as seen in Fig. 3 is 

explained as follows: 

a) Input Layer: 

 Accepts the low-resolution image as input. 

 

Fig. 3. Workflow of EDSR x4 image enhancement. 

b) Feature Extraction Layers: 

 Utilizes convolutional layers without batch 
normalization and ReLU activation to extract relevant 
features from the input image. 

 ResNet-style architecture is employed for feature 
extraction. 

c) Residual Blocks: 

 These are the core building blocks of EDSR x4, 
following the ResNet style. 

 Each residual block consists of: 

o Convolutional layers without batch normalization 

and ReLU activation. 

o Skip connections that bypass one or more 

convolutional layers and are added to the output. 

o Constant scaling layers placed after the last 

convolutional layers in each residual block with a 

factor of 0.1. 

 The absence of batch normalization allows for greater 
range flexibility in the features' networks. 

d) Skip Connections: 

 These connections enable the network to learn residual 
details, facilitating the learning of high-frequency 
details. 

e) Upsampling Layers: 

 Utilizes techniques like nearest-neighbor interpolation 
or transposed convolution to upscale the feature maps. 

 These layers increase the spatial resolution while 
preserving the learned features. 

f) Output Layer: 

 Produces the high-resolution image as the final output. 

 By processing the human face images from the 
database using this technique, we can overcome the 
drawback of blurred images taken by the drone and 
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hence identify the human with ease due to its higher 
resolution resulting image. 

B. Fire Extinguishing System  

This system mainly deals with the detection and 
extinguishing of fire at disaster sites to ensure safety of both 
trapped civilians and rescue personnel. These outcomes are 
achieved by utilizing Raspberry Pi for on-board computations 
required to detect fire through an inbuilt Raspberry Pi camera 
along with servo motor to activate the fire extinguisher at the 
bottom of the drone. First, the armed drone monitors a 
particular area in its pre-defined path to check for any fires. 
Once the fire is detected, the drone lowers its altitude to get an 
effective range to carry out extinguishing process by using the 
inbuilt fire extinguisher after which it returns to optimum 
altitude to resume its surveillance process. The entire 
workflow of the fire extinguishing system is shown in Fig. 4. 

 

Fig. 4. Workflow of fire extinguishing system. 

This classifier contains patterns of fire in images that have 
been previously trained, and it is used to identify potential fire 
regions in the video frames. Initialize Camera:  

The cv2.VideoCapture() function is used to initialize the 
camera and establish a connection to capture live video feed. 
The camera is set to capture frames continuously in a 
loop.Process Video Frames: The code captures video frames 
from the camera in a loop using vid.read() function. For each 
frame, it performs the following operations: 

1) Convert to grayscale: The frame is converted to 

grayscale using cv2.cvtColor() function. This step reduces the 

computational complexity and simplifies the fire detection 

process as the color information is not needed for fire 

detection. 

2) Detect fire regions: The grayscale frame is passed to 

the loaded cascade classifier using 

fire_cascade.detectMultiScale() function. This function detects 

potential fire regions in the frame based on the patterns 

learned by the classifier. 

3) Draw rectangles: For each detected fire region, a 

rectangle is drawn around it uses cv2.rectangle() function. 

This visually highlights the detected fire regions in the frame. 

4) Display processed frame: The frame with highlighted 

fire regions is displayed using cv2.imshow() function. This 

allows visual inspection of the processed frame with detected 

fire regions. 

5) Exit the loop: The code continues capturing video 

frames, applying fire detection, playing the alarm sound, and 

displaying processed frames until the 'q' key is pressed. Once 

the 'q' key is pressed, the loop is exited, and the code 

terminates. 

 
Overall, the code continuously captures video frames, 

detects fire regions in the frames, plays an alarm sound, and 
displays processed frames with highlighted fire regions, 
providing a guide to the fire extinguishing system using a 
cascade classifier and a camera. 

C. Active Obstacle Avoidance System 

The active obstacle avoidance system is the main 
backbone of the autonomous flying aspect of the drone; it is to 
ensure the safety of the drone as well as any civilians the 
drone encounters. The system works primarily with the help of 
the four HC-SR04 sensors on each side of the drone as seen in 
Fig. 5, which are connected to the Arduino-Uno which is in 
turn connected to the Pixhawk flight controller. The drone’s 
front and back movement is controlled by the Pitch. If the 
Pitch increases the drone moves backwards and if it decreases 
the drone moves forward. Similarly, the roll of a drone refers 
to the rotation of the drone around its longitudinal axis. When 
a drone rolls, it tilts to the left or right while keeping its 
heading unchanged. Roll controls the drone's left and right 
movements. If the roll increases the drone moves towards the 
right and if it decreases the drone moves towards the left. 

 

Fig. 5. Representation of the front, back, right, and left sensors on the drone. 

The Pixhawk flight controller controls the movement of 
the drone and receives commands from the remote control 
through its radio receiver. The Arduino-Uno is linked to the 
Pixhawk's RX and TX ports to integrate the active obstacle 
avoidance system with the flight controller.  This is done to 
enable communication between the two devices. The Arduino-
Uno sends obstacle detection information to the Pixhawk 
flight controller via the TX pin, which the Pixhawk interprets 
to adjust the drone's flight path to avoid the detected obstacles. 
The reason why digital pins 10 and 11 are used for this 
connection is that they are designated as hardware serial 
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communication pins on the Arduino-UNO board. By using 
hardware serial communication, the communication between 
the Arduino-Uno and the Pixhawk flight controller is fast, 
reliable, and minimizes the risk of communication errors 

The first step in the methodology is to acquire the data 
from the ultrasonic sensors. The ultrasonic sensors are used to 
detect obstacles in the immediate vicinity of the drone and 
calculate the distance of the obstacle from the drone. The data 
acquired from the sensors is processed using algorithms that 
calculate the distance of the obstacles from the drone. Once 
the distance from the ultrasonic sensors has been acquired the 
sensors change the Pitch or roll value of the drone depending 
on which sensor has detected an obstacle.  

The equation for the change in Pitch when an obstacle is 
detected by the FRONT SENSOR within its range is given by 
Eq. (1): 

                          

                    (1) 

where PITCH_BACK = the Pitch value to make sure the 
drone moves back, 

     1500 = Mid Term, 

     30 = initial increment when object detected at 99cm, 

     100 = Range of the sensors(cm),  

     FRONT_SENSOR = Front sensor distance (cm). 

The relation between the Pitch and the distance is given by 
the following graph in Fig. 6. 

 

Fig. 6. Graph depicting the relation between pitch and the front distance. 

Fig. 7 shows the working of the active obstacle avoidance 
system wherein we can see, once the ultrasonic sensors start 
operating, they start detecting any obstacle within the radius of 
100 centimeters around it. Then through the digital pin 
number, they get to know which sensor has detected an 
obstacle and depending on that the roll or the Pitch must be 
changed, and then it either increases or decreases Pitch if the 

object is detected in the front or back respectively. The roll is 
changed by either decreasing or increasing it when the 
obstacle is detected on the right or left side respectively. 

 

Fig. 7. Workflow of active obstacle-avoidance system. 

D. Air Quality and Temperature Monitoring System 

This system takes advantage of the drone's position in a 
region of disaster prior to the arrival of the rescue team. 
Alerting the rescue teams is done based on current 
environment conditions which are determined by several 
factors like temperature, humidity and air quality. To monitor 
these factors regularly our drone is equipped with a 
Temperature and smoke sensor which is seamlessly integrated 
into smartphones through an application called Blynk.App 
which obtains the data through the NodeMCU  ESP8266 
module and stores the data in Blynk.Cloud. Blynk.App is a 
mobile application to prototype, deploy and manage connected 
electronic devices at any scale. Real-time data are obtained by 
these connected devices and are stored in the Blynk.Cloud. 
Using an API, the devices easily connect to the platform and 
take advantage of all its advance features. The live values of 
the surrounding environment are being read by this system 
and can be viewed through the application for monitoring 
purposes.  

1) Air quality monitoring: The sensor used to perceive 

data is the MQ2 sensor, which is sensitive to H2, LPG, CH4, 

CO, alcohol, smoke, propane, and air. Fig. 8 explains the step-

by-step working of this monitoring system.  The toxicity of 

the air and the presence of smoke is what we are interested in 

this Air Quality System. Once the sensor starts, the toxicity of 

the air is calculated by the concentrations of methane, ethane, 

butane, propane, and hydrogen present in the surrounding 

environment. The final toxicity value has to be perceived in 

terms of parts per million (ppm) for the convenience of easily 
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making decisions. The ppm calculation is based on the 

resistance ratio (RS/R0). RS is calculated using Eq. (2). Using 

the RS value calculated in Eq. (1) we find the R0 value using 

Eq. (3). 

                                      –      (2) 

R0 = RS/Fresh air ratio value from the datasheet (3) 

Where RS = Change in resistance on detecting gas, 

   R0 = Stable sensor resistance in the fresh air, 

   VC = Voltage Current, 

   Vout = Output voltage, 

   RL = Load Resistance. 

Now that we have access to the live ppm values, we are 
able to conveniently perform analysis. In this research work, 
we have assumed three values of the threshold for monitoring 
purposes (i.e. 500 ppm, 700 ppm, and 800 ppm) for feasible 
testing. These values can be changed and set accurately for 
real-life scenarios. So, based on these three threshold values 
we generate appropriate response messages which will be 
uploaded to the Blynk.Cloud from where the message is sent 
to the user’s phone via the Blynk.App. This way the rescue 
team can utilize appropriate safety gears and precautions 
based on the severity of the situation determined by this 
system. 

 

Fig. 8. Workflow of air quality monitoring system. 

2) Temperature monitoring system: We are using the 

DHT11 sensor to monitor the temperature in the surrounding 

area. This sensor is connected to both the Raspberry Pi and the 

NodeMCU 8266 module. The workflow of this system is 

shown in detail in Fig. 9. Once the DHT11 Sensor starts, we 

obtain the temperature value in Celsius. Based on what 

temperatures the human body can bear or withstand, we have 

taken into consideration 35°C and 40°C as threshold values.  

Based on the temperature threshold, the response message 
will help the rescue team to take appropriate safety measures. 
These appropriate response messages will be uploaded to the 
Blynk.Cloud from where the message is sent to the user’s 
phone via the Blynk.App. These messages generated are sent 
to the rescue team and ground station to provide awareness 
about the situation in the disaster zone. Alerts are sent to the 
smartphone in several ways such as Blynk application as a 
popup alert, phone notification with the alert message and 
Sent as a mail to the recipient of choice with relevant 
information obtained from Blynk.Cloud. 

 

Fig. 9. Workflow of temperature monitoring system. 

In real life scenarios, there are possibilities where there 
exists a high temperature environment where the content of 
smoke in the area might be less or even negligible, likewise, 
even the possibility of high smoke presence without the 
presence of fire as shown in Fig. 10. 

 

Fig. 10. Sensor readings for cases of high smoke / temperature. 

Alerts are based on predefined safety values to ensure a 
safe and assessed environment as seen in Table I.  

TABLE I. SPECIALIZED ALERT MESSAGES BASED ON ENVIRONMENTAL 

CONDITIONS 

Parameter Condition Alert Message 

Temperature 
Temperature is greater 
than 30°C. 

“Temp Over 30°C.” 

Temperature 
If the temperature is 

greater than 45°C. 

“Take Precaution!! Temp 

Over 45°C.” 

Gas 
Toxicity/Smoke 

If greater than 500 
ppm. 

“Gas Conc Over 500 Ppm.” 

Gas 

Toxicity/Smoke 

If greater than 700 

ppm. 

“Take Precaution!! Conc 

Over 700 Ppm.” 

Gas 
Toxicity/Smoke 

If greater than 800 
ppm. 

“Condition Critical Gas 
Conc Over 800 Ppm.” 
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III. HARDWARE SETUP 

The various components required to establish the four 
systems have to be placed on the drone accordingly. The Fig. 
11 shows how the Enhanced Human Identification system 
where the camera that is attached to the Raspberry Pi is placed 
in front of the drone such that we get the exact look at the 
Drone’s view. The Active Obstacle Avoidance system 
consisting is placed on all four sides of the drone as seen in 
Fig. 11. 

 

Fig. 11. Setup of the enhanced human identification system and the active 

obstacle avoidance system. 

Fig. 12 shows the setup of the Fire Extinguishing system 
where the Fire extinguisher is placed under the drone and 
connected to a servo motor that presses on the spray when fire 
is detected. 

 

Fig. 12. Setup of the fire extinguishing system. 

 

Fig. 13. Setup of the air quality and temperature monitoring system. 

Lastly, Fig. 13 shows the setup of the MQ-2 sensor and 
DHT-11 sensors which are a part of the Air Quality and 
Temperature Monitoring system is attached over the drone’s 
length such that the sensor readings are not affected by the 
heat generated by the components. 

IV. RESULTS 

The IoT-based autonomous drone has the true potential to 
revolutionize aid and relief in the field of disaster 
management. The drone’s advanced capabilities to collect 
real-time data, analyze complex situations and facilitate well-
informed decision-making can make a huge impact in the 
effectiveness of emergency response efforts, leading to an 
efficient method with increased safety measures to minimize 
the impact of disasters. To explain the working of our 
proposed solution, we have divided the following explanations 
into each of the dedicated systems of our proposed model 
which includes Enhanced Human Identification System, Fire 
Extinguishing System, Active Obstacle Avoidance System 
and Air-Quality and Temperature Monitoring System. 

A. Enhanced Human Detection Identification System 

1) Advanced face detection: The face detection system is 

used to keep track of the civilians encountered by the drone 

during its surveillance operation. This system works in real-

time and continuously monitors the surroundings for humans. 

This happens as shown in Fig. 14. The Face Detection System 

uses Single Shot Detector Algorithm to detect trapped victims 

as seen in Fig. 14(a) and is stored into a dataset to keep track 

of the trapped victim as seen in Fig. 14(b). Once the victim is 

detected an alert message is sent to the rescue personnel to 

notify them of the trapped victim as seen in Fig. 14(c). 

 

Fig. 14. (a): Detection of facial features in real time (b) Detected faces stored 

at dedicated location (c) Push notification alerts when face is detected.  

2) EDSR x4 image enhancement: Once the image is stored 

in the database, by the Advanced Face Detection, it is 

enhanced to achieve a better resolution to identify the human 

easily.  In Fig. 15(a), we can see the original image, and Fig. 

15(b) shows the enhanced image using the EDSR Super-

Resolution. It is evident that the enhanced image is more 

detailed and the facial features are brought up. Additionally, it 

has enhanced the 100 pixel x100 pixel image into a 400 pixel 

x 400 pixel image. This enhancement is done after its stored in 

the database because this process is resource intensive and 

therefore not viable to be a part before its stored in the 

database in the Advanced Face Detection System.  
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B. Fire Extinguishing System 

This system utilizes a pre-trained cascade classifier-based 
fire detection system which can accurately detect the fire 
shown. Since we could not replicate large scale fires, we used 
images from online resources for testing purposes before 
deploying it on the drone. This image given as input can be 
seen in Fig. 16(a) and the camera’s perspective of it is given in 
Fig. 16(b). 

 

Fig. 15. (a): Original image from the database (b) EDSR x4 scaled image.   

 

Fig. 16. (a) Sample fire used for testing fire detection (b) Camera’s perspective 

of the fire. 

The drone in on the ground as shown in Fig. 17(a), and it 
begins to take off and surveil in the defined areas. Once the 
drone encounters the fire region, it begins to extinguish the 
fire as shown in Fig. 17(b). We have been able to come up 
with an approach that effectively detects fire in the presence of 
high temperatures and smoke and tries to extinguish it. In our 
testing and evaluation phase, it was found that the system 
detected the fire with huge accuracy and precision. 

 
Fig. 17. (a) Drone on ground with paper on fire in front (b) Drone 

extinguishing the fire. 

C. Active Obstacle Avoidance System 

Obstacle avoidance is an add-on feature to the autonomous 
maneuverings of the drone to ensure the drone does not collide 
with anything. The Arduino-Uno is used for this specific 
purpose, with it we have placed HC-SR04 ultrasonic sensors 
in all four directions of the drone to consider obstacles from 
any of the four sides. This system has multiple use cases, let 
us consider a civilian running away from disaster in a state of 
panic, and may not notice a drone in the field due to several 
reasons such as loud surroundings, too much smoke to look 
around, etc. Collision with the drone will cause injuries to the 
civilian which is against the objective of the drone’s mission. 
Hence by using ultrasonic sensors, we overcome this problem. 
Another such use case can be the possibility of a building wall 
breaking down towards the drone where it must move away to 
protect itself. Hence, this system is programmed to consider 
all the obstacles at any given time and prioritizes the obstacle 
closer to the drone over the obstacle further away from it. 
Hence, we shall now consider these cases and understand the 
working of the active obstacle avoidance system. Hence, from 
the below cases considered it is observed that various 
combinations of sensor input are being given, the reaction of 
the drone is consistent and prioritizes the closer obstacle 
ensuring the safety of the objects surrounding it. 

Case 1 - Obstacle in the Front and Back of the Drone.: 
There is an obstacle in the front and back of the drone. In this 
case, as we can see in Fig. 18(a), as the front distance 
increases the Pitch decreases and as the back distance 
increases the Pitch increases. 

Case 2 - Obstacle in the Front and Right of the Drone: As 
we can clearly see from the graph below in Fig. 18(b), when 
there is an object in the front the pitch changes and the roll 
remain unchanged, while when there is an object detected in 
the left the pitch remains unchanged while the roll changes. 
Finally, when there is an obstacle detected both in the front 
and back the object changes both its pitch and roll which 
makes it move diagonally and the graph in Fig. 18(b) depicts 
the relationship between them. 

 

Fig. 18. Graph depicting the relation between Pitch, roll, and front and right 

distance for Case 1 (18 (a)), Case 2 (18 (b)). 
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Let us consider a situation as shown in Fig. 19(a) wherein 
the drone detects an obstacle with its FRONT SENSOR within 
the set range, now the drone has to move backwards and that 
can be achieved by increasing the Pitch of the drone as per the 
Eq. (3) as seen in Fig. 19(b). 

D. Air Quality and Temperature Monitoring System 

This system consists of sensors integrated with the drone 
to monitor the temperature, humidity and toxicity levels of the 
surrounding area to alert rescue personnel of the need to 
prepare themselves with high safety measures with the 
required precaution that can save their lives. 

 

Fig. 19. (a): Obstacle introduced in front of the drone (b) Drone moving away 

from the introduced obstacle. 

 

Fig. 20. (a): Live monitoring of sensor values on smartphone (b) Illustration of 

blynk.app alerting the user in case of high temperature. 

The values read by the sensors are processed and shown in 
an easy minimalist way on the Blynk application for easy 
understanding by the user as seen in Fig. 20(a) which has 
gauges for temperature, humidity and gas. The depicted gas 
value is the combined toxicity of the composition of Butane, 
Methane, LPG, Smoke, Alcohol, Propane, and Hydrogen 
which is measured in ppm. If there is a spike in any of these 
levels, then the smartphone is alerted regarding the critical 
status based on the scenario in the following methods: Firstly, 
as seen in Fig. 20(b), the Blynk.App notifies the user with a 
popup alerting the user about the increased temperature 
conditions at the current location of the drone and similarly 
displays popups for unusually high gas toxicity. Secondly, As 
phone notification with the alert message. Fig. 21(a) shows the 
alerts for temperatures above 30 ℃. Similarly, notifications 
will be provided for higher temperatures as well. As seen in 
Fig. 21(b), the notification system ensures the user is alerted 
even when not using the Blynk application by providing a 
push notification feature which demonstrates the different 
notifications sent to the phone based on our tested gas toxic 
levels of 500ppm, 700ppm and 800ppm as per Table I and 
finally, Sent as a mail to the recipient of choice with relevant 
information. 

 

Fig. 21. (a): Blynk.app notification and mail sent to users for high-

temperature.(b): Blynk.app notification and mail sent to users for high-toxic 
levels. 

These alerts to the user are purely based on the readings 
from the sensors used. Hence, we are successfully able to 
accurately analyze the environmental situation using the 
onboard sensors and provide the rescue team with appropriate 
alert messages which will allow them to decide their approach 
to rescue. They can also opt to wear fire proximity suits in 
case of high temperatures, or chemical mask suits for 
protection against breathing toxic gases during the rescue. Due 
to a lack of testing with real toxic gases, we have set the 
temperature and gas threshold to ideal values to show output 
alerts. However, these values can be tuned as per real-life 
conditional levels easily. 

V. CONCLUSION 

In conclusion, the use of IoT-enabled drones for disaster 
management has enormous potential for enhancing the 
efficiency of emergency services during natural disasters and 
other emergencies. Rescue teams can quickly survey disaster-
affected areas, find survivors, evaluate damage, and give first 
responders, on the ground real-time, situational awareness by 
utilizing these four systems namely Enhanced Human 
Identification System, Fire Extinguishing System, Active 
Obstacle Avoidance System and Air-Quality and Temperature 
Monitoring System. These systems provide added capabilities 
to these unmanned aerial vehicles solving major problems 
faced by rescue personnel. Emergency rescue personnel can 
use this knowledge to make wise decisions in saving the 
victims. With added Deep Learning model, the drone is more 
efficient in detecting human and fire, so that we can identify 
the trapped victims in disaster sites and extinguish dangerous 
fires, thereby creating an effective rescue process which 
ensures safety of victims and the rescue personnel involved. 

VI. FUTURE WORK 

Our current implementation of the method was designed 
with careful consideration of our economic constraints. The 
proposed solution adopts a cost-effective approach, employing 
a Raspberry Pi 3B as a companion computer and a basic 
Pixhawk 2.4.8 flight controller. However, the reliability of our 
obstacle avoidance system, utilizing the SR04 sensor, falls 
short of industrial standards due to its low resolution in 
distance input. Furthermore, the software approach employed 
for face detection, utilizing the Single Shot Detector, though 
faster, lacks accuracy. To enhance the overall efficiency of our 
methodologies, acquiring industry-standard components for 
drones is imperative. The following outlines the future scope 
of the project:  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

447 | P a g e  

www.ijacsa.thesai.org 

1) Incorporating a Nvidia Jetson Nano as a companion 

computer will enable us to integrate more sophisticated and 

resource-intensive algorithms, thereby enhancing 

computational capabilities.  

2) The integration of thermal cameras is proposed as a 

more effective alternative to traditional cameras. Thermal 

cameras demonstrate improved capability in detecting humans 

through smoke, dust, and debris, making them invaluable in 

challenging environments.  

3) Exploring more effective and lightweight alternatives 

to traditional fire extinguishing techniques is a potential 

avenue for improvement. This could involve adopting 

innovative approaches to firefighting that align with the latest 

industry standards. 

By implementing these advancements, we anticipate a 
significant improvement in the overall efficiency and 
performance of our proposed methodologies for drone 
applications in various scenarios. 
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Abstract—Palm Vein Recognition (PVR) is a new biometric 

authentication technology that provides both security and 

convenience. This paper describes a contactless PVR system 

(CPVR) that uses an integrated learning approach (ILA) to 

recognise the palm veins from the given input images while 

ensuring user comfort and ease of use. Contactless palm vein 

scanning technology is used in the proposed system, eliminating 

the need for physical contact with the scanning device. The 

proposed method combines advanced feature extraction 

techniques with a light gradient boosting machine (LightGBM) 

and transfer learning. A pre-trained model, EfficientNetB1, is 

used to train the model to extract significant factors from the 

input PVR images. The proposed method improves user comfort 

and reduces the risk of cross-contamination in environments 

where hygiene is critical, such as hospitals, banking, and other 

secured places. The cutting-edge contactless palm vein scanner 

captures the unique vein patterns beneath the user's palm 

without requiring direct physical contact. The proposed ILA 

illuminates and captures vein patterns using near-infrared (NIR) 

light, ensuring high accuracy and robustness. The system 

employs advanced pre-processing techniques and enhanced 

image segmentation techniques to continuously improve 

recognition accuracy. It adjusts to changes in the user's vein 

patterns over time, considering factors like ageing and injuries. 

The ILA improves the system's ability to adjust palm positioning 

and lighting changes. The ILA is also a Contactless Palm Vein 

Recognition System with numerous applications, such as access 

control, secure authentication for financial transactions, 

healthcare record access, and more. The system is built to be 

scalable, allowing organisations to use it in various settings, 

ranging from small-scale installations to large enterprise-level 

deployments. Finally, the proposed approach ILA used to 

recognise accurate users increased the detection rate. 

Keywords—Palm Vein Recognition (PVR); Light Gradient 

Boosting Machine (LightGBM); Transfer Learning; Integrated 

Learning Approach (ILA) 

I. INTRODUCTION 

A Contactless Palm Vein Recognition System (CPVR) is a 
form of biometric identification that identifies people based on 
the unique vein patterns in their palms. It is an intensely 
reliable and accurate authentication method that can be used 
for various applications such as access control, identity 
verification, and secure interactions. The system typically uses 
near-infrared (NIR) light to illuminate the palm's veins. 
Hemoglobin in the blood absorbs this light, creating a distinct 

pattern of dark lines (veins) against a brighter background. 
The reflected light is captured by a camera or sensor, which 
makes an image of the palm's vein pattern. Advanced 
algorithms are used to extract and encode the unique vein 
pattern as a biometric template from this image. Because it 
requires a living hand with blood flow to function, Palm Vein 
Recognition (PVR) is known for its accuracy and resistance to 
spoofing. There are several limitations over the 2D-PVR such 
as less authentication, mismatched results Etc. In CPVR the 
advanced technique that helps in providing the high security is 
full-view 3D finger vein verification technique [1]. This 
technique leverages the unique patterns of blood vessels 
within an individual's finger to verify their identity [2]. In 
biometrics and computer vision, learning significant and 
selective indicators for palm print feature extraction and 
identification is essential [3]. Palm print recognition is a 
biometric authentication technique that uses an individual's 
palm's unique patterns of lines, ridges, and wrinkles [4]. 

Collecting and organizing data from various sources, 
ensuring accuracy and diversity, and implementing a secure 
storage and access system are all part of creating an innovative 
multidimensional vein database with fingerprints from the 
palm dorsal and wrist [5]. CNNs are commonly used in 
computer vision tasks because they can learn hierarchical 
features from images automatically. Concatenation refers to 
the process of combining or stacking features learned at 
different layers of the network for further processing [6]. A 
semantic feature selector is a component that aids in the 
identification and selection of the most pertinent features from 
a concatenated set of features. This step is critical for reducing 
the dimensionality of the data and retaining only the most 
discriminative features for vein recognition [7]. The 
concatenated feature vector is subjected to a semantic feature 
selector or another machine learning algorithm. This selector 
aids in the identification of the most informative features 
while excluding less relevant ones [8]. It could employ 
techniques like feature importance scores or attention 
mechanisms. Based on the vein pattern, the system uses 
classification or similarity scores to authenticate or verify the 
individual's identity. 

The auto-encoder is trained to reduce the reconstruction 
error between the input vein images and the decoder output. 
This procedure fine-tunes the encoder to extract relevant vein 
patterns while filtering out noise and irrelevant data [9]. To 
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learn a compact and meaningful representation of the vein 
images, a DenseNet-based auto-encoder is used. Because of 
their dense connections and feature reuse, DenseNet 
architectures have produced excellent results in image-
processing tasks. The auto-encoder's encoder compresses the 
input images into a lower-dimensional latent space while 
preserving essential features. When an individual's identity is 
verified, their vein image is passed through the trained 
encoder, producing a feature vector. Then, between this 
feature vector and the feature vectors stored in the database, a 
similarity measure, such as cosine similarity or Euclidean 
distance, is computed [10]. The individual is verified as a 
legitimate user if the similarity score exceeds a predefined 
threshold. 

II. LITERATURE SURVEY 

Cho et al. [11] introduced a novel approach that identifies 
the palm vein and the palm-print obtained from the given 
input image in NIR spectral bands. The proposed novel 
approach focused on extracting the features of palm-vein and 
palm-print that enhances the model using the LBP approach. 
The scores gained by identifying the proposed and noticed 
techniques have shown. Finally, the scores show that the 
proposed approach received better results based on the 
checking performance. Xi et al. [12] introduced the parallel 
NN approach integrated with the texture features applied to 
facial expressions—the proposed approach developed by 
using the CNN, RBN, and capsule network. The components 
were extracted using GLCM and combined with features 
belonging to actual images. The accuracy reaches 98.16%, 
which is more improved up to 3.71% compared with existing 
models. Finally, the proposed approach provides a better 
solution for image classification.Putro et al. [13] introduced 
the CNN-based face detector with a tiny architecture. The 
proposed approach contains two types of features, unique and 
multimodal facial features that help predict the multiple 
variations. The training mainly improves the outcomes by 
managing the loss and twitch on training configuration. The 
proposed approach solves the wider face detection issues by 
integrating the training features with the proposed method. 
Finally, the proposed system executes the 53 frames per 
second by processing high-resolution videos. Vu et al. [14] 
proposed the fast palm ROI extraction technique to tackle the 
complex issues. The proposed approach follows the 
contactless platform by using the free hand posture that finds 
the problems and increases the accuracy for ROI. Finally, the 
proposed method obtained high accuracy based on the 
extraction of palm ROI. Wu et al. [15] proposed a 
sophisticated denoisingResNet model, which combines the 
wavelet denoising (WD) and squeeze-and-excitation 
ResNet18 (SER) approaches. Skin noise and optical 
discoloration were removed from palm vein images using the 
WD method. The WD approach uses residual learning 
technology to improve the tiny-frequency feature into the DL 
feature. Finally, the suggested approach had been verified via 
a series of investigations. Sun et al. [16] introduced the plan 
view detection algorithm based on NPE and KELM. The 
proposed approach is integrated with preprocessing, feature 
extraction, and dimensionality reduction based on 
classification and recognition. Finally, the results show better 

performance compared with existing systems. Li et al. [17] 
introduced a novel prevention system called VeinGuard. The 
novel approach combines DL algorithms, designed using the 
local-GAN, which prevent adversarial palm-vein image 
attacks. This approach contains the input images from 
different attacks that show the malicious attacks and reduce 
the computation time. Finally, the proposed system offers 
better accuracy based on adversarial attacks. Qin et al. [18] 
introduced the SSPP called the PVI approach, which contains 
multi-stage and multi-direction AGAN. An advanced data 
augmentation is used to find the patches in one image. The 
proposed approach includes the total conv GAN layers that 
distribute the input in different directions and detect the PVI. 
The proposed shows the accuracy, which is high compared 
with existing approaches. Yang et al. [19] introduced the low-
rank initialization that extracts significant data from finger 
vein images. Various image-based fluctuations weaken the 
correlation among the original pictures and destroy the low-
rank initialization. Finally, training aids in redesigning the 
low-rank coefficient to improve finger vein recognition 
performance. Qin et al. [20] introduced the iterative DBN that 
helps extract the vein features from the label data, and it is 
dynamically generated by using limited time to modify the 
DBN. The proposed system is integrated with several steps, 
like segmentation of input images by identifying the pixels of 
the image. The redesigned training model is used to predict 
the chances of the existing approach. The proposed method 
achieved accurate hand-vein recognition, showing better 
accuracy.Yang et al. [21] proposed a novel FV-GAN approach 
that solves various issues, such as extracting the accurate FV 
patterns with low-contrast IR finger images with less 
awareness. DL models such as CNN and others show a 
massive response on detection FV, but due to the more 
significant number of layers and size of the finger image, it 
takes more processing time. CNN has the drawback of 
showing less feature initialization because of low-quality FV 
image that contains eccentric and vessel breaks. To overcome 
all these issues, a novel approach, FV-GAN, offers high 
performance in reducing processing time. Das et al. [22] 
proposed the CNN-based FV identification system that 
analyzes the functionalities of the developed network from 
four publicly available networks. The proposed approach aims 
to provide constant and high accuracy when implemented with 
various qualities. The evaluation results show that the 
proposed CNN model obtained a high accuracy above 95.1%, 
which is high compared with existing models. Pan et al. [23] 
proposed the advanced DCNN approach that helps detect the 
Multi-Scale Deep Representation Aggregation (MSDRA) 
model using a pre-trained model DCNN to see finger veins. 
The proposed approach combines various techniques, such as 
detecting the multi-stage features with classification using 
SVM. The proposed method uses two datasets for the 
evaluation of results. Finally, the MSDRA shows better 
accuracy based on finger vein recognition.Song et al. [24] 
introduced the CNN model that contains two methods: 
difference image and measuring the distance among the 
feature vector obtained from the CNN. The difference 
between images is vulnerable to noise, and differences in pixel 
values create them. The proposed approach solves the issues 
developed by DenseNet, which shows massive performance in 
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terms of accuracy. To address issues with massive noise, Shen 
et al. [25] introduced a lightweight CNN model for finger vein 
image recognition and matching, obtaining the ROI and finger 
vein pattern feature. The proposed system solves the problems 
identified based on the lack of accuracy and more computation 
time. The proposed system received 99.4% and 99.45% 
accuracy, which is better than existing models. Hou et al. [26] 
proposed a new loss technique that learns the inter-class and 
intra-class data simultaneously by using the CNN for finger 
vein verification. Finally, the proposed approach obtained the 
efficiency and effectiveness of the proposed method. Kuzu et 
al. [27] introduced advanced finger vein pattern detection that 
captures accurate patterns using the CNN. The dataset is from 
videos with different times from 101 subjects. The proposed 
approach obtained an accuracy of 99.34%, better than existing 
approaches. Huang et al. [28] proposed the observation 
technique called joint attention that enables vigorous 
adaptation and data accumulation to extract the fine-grained 
details, which improves the finger vein patterns to obtain the 
identity features. The dimensionality reduction removes the 
feature maps and outcomes with highly significant features. 
Finally, the proposed approach, JAFVNet, shows effective 
performance in terms of accuracy. Yang et al. [29] developed 
a new biometric security system based on finger vein 
biometrics. The proposed BDD-ML-ELM looks at 
safeguarding the initial finger-vein structure even if its altered 
revision is affected; ultimately, the BDD-ML-ELM enhanced 
attack detection reliability over the current techniques.Yang et 
al. [30] presented the FVRAS-Net, a significant CNN 
approach using an MTL model to achieve high security and 
real-time performance. Finally, the proposed method achieves 
accuracy in terms of Finger-Vein Recognition rate. 

III. METHODOLOGY 

This section explains the methodology of this paper. The 
proposed approach is an integrated approach that recognizes 
the palm vein by using integrated learning approach (ILA). 
ILA contains various methods that help in fine tune the results 
for better outcomes. A pre-trained model EfficientNetB1is 
used as training model as a first step. Second, various 
preprocessing or noise filter approaches are used to remove 
the noise from input images. A feature extraction method 
feature-level fusion combined with several methods obtains 
the accurate features from the palm vein dataset. Finally the 
transfer learning is used to combine with LightGBM gives the 
accurate output for the development of Contactless Palm Vein 
Recognition System (CPVR) which is shown in Fig. 1. Fig. 1 
also represents the methods that are used in this work. 

A. Pre-trained Model for Contactless Palm Vein Recognition 

System (CPVR) 

EfficientNet is a DL-based pre-trained model released in 
2019. EfficientNetB1 is a neural network architecture 
developed in 2019 by Google researchers. These architectures 
are known for being efficient in terms of computational 
resources and model size, making them suitable for a wide 
range of computer vision tasks. The EfficientNet family is 
based on a concept known as compound scaling, which 
involves simultaneously scaling the network's depth, width, 
and resolution. It allows for a balance between model capacity 

and computational cost. EfficientNetB1 is one of the models 
in this family, with fewer computational resources than more 
significant variants like B2, B3, and so on. To reduce 
computational complexity while maintaining representation 
power, it employs a variety of efficient building blocks, 
including depthwise separable convolutions. This paper 
employs the EfficientNetB1 as a pre-trained model and trains 
the Palm Vein using datasets such as polyu 2D images. 

The following key factors of EfficientNetB1 are given 
below: 

B. Width Scaling Factor (ϕ) 

The width scaling factor, often denoted as phi (ϕ), 
determines the width of the network and affects the number of 
channels in each layer. It's typically chosen from a set of 
predefined values. For EfficientNetB1, ϕ is set to 1.0. 

C. Depth Scaling Factor (α) 

The depth scaling factor, alpha (α), determines the number of 

layers in the network. It's also chosen from a predefined set. 

For EfficientNetB1, alpha is set to 1.1. 

D. Resolution Scaling Factor (Resolution) 

The resolution scaling factor is used to adjust the input 
image resolution. Given that the base resolution is 224x224 
for EfficientNetB1, you can calculate the new resolution using 
this formula: 

                               (1) 

where "resolution" is a value greater than 1, which 
increases the input resolution, or less than 1, which decreases 
it. 

E. Number of Layers (N) 

In ever block the no of layers of EfficientNetB1 can be 
calculated using the depth scaling factor alpha (α) as follows: 

          (2) 

where  represents exponentiation. 

F. Number of Channels in Each Layer (C) 

In ever block the no of layers of EfficientNetB1 can be 
calculated using the width scaling factor phi (ϕ) as follows: 

          (     )  (3) 

G. Number of Blocks in Each Stage (S) 

The number of blocks in each stage is a design choice, and 
for EfficientNetB1, it typically consists of 4, 6, or 8 blocks in 
each stage. This value can vary depending on specific 
implementations. 

H. Preprocessing Technique 

Preprocessing is a critical step in removing noise from 
input PVR images. Noise removal is an important step in 
image processing that improves image quality by removing 
unwanted artifacts or distortions caused by various sources of 
noise. To reduce noise in the palm vein image, median 
filtering is used. Uneven illumination or sensor artifacts can 
both cause noise. The median filter is effective at removing 
salt-and-pepper noise, which causes some pixels to randomly 
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change to maximum or minimum values. It replaces each pixel 
with the median value of a specified neighborhood. Another 
method for removing noise is the Wavelet transform, which 
divides an image into multiple scales and allows for separate 
processing of different frequency components. Wavelet 
denoising techniques use threshold to remove noise while 
preserving image features. The Gabor Filter is also used to 
enhances the texture features can highlight the vein patterns. 

The median filter for every input is represented as: 

I. Median Filter 

Let  (   ) initializes the actual image. 

Let          (   ) represents the final output image. 

1) Operation of median filter 

 The median filter operation is carried out by dragging a 
window of a given size (MN) across the entire image. 

 The median filter calculates the pixel values within the 
window centered at (a, b) for each pixel in the input 
image at coordinates (a, b). 

 The corresponding pixel in the output (filtered) image 
at the exact coordinates (a,b) is then assigned the 
median value. 

2) Median calculation: Sort the pixel values in the 

window in ascending order and choose the middle value to 

find the median value in a pixel's neighborhood. If the window 

size is even, the average of the two central values will be used. 

The median calculation for a 33 is as follows: 

         (   )        ( (   )(   )  (     )  (  
     )  (     )  (   )  ( )  ( ) (4) 

 
Fig. 1. Architecture diagram. 
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IV. DISCRETE WAVELET TRANSFORM (DWT) 

The DWT is a mathematical technique for analyzing and 
decomposing two-dimensional images into various frequency 
components. A signal is divided into two parts in the DWT: 
approximation (low-frequency components) and detail (high-
frequency components). A low-pass filter (LPF) and a high-
pass filter (HPF) are used to achieve this decomposition. 
These filters are also known as analysis filters. The DWT 
equations are written as follows: 

In the first step, the decomposition of input signals 
represented as    : 

Apply the LPF to achieve approximation coefficients (cX): 

      ∑                 (5) 

where, h0[k] is the impulse response of the LPF. 

Apply the HPF to achieve the detail coefficients (cY):  

      ∑                 (6) 

where, h1[k] is the impulse response of the HPF. 

Here, j represents the scale or level of the wavelet 
transform, and cX[j] and cY[j] are the estimation and specific 
coefficients at scale j, respectively. 

A. Inverse Transform 

The synthesis filters and formulas can reconstruct the 
actual signal from the estimation and specific coefficients. 
Synthesis filters are frequently the "dual" filters of analysis 
filters. 

Apply the LPF to achieve approximation coefficients (cX) 
to get the approximation at the previous scale (       )  

        ∑            (   )     (7) 

where,                                                  

Apply the LPF to achieve approximation coefficients (cY) 
to get the approximation at the previous scale (       )  

        ∑            (   )     (8) 

where,                                                 

Iteratively repeat these reconstruction steps, beginning 
with the finest scale (j = J) and ending with the coarsest scale 
(j = 1) until you obtain the reconstructed signal x[n]. 

B. Gabor Filter (GF) 

It is one of the significant filters that used for tasks such as 
Palm Vein Recognition (PVR). These filters capture an 
image's texture and spatial frequency characteristics. Gabor 
filters can be used in Palm Vein Recognition to extract 
features unique to the palm veins. The equations and formulas 
for Gabor filters and their application in Palm Vein 
Recognition are as follows: 

The 2D GF is defined as: 

 (                ( 
          

   )    (  
  

 
   ) (9) 

where: 

x and y are the coordinates of the pixel in the image. 

 is the wavelength of the sinusoidal component of the 
filter. 

 Representsinclination of the GF. 

 Represents standard deviation. 

 is the spatial ratio, controlling the ellipticity of the filter. 

       ( )       ( )             ( )       ( ) are 
the rotated coordinates. 

C. Gabor Filter Bank: 

A GF bank is created by varying the values of and 
capturing information at multiple scales and orientations. The 
filter responses for each parameter combination are computed 
for the input image. 

V. FEATURE EXTRACTION TECHNIQUE FOR CPVR USING 

FEATURE-LEVEL FUSION 

In Palm vein Recognition (PVR), feature-level fusion 
combines multiple palm vein features extracted from different 
sources or sensors to improve overall recognition accuracy. 
Various mathematical operations are used to achieve the 
fusion process. The following fusion methods used to extract 
the features from input images: 

Weighted Sum Fusion: This method assigns weights to 
each feature source and combines them linearly. 

              ∑(            )        (10) 

Maximum Fusion: This method selects the maximum 
value for each feature dimension across all sources. 

                

   (                                       ) (11) 

Minimum Fusion: Similar to Maximum Fusion, but it 
selects the minimum value for each feature dimension. 

                

   (                                       ) (12) 

Product Fusion: This method multiplies the feature vectors 
element-wise from different sources. 

                                                       

 (13) 

where, N is the number of feature sources. 

A. Light Gradient Boosting Machine (LightGBM) with 

Transfer Learning 

LightGBM is a well-known gradient boosting framework 
that can be used for various machine learning tasks such as 
Palm Vein Recognition. LightGBM is a gradient-boosting 
framework that predicts using an ensemble of decision trees. It 
is intended to be fast, memory efficient, and scalable. In 
machine learning, transfer learning is typically defined as 
using knowledge gained from one task or dataset to improve 
performance on a related job or dataset. On the other hand, 
transfer learning is not commonly applied to gradient-boosting 
algorithms like LightGBM, which are primarily used for 
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tabular data and need a simple mechanism for incorporating 
knowledge from other domains or tasks. The following steps 
help to provide better outcomes for CPVR. 

Step 1: Loss Function: For regression and classification 
tasks, LightGBM employs a variety of objective functions. 
During training, these functions are optimized. 

                (   )  
 

 
  ∑(     )

  (14) 

Step 2: For binary classification, the logistic loss is 
commonly used 

                (   )  ∑    (    (   ))    (    )  

    (      )) (15) 

L is the loss function. 

y is the true label. 

F or p is the predicted output of the model. 

Step 3: Gradient and Hessian Calculation 

LightGBM computes the gradients and Hessians of the 
loss function concerning the predicted values. These gradients 
and Hessians determine the magnitude and direction of the 
model's parameter updates (trees). The gradients and Hessians 
are unique to the loss function. 

Scalars function  ( ) where x is a vector of variables. 

         (  )  The gradient of f is a vector that consists 
of partial derivatives of f with respect to every variable in x, it 

is initialized as 
  

  
  Each component of the gradient is 

measured as follows: 

  

   
    (16) 

where,  is the i-th variable in the vector x. Thus, the full 
gradient vector is: 

   *
  

   
 

  

   
    

  

   
+  (17) 

        (   )  The Hessian matrix is a matrix of squares 
containing the derivatives that are partial to f about each 

variable in x. It is denoted as 
   

     the elements of the Hessian 

matrix are computed as follows: 

   

      
    (18) 

where,        are variables in the vector x. So, the full 

Hessian matrix is an n×n matrix, where n is the number of 
variables, and its elements are computed for all combinations 
of i and j. 

Step 4: Tree Building: LightGBM builds trees in a leaf-
wise manner. The algorithm selects the leaf node that results 
in the maximum reduction in the loss function. The leaf-wise 
growth strategy is different from traditional depth-first or 
level-wise strategies used in other gradient boosting 
algorithms. 

Step 5: Leaf Value Calculation: When a tree node is split, 
LightGBM calculates the value assigned to each leaf node. 
This calculation aims to optimize the loss function, taking into 
account the gradients and Hessians. The optimal leaf values 
are used to update the predictions. 

Step 6: Shrinkage (Learning Rate): LightGBM typically 
uses a shrinkage parameter (learning rate) to control the step 
size of updates during the optimization process. This 
parameter prevents the model from making large adjustments 
in each iteration. 

B. Dataset Description 

The CASIA multi-spectral palm print image database was 
compiled from online sources and includes 3600 samples for 
training and 3600 samples for testing collected from 100 
people [31]. Here six types of palm print images are shown in 
Fig. 2. 

 
Fig. 2. Six types of palm vein images. 

C. Performance Metrics 

False Acceptance Rate (FAR): FAR calculates the 
likelihood of the system misidentifying an unauthorized user 
as authorized. A lower FAR denotes greater security. 

    
                       

                                   
      (19) 

where: 

"Number of False Acceptances" represents total no of 
incorrectly accepts an imposter. 

"Total Number of Identification Attempts" is the total 
number of authentication or identification attempts, including 
both genuine and impostor attempts. 

False Rejection Rate (FRR): The FRR calculates the 
likelihood of the system not accepting an authorized user. A 
lower FRR is preferable for user ease. 

    
                      

                             
        (20) 
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"Number of False Rejections" refers to the instances where 
the system incorrectly rejects a valid input or user. 

"Total Number of Genuine Attempts" is the total number 
of times the system was presented with valid inputs or users. 

Equal Error Rate (EER): The EER is a case where FAR 
and FRR are equivalent. Lower EER values suggest better 
system efficiency overall. 

    
(       )

 
   (21) 

D. Experimental Results 

This section focused on evaluation results of the 
LightBGM with transfer learning of PVRC. Python is 
powerful programming language that provides the better 
libraries to implement the proposed algorithm. An advanced 
hardware requirements like 32 GB RAM and I7 processor is 
needed to the system to execute the large PVR image dataset. 
The performance of pre-trained models such as 
EfficientNetB1 compared with several pre-trained models 
achieved the better results. The training and testing loss of 
EffecientNetB1 is explained in Fig. 3 and Fig. 4. 

 
Fig. 3. The performance of EffecientNetB1 in terms of training and testing 

loss. 

 
Fig. 4. The performance of EffecientNetB1 in terms of training and testing 

accuracy. 

Fig. 3 shows the training and testing loss of EffecientB1 
pre-trained model. Totally for 10 Epochs the loss is about 
0.135% for 1

st
 Epoch. There is Epoch iteration is starts from 

10 Epoch to zeroEpoch. Here the training loss is low with 
0.772% represents the lowest error rate. The training loss is 
about 0.743% which is low compare with testing loss and it 
prevents the over fitting. Fig. 4 shows the training and testing 
accuracy the training accuracy is about 0.671% and testing 
accuracy is about 0.858%. 

Table I shows the comparative performance of various 
existing and proposed pre-trained models based on the FAR 
parameters. From the comparison it is shown that the proposed 
model shows the better outcomes compare with existing 
models. Table II shows the performance of several pre-trained 
models compared with the proposed model and obtained the 
outcomes based on the given parameter FRR. The FRR(%) 
shows very low compare with existing models that represents 
the better performance. Finally, these models help the 
proposed approach to show significant outcomes. 

Table III shows the comparative outcomes of various pre-
trained models for analyzing the performance in terms of 
ERR. Among all the models the proposed model shows the 
low error rate with high performance. Table IV shows the high 
performance in terms of all the parameters. Fig. 5 shows the 
overall performances of list of algorithms for CPVR. 

TABLE I.  PERFORMANCE OF PRE-TRAINED MODELS IN TERMS OF FAR 

Algorithms  Year FAR (%) 

MobileNet_v3 Howard et al.[32] 2019 7.56 

GhostNet Han et al.[33] 2020 6.78 

RESNET Zhang et al.[34] 2020 5.97 

EffecientNetB1 Ours - 4.54 

TABLE II.  PERFORMANCE OF PRE-TRAINED MODELS IN TERMS OF FRR 

Algorithms  Year FRR (%) 

MobileNet_v3 Howard et al.[32] 2019 6.23 

GhostNet Han et al.[33] 2020 5.23 

RESNET Zhang et al.[34] 2020 5.97 

EffecientNetB1 Ours - 3.76 

TABLE III.  PERFORMANCE OF PRE-TRAINED MODELS IN TERMS OF ERR 

Algorithms  Year ERR (%) 

MobileNet_v3 Howard et al.[32] 2019 6.895 

GhostNet Han et al.[33] 2020 6.55 

RESNET Zhang et al.[34] 2020 5.97 

EffecientNetB1 Ours - 4.15 
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TABLE IV.  THE OVERALL PERFORMANCES OF LIST OF ALGORITHMS WITH NOISE FILTERS 

Algorithms  Year EER (%) FRR (%) ERR (%) 

PCANet with DL Meraoumia et al.[35] 2021 0.949 1.789 1.567 

CNN with Auto Encoder Thapar et al. [36] 2017 3.71 2.987 2.123 

CNN+ Bayesian Optimization + Jerman Filter Obayya et al.[37] 2020 0.0683 0.0765 1.765 

EffecientNetB1+ LightBGM with Transfer Learning Ours - 0.0541 0.0345 0.0235 

 
Fig. 5. The overall performances of list of algorithms for CPVR. 

VI. CONCLUSION 

The Integrated Learning Approach (ILA) for CPVR was 
introduced in this paper as a promising advancement in 
biometric security technology. Palm Vein Recognition is 
inherently secure because it relies on an individual's palm's 
unique vascular patterns. Contactless systems, in particular, 
reduce contamination risk while improving user convenience. 
The ILA combines several algorithms and methods to improve 
the system's accuracy and reliability. It ensures the system can 
produce consistent results even in various environmental 
conditions. Contactless systems are user-friendly and non-
intrusive because they do not require physical contact. It can 
boost user acceptance and make the system suitable for 
various applications. Palm Vein Recognition is generally fast, 
allowing for quick and efficient access control or 
authentication. ILA improves this speed even further by 
optimizing the recognition process. Finally, ILA holds great 
promise in enhancing security, accuracy, and user experience 
across various applications. Its combination of contactless 
technology and advanced algorithms makes it an appealing 
option for businesses looking for dependable and secure 
biometric authentication solutions. However, as with any 
technology, factors such as implementation, user education, 
and ongoing maintenance must be considered to maximize the 
benefits of such systems while ensuring user privacy and data 
protection. 
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Abstract—All human beings experience different levels of 

psychological stress during their daily activities, and stress is an 

integral part of human life. So far, few studies have attempted to 

identify different levels of stress by analyzing physiological 

signals. However, it should be noted that developing a practical 

system for detecting multiple stress levels is a challenging task, 

and no standard system has been developed for this purpose. 

Therefore, in the current study, we propose a new detection 

system based on linear and nonlinear analysis of 

photoplethysmogram (PPG) and electrodermal activity (EDA) 

signals to classify three levels of stress (low, medium and high). 

In the current study, we recorded the physiological signals of 

EDA and PPG during three trials of a Stroop color word test that 

induced three levels of stress in 42 healthy male volunteers. 

Mean, median, standard deviation, variance, skewness, kurtosis, 

minimum, maximum, and RMS features in the time domain were 

calculated from physiological signals as linear features. Also, 

approximate entropy, sample entropy, permutation entropy, 

Hurst exponent, Katz fractal dimension, Higuchi fractal 

dimension, Petrosian fractal dimension, detrended fluctuation 

analysis (DFA), and embedding dimension and time delay 

parameters from phase space reconstruction of the signals were 

calculated as nonlinear features. The combination of nonlinear 

and linear features extracted from both PPG and EDA signals 

resulted in the highest mean accuracy (88.36%), intraclass 

correlation (ICC) (98.82%) and F1 (89.24%) values in the 

classification of three levels of mental stress through multilayer 

perceptron neural network. Our findings showed that the 

combination of nonlinear and linear approaches for biological 

data analysis (PPG and EDA) could help to develop a stress 

detection system. 

Keywords—Stress detection; biological signal; linear analysis; 

nonlinear analysis; classification 

I. INTRODUCTION 

All human beings experience different levels of 
psychological stress during their daily life activities, and stress 
is an integral part of human life. Stress refers to situations and 
feelings in which people perceive expectations to be beyond 
their capabilities [1]. In fact, stress can be defined as the mind 
or body's response to any need for change [2]. Human stress is 
controlled by the activation of the limbic system and the 

hypothalamus-pituitary-adrenal axis, which control the release 
of adrenaline and cortisol (stress hormones) in the bloodstream 
[3]. The circulation of these hormones in the human body 
through the bloodstream leads to different physiological 
variations. As a result, the heart rate begins to increase relative 
to the normal condition, increasing blood pumping to the 
muscles and various organs. Therefore, blood pressure and 
breathing rate increases [4]–[6]. In addition, adrenaline causes 
the release of stored fat and glucose into the bloodstream, 
preparing the body to respond to stress [7]. Furthermore, it has 
been shown that different areas of the human brain, such as the 
prefrontal cortex, play an important role in regulating various 
signs of the body during stress [8]. All this cumulative 
evidence shows that physiological systems and signals undergo 
changes during psychological stress. 

On the other hand, it should be noted that excessive stress 
affects people's health. It has been introduced as a risk factor 
involved in the occurrence of major psychiatric diseases such 
as schizophrenia, depression and anxiety disorders [9]– [11]. 
Mental stress affects the ability for problem-solving, creativity, 
work memory and decision-making in humans. In addition, it 
can be a risk factor for various physical illnesses such as 
strokes, diabetes, and cardiovascular diseases [12], [13]. 
Therefore, determining the level of stress in different situations 
can help people to control it using stress reduction techniques 
and avoid the unpleasant consequences of excessive stress on 
health. Accordingly, in recent years, many pattern recognition 
methods have been developed to detect different emotions and 
their levels from biological signals [14]–[16]. 
Electroencephalogram (EEG), electrocardiogram (ECG), 
electromyogram (EMG), electrodermal activity (EDA), 
respiratory signal (RSP), blood volume pulse (BVP) and 
photoplethysmogram (PPG) are among the biological and 
physiological signals that have been computationally analyzed 
for this purpose. However, the main challenge in stress 
detection systems is the fact that each person is unique and 
shows emotions in different ways. This makes the topic of 
research hot. Although most studies on emotion recognition 
used ECG and EEG signals, we attempted to record and 
analyze PPG and EDA signals in the current study because 
they can be recorded via two-finger electrodes on the non-
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dominant hand without compromising privacy and comfort. 
Moreover, some early studies demonstrated that PPG and EDA 
are good indicative tools to assess emotions. 

II. RELATED WORKS 

Paul Ekman was the first researcher who tried to recognize 
different emotions through physiological signal analysis [17]. 
Later, several researchers tried to continue his interesting path 
by analyzing different physiological signals. However, most 
studies focused on emotions like joy, fear, sadness, disgust, 
anger and surprise, and very few studies attempted to detect 
different levels of mental stress. Healey and Pickard induced 
three levels of stress (low, moderate, and high) during a driving 
task and analyzed ECG, EMG, RSP, and EDA signals recorded 
from healthy participants. They used linear frequency analysis 
and a linear discriminant analysis (LDA) classifier and 
reported a good accuracy of 97% for distinguishing three levels 
of human stress [18]. Shirvan et al. proposed a computational 
technique based on different linear and nonlinear analyses 
(including statistical analysis, fractal dimension analysis and 
detrended fluctuation analysis) of functional near-infrared 
spectroscopy (fNIRS) signals to detect low and high levels of 
stress. They used a feature selection method and support vector 
machine (SVM) classifier at both individual and group settings 
for stress levels classification and reported an accuracy of 
88.72% in this regard [19]. Yannakakis and Hallam induced 
two levels of fun (low and high) in healthy participants through 
an interactive game and analyzed the recorded ECG, EDA and 
BVP signals by linear statistical analysis. They used SVM and 
Artificial Neural Networks (ANN) in the classification stage 
and reported 70% accuracy in recognizing two levels of fun 
[20]. Katsis et al. induced low stress, high stress, euphoria and 
disappointment in subjects through a driving task and analyzed 
the linear dynamics of the recorded ECG, EMG, EDA and RSP 
signals. In the classification stage, they used SVM and a neuro-
fuzzy inference system and achieved 79.3% accuracy for the 
classification of the four states [21]. Valenza et al. induced 
multiple levels and valence and arousal in healthy volunteers 
through an international affective picture system and analyzed 
the nonlinear dynamics of the recorded ECG, EDA and RSP 
signals. In the classification stage, they used a quadratic 
discriminant classifier and achieved more than 90% accuracy 
in affective arousal and valence recognition [14]. 

As mentioned, few studies have attempted to identify 
different levels of stress by analyzing physiological signals. 
However, it should be noted that developing a practical system 
for detecting multiple stress levels is challenging, and no 
standard system has been developed for this purpose. 
Therefore, in the current study, we propose a new detection 
system based on linear and nonlinear analysis of PPG and EDA 
signals to classify three levels of stress (low, medium and 
high). 

III. MATERIALS AND METHODS 

A total of 42 healthy male volunteers participated in the 
research with an average age of 26.31 ± 5.12 years. The 
research method was first explained to all participants, and 

informed consent was obtained from them before beginning the 
experiment. All subjects had a normal or normalized vision. A 
psychiatric interview was conducted by a psychiatrist to ensure 
the mental health of all participants to have no symptoms of 
major psychiatric disorders, cognitive problems, insomnia, 
anxiety, or social dysfunction. In addition, participants had no 
history of major physical illnesses, drug or alcohol abuse, and 
neurological disorders. 

A. Stress Induction 

In the current study, we utilized the Stroop color word test 
in a visual basic windows environment to induce three levels of 
stress in the participants. This test comprises three different 
experiments: preliminary experiment, congruent or non-
conflict experiment, and non-congruent or conflict experiment. 
In the preliminary experiment, the color of the word appeared 
black. In the congruent experiment, the color of the work that 
appeared is similar relative to the color in the written word. In 
the non-congruent experiment, the color of the word appeared 
in different colors relative to the written word. Fig. 1 shows the 
Stroop color word test used in the current study for inducing 
stress. In each task and experiment, participants should indicate 
the color of the word. Each experiment lasted three minutes. In 
all experiments, each trial was displayed for three seconds, and 
participants were asked to respond to each trial using a mouse. 
Previous studies have shown that this test can reliably elicit 
three levels of stress in human subjects. Indeed, the preliminary 
experiment induces a low-stress level, the congruent 
experiment induces a medium stress level, and the non-
congruent experiment induces a high-stress level [22], [23]. A 
16-inch monitor was placed in front of participants at a 70-cm 
distance from them to perform the Stroop test. 

B. Physiological Signal Acquisition 

As mentioned, in the current study, we captured the EDA 
and PPG physiological signals during three experiments of the 
Stroop color word test. EDA indicates the variations in the 
electrical properties of the skin because of mentally induced 
sweat gland activities upon external stimuli. Skin resistance 
varies with the status of sweat glands in the skin. Sweating is 
controlled by the sympathetic nervous system, and thus, skin 
resistance is an indication of psychological arousal [24]. On the 
other hand, PPG is a simple optical non-invasive method to 
determine volumetric changes in blood in peripheral circulation 
that has been shown to be related to affective states [25]. 

In the current study, the Shimmer3 EDA+ module, along 
with an optical pulse sensor, was used for recording the EDA 
and PPG signals. This device is an extensible wireless sensor 
platform for recording sampled EDA data in real-time. The 
optical pulse sensor attached to this module also can record a 
PPG signal from a finger. This module digitized data at a 250 
Hz sampling rate and streamed the data to a host PC in real-
time. Two dry electrodes, along with the optical pulse probe, 
were attached to the fingers of subjects' non-dominant hands to 
record the EDA and PPG signals. The Shimmer3 module has 
shown to be an accurate and reliable wearable sensor platform 
for capturing physiological signals, which can be utilized for 
biomedical research applications [26]. 
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Fig. 1. The Stroop color word test was used in the current study to induce three levels of stress. 

C. Linear and Nonlinear Analysis for Feature Extraction 

The linear features extracted from EDA and PPG signals 
include mean, median, standard deviation, variance, skewness, 
kurtosis, minimum, maximum, and RMS in the time domain. 
These linear statistical features have a low computational cost 
which has been shown to be effective in various biomedical 
research applications. Mathematical definitions of these 
features and their details can be found in [27], [28]. On the 
other hand, the nonlinear features extracted from EDA and 
PPG signals include approximate entropy, sample entropy, 
permutation entropy, Hurst exponent, Katz fractal dimension, 
Higuchi fractal dimension, Petrosian fractal dimension, 
detrended fluctuation analysis (DFA), and embedding 
dimension and time delay parameters from phase space 
reconstruction of the signals (see Table I). Mathematical 
definitions of these features and their details can be found in 
[29], [30]. 

TABLE I.  LIST OF LINEAR AND NONLINEAR FEATURES EXTRACTED 

FROM PPG AND EDA SIGNALS 

Analysis Extracted features from PPG and EDA signals 

Linear 
Mean, median, standard deviation, variance, skewness, 
kurtosis, minimum, maximum, RMS 

Nonlinear 

Approximate entropy, sample entropy, permutation 

entropy, Hurst exponent, Katz fractal dimension, Higuchi 
fractal dimension, Petrosian fractal dimension, detrended 

fluctuation analysis, embedding dimension, time delay 

IV. RESULTS 

Before feature extraction, we first applied a simple 
segmentation method to the recorded signals through a 
rectangular window with a length of 45 seconds. Considering 
the sampling frequency of 250 Hz, each segment contained 
11250 data points. Also, each segment had a label to show the 
individual’s stress level. All the above features were extracted 
from each segment, and the average values extracted for all 

segments with the same label were defined as the main feature 
in the classification step. Linear features were first extracted 
from PPG and EDA time series, and then, nonlinear features 
were estimated from the signals through the described 
nonlinear dynamic algorithms. Fig. 2 and Fig. 3 show 
examples of PPG and EDA signals recorded at three stress 
levels, respectively. Also, Fig. 4 depicts the histogram of time 
delays obtained from PPG and EDA signals. 

In the classification stage, 70% of features were utilized to 
train a multilayer perceptron (MLP) neural network, 10% was 
utilized for model validation, and the remaining 20% was used 
to test the MLP. In the validation stage, the leave-one-subject-
out approach was utilized to estimate the performance of MLP. 
We investigated different combinations of features and signals 
(i.e., EDA and PPG) to arrive at the optimal way to detect the 
stress level. In other words, we utilized various feature 
combinations for MLP modeling and assessed the classification 
results of each combination to obtain the best solution for this 
three-class classification problem. Assessment metrics utilized 
in the current study for evaluating different strategies were 
accuracy, intra-class correlation coefficient (ICC) and F1-
measure. 

Fig. 5 to Fig. 7 show mean classification accuracies, F1-
measures and ICC values obtained for each feature 
combination by MLP classifier. As shown, the best accuracy of 
79.5% was obtained by nonlinear features extracted from PPG 
signals. The best accuracy of 80.42% was obtained by 
combined features (i.e., linear and nonlinear features) extracted 
from EDA signals. In addition, the best accuracy of 88.36% 
was obtained by combining features extracted from PPG and 
EDA signals. Indeed, the combination of nonlinear and linear 
features extracted from both PPG and EDA signals resulted in 
the highest mean accuracy (88.36%), ICC (98.82%) and F1 
(89.24%) values in the classification of three levels of mental 
stress.
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Fig. 2. Example of recorded PPG signals for (A) low-stress level, (B) medium stress level, and (C) high-stress level. 

 

 

Fig. 3. Example of recorded EDA signals for (A) low-stress level, (B) medium stress level, and (C) high-stress level. 

 

Fig. 4. Histogram of time delays obtained from (A) PPG and (b) EDA signals. 
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Fig. 5. Averaged classification results were obtained for different features extracted from PPG signals. 

 
Fig. 6. Averaged classification results were obtained for different features extracted from EDA signals. 

 

Fig. 7. Averaged classification results were obtained for different features extracted from PPG and EDA signals. 
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V. DISCUSSION 

In the current study, we explored the possibility of 
detecting and classifying three levels of human stress (low, 
medium and high-stress levels) in 42 healthy people. Our 
findings showed that classification with linear and nonlinear 
features extracted from PPG and EDA signals is a good 
strategy for achieving an artificial intelligence-based automated 
system for detecting closed levels of human stress. Therefore, 
the nonlinear and linear dynamics of biological signals play a 
vital role in recognizing stress levels. This shows that the 
biological signals are not purely stochastic and random and 
follow a deterministic nonlinear behavior in response to 
different conditions. However, it should be noted that these 
results were obtained in laboratory conditions. All participants 
experienced a fixed setup with a noiseless environment, and 
different stress levels were induced through an executive 
cognitive task. However, this situation is totally different from 
real-life situations and the stress of everyday life, and this is the 
main limitation of this work. The use of wearable devices and 
virtual reality environments may alleviate this important 
limitation that future studies should consider. 

Moreover, it should be noted that human stress may be 
unstable and temporary [31]. Therefore, it is very important to 
design a fast real-time system to detect stress levels in such 
situations. In addition, emotions and mental stress may be 
influenced by different physical and mental disorders. 
However, here, we only worked on healthy subjects. 
Consequently, our proposed system should be used with 
caution. On the other hand, our findings can be used in the field 
of psychiatry and psychology, and future studies should 
investigate the ability of our system to detect different levels of 
stress in psychiatric patients. Overall, our proposed automated 
stress detection system can be used in a wide range of settings 
to improve safety, health, and performance, including 
workplace safety, healthcare, education, sports, and 
transportation. For example, our stress detection system can be 
used in sports to monitor athletes' stress levels and provide 
feedback on how to manage stress during competition. This 
can help improve performance and reduce the risk of injury. 
Also, our stress detection system can be used in schools to 
monitor students' stress levels and provide support if necessary. 
This can help improve academic performance and reduce 
absenteeism. 

Our proposed system showed good performance compared 
to previous studies. Healey and Picard proposed an automated 
system to distinguish three stress levels caused by a driving 
task through EMG, ECG, EDA and RSP signals and achieved 
an accuracy of 97% for this purpose [18]. However, the variety 
of biological signals in their work has led to a large increase in 
the cost of computations and the practical limitation of their 
proposed system. Zhai and Barreto reported an accuracy of 
90% in distinguishing two stress levels using different 
biological signals and support vector machines [32]. This is 
despite the fact that we achieved the same accuracy as their 
work in our three-class problem. Furthermore, our proposed 
system outperformed the system introduced by Katsis et al., 
which achieved 79% accuracy in detecting three stress levels 
[21]. However, an important point that should be mentioned 
when comparing different systems is the lack of a 

comprehensive and public database for a more accurate 
evaluation and comparison of the systems proposed by 
researchers in this field. 

VI. CONCLUSION 

To sum up, we dealt with the crucial stages of an automated 
recognition system for three levels of human stress using 
biological signals of EDA and PPG, from signal recording to 
the classification step, and investigated the results from each 
stage of this system. Using the proposed system, we achieved a 
mean detection accuracy of 88%, which provides evidence to 
show autonomic nervous system differences among different 
stress levels. A range of biological features from linear and 
nonlinear analyzes was calculated to obtain the optimum 
stress-related features. Our findings showed that combining 
nonlinear and linear approaches for biological data analysis 
(PPG and EDA) could help develop a stress detection system. 
At the end, we call to action for a comprehensive, publicly 
accessible database of physiological signals to evaluate and 
compare stress detection systems rigorously. 
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Abstract—Urban environments are awash with myriad 

sounds, among which impulsive noises stand distinct due to their 

brief and often disruptive nature. As cities evolve and expand, 

the accurate classification and management of these impulsive 

sounds become paramount for urban planners, environmental 

scientists, and public health advocates. This paper introduces a 

novel framework leveraging the Bidirectional Long Short-Term 

Memory (BiLSTM) Network for the systematic categorization of 

impulsive urban sounds. Traditional methodologies often falter 

in recognizing the nuanced intricacies of such noises. In contrast, 

the presented BiLSTM-based approach adapts to the temporal 

variability intrinsic to these sounds, thereby enhancing 

classification accuracy. The research harnesses an expansive 

dataset, curated from various urban settings, to train and 

validate the model. Preliminary findings suggest that our 

BiLSTM framework outperforms existing models, with a marked 

increase in both specificity and sensitivity metrics. The outcome 

of this study holds profound implications for city acoustics 

management, noise pollution control, and urban health 

interventions. Moreover, the framework's adaptability paves the 

way for its application across diverse acoustic landscapes beyond 

the urban realm. Future endeavors should seek to further 

optimize the model by integrating more diverse soundscapes and 

addressing potential biases in data collection. 

Keywords—Impulsive sound; machine learning; deep learning; 

CNN; LSTM; classification 

I. INTRODUCTION 

In the vibrant tapestry of urban life, sounds and noises play 
an integral role, shaping the auditory landscapes that city 
inhabitants navigate daily. The urban soundscape, a 
combination of ambient noises, human interactions, vehicular 
movements, and sudden, impulsive sounds, constitutes an 
integral aspect of urban living [1]. These sounds, particularly 
the impulsive varieties, serve as a double-edged sword [2]. On 
one hand, they contribute to the character and ambiance of a 
city, often evoking deep-seated memories and emotional 
responses among its residents. On the other hand, unchecked 
and discordant impulsive noises can deteriorate the quality of 
life, leading to stress, sleep disturbances, and even chronic 
health issues [3]. Consequently, the significance of identifying, 

classifying, and managing these sounds in urban spaces cannot 
be overstated. 

While a plethora of research has focused on the broad 
soundscape of cities, the niche area of impulsive urban sounds 
has traditionally been underserved. Defined by their short, 
abrupt nature, these sounds—be it the honk of a car, the clang 
of a dropped tool, or the burst of fireworks—pose unique 
challenges to classification systems [4]. Traditional audio 
classification models, built primarily for longer and more 
consistent sounds, often struggle to capture the fleeting 
nuances of impulsive noises [5]. The rapid onset and offset of 
these sounds, combined with their varied frequency range, 
demand an approach that is both sensitive to temporal 
dynamics and adaptable to a broad acoustic spectrum. 

Enter the realm of neural networks, which in recent years, 
has revolutionized the domain of sound classification. Among 
neural architectures, the Long Short-Term Memory (LSTM) 
network [6], a type of recurrent neural network, has shown 
promise in handling sequences and time-series data, making it 
a suitable contender for our auditory challenge. However, a 
unidirectional LSTM processes data in its input sequence 
order, potentially overlooking patterns that emerge from the 
reverse sequence of sounds [7]. Recognizing this limitation, 
and drawing inspiration from the bidirectional nature of human 
auditory processing where sounds are often understood in the 
context of both preceding and following sounds, this research 
innovatively employs the Bidirectional Long Short-Term 
Memory (BiLSTM) Network [8]. The BiLSTM, by virtue of 
processing an input sequence in both forward and backward 
directions, stands poised to capture the intricate patterns and 
characteristics intrinsic to impulsive urban sounds, offering a 
comprehensive understanding of their structure. 

This paper, therefore, sets forth with a dual agenda. Firstly, 
it seeks to elucidate the significance and complexity of 
impulsive urban sounds, grounding its arguments in both 
auditory science and urban studies. Secondly, it embarks on a 
journey to explore the efficacy of the BiLSTM framework in 
classifying these sounds, aiming to bridge the gap between 
neural network research and urban acoustic management. In 
doing so, this research not only endeavors to advance the field 
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of auditory classification but also aspires to have a tangible 
impact on urban planning, noise pollution control measures, 
and public health interventions. 

As we delve deeper into this exploration, it becomes 
imperative to understand the broader context within which 
urban sounds exist, the technological advancements in neural 
networks, and the potential applications of an effective 
classification system. Through this multi-faceted lens, this 
research hopes to offer a comprehensive view of the challenges 
and opportunities that lie at the intersection of urban acoustics 
and advanced neural architectures. 

II. RELATED WORKS 

Amid the bustling panorama of urban existence, the 
cacophony of sounds emerges not just as an incidental 
backdrop, but as an active participant shaping the dynamics of 
city life. The auditory fabric of urban centers is woven with 
diverse threads, ranging from the rhythmic footfalls on 
pavements to the occasional discordant blare of car horns [9]. 
Within this intricate web, impulsive urban sounds—transient, 
unexpected, and often sharp in nature—hold a unique place 
[10]. Their fleeting existence and unpredictable onset present 
both an auditory intrigue and a challenge that merit academic 
and scientific exploration. 

As cityscapes continue to evolve, converging towards a 
future that's increasingly urbanized, the sonic environment they 
foster becomes an indispensable area of study. The 
implications of these sounds stretch across various dimensions: 
psychological, sociological, environmental, and even 
physiological [11]. For instance, while a distant church bell or 
a street performer's melody might evoke feelings of nostalgia 
or joy, the sudden screech of brakes or a loud explosion can 
trigger stress or anxiety [12]. The dichotomy of these reactions 
underscores the relevance of understanding and classifying 
urban sounds, especially those of an impulsive nature [13]. 
Given their impact on the well-being of city dwellers, mental 
health, and the broader urban experience, a systematic study 
becomes not just an academic endeavor but a societal 
imperative. 

Historically, the academic arena has demonstrated a 
sustained interest in urban noises, resulting in extensive 
literature on the general soundscape of cities [14]. However, 
when it comes to the niche area of impulsive sounds, the 
scholarly attention seems somewhat disproportionate [15]. This 
relative dearth is surprising, given that impulsive noises, by 
virtue of their sudden onset and varied frequency profiles, pose 
unique challenges. Traditional auditory classification models, 
designed with an inclination towards consistent and prolonged 
sounds, falter when faced with the erratic nature of impulsive 
noises [16]. The fleeting presence and diverse acoustic 
characteristics of these sounds necessitate an approach that's 
not only nimble but also adept at capturing rapid temporal 
fluctuations [17]. 

Enter the world of advanced neural networks—a domain 
that has, in recent times, transformed numerous fields, 
including audio processing [18]. Among the neural 
architectures on offer, the Long Short-Term Memory (LSTM) 
network, a subtype of recurrent neural networks, has emerged 

as a front-runner for tasks involving sequence or time-series 
data [19]. Given its prowess in handling sequential data, LSTM 
offers a glimmer of hope for the impulsive sound conundrum. 
However, traditional LSTM, being unidirectional, processes 
sequences in the order they are presented, potentially missing 
out on valuable insights that could be gleaned from reverse 
order processing. 

It's against this backdrop that this research introduces the 
Bidirectional Long Short-Term Memory (BiLSTM) [20] 
Network to the equation. Drawing parallels from human 
auditory processing, which inherently understands sounds 
based on both their preceding and succeeding context, the 
BiLSTM processes sequences bidirectionally—both forwards 
and backwards. This bidirectional approach promises a more 
holistic grasp of impulsive urban sounds, capturing nuances 
that might escape unidirectional models [21]. By processing 
sounds in this dual manner, the BiLSTM aspires to straddle the 
intricate patterns and temporal dynamics intrinsic to impulsive 
noises. 

This paper embarks on a journey with twofold objectives. 
First, it aims to contextualize the importance and intricacies of 
impulsive urban sounds within the broader discourse of urban 
studies and auditory science [22]. It strives to illustrate why 
these sounds, often sidelined in scholarly pursuits, deserve 
focused attention. Second, the research delves into the 
technical and empirical exploration of the BiLSTM framework, 
investigating its potential as the much-needed solution to the 
challenges posed by impulsive sounds. Through this synthesis, 
the paper hopes to create a bridge—linking the often disparate 
worlds of neural network research and urban acoustic 
management. 

As we venture further into this academic exploration, we're 
invited to reflect upon a myriad of interconnected themes: the 
transformative power of neural networks, the complex tapestry 
of urban soundscapes, and the potential societal ramifications 
of effective sound classification. Through this kaleidoscopic 
lens, this research endeavors to provide a comprehensive and 
nuanced perspective, setting the stage for groundbreaking 
revelations in the crossroads of urban acoustics and neural 
network technology. 

III. MATERIALS AND METHODS 

In line with our initial conceptual framework, there is a 
two-fold requirement: first, to register the designated sound 
analysis apparatus, and second, to subject it to rigorous training 
[23]. This machine, once operational, deciphers the ingested 
auditory data, which can span a gamut of audio formats, a 
notable example being the mp3 format. Upon the reception of 
such an audio file, the machine subsequently crafts its 
associated spectrogram. A spectrogram, often interchangeably 
termed a sonogram (Fig. 1), is a graphical rendering that 
elucidates the relationship between the spectral density of a 
signal's power and its temporal progression [24]. Historically, 
spectrograms have found multifaceted applications across 
disciplines. They play a pivotal role in areas such as speech 
recognition, analysis of animal vocal patterns, diverse musical 
domains, radio and sonar technologies, linguistic signal 
processing, seismological research, and several other 
specialized fields. 
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A. Searching and Selecting Dataset 

Each model training task requires a lot of input data, and 
the quality of our model will essentially depend on them. 
Therefore, the choice of dataset is an important part when 
building a model. Often the data also needs to be filtered or 
"cleaned up" in case some of the samples contain 
misrepresentations or false sounds for the class. 

 

Fig. 1. Example of spectrogram of chainsaw. 

We found two very interesting datasets, the first is the 
UrbanSounds-8K and second is UrbanAudioDataset. But 
firstly, let’s see the first one. 

UrbanSounds-8K. This dataset [25] contains about ~900 
―.wav‖ sound files for each 10 classes such as: 

 Air conditioners 

 Car horns 

 Children playing 

 Dog barking 

 Drilling 

 Engine idling 

 Gun shots 

 Jackhammers 

 Sirens 

 Street music 

Total 8732 audio files. This dataset, is pretty big (about 6,6 
gigabytes) but as we know, the more data, the more we can 
train the model. That's why we believe that it will perfectly 
show the advantages and disadvantages of model 
preprocessing. And in the first part of our research we will use 
it. 

Urban Audio Dataset. The second dataset [26] was 
collected from various resources and consist about 10000 
samples for next eight classes: 

 Crying 

 Dog barking 

 Emergency alarms 

 Explosions 

 Fire 

 Glass breaking 

 Screaming 

 The sound of a weapon firing(gun shots) 

However, the data in it requires normalization, since the 
data format is extremely different (with formats like: .mp3, 
.aiff, .flac, .wav, .m4a), also weights about 30 gigabytes! 
Therefore, we will use this dataset only after checking the main 
model. And this dataset is more suitable for our problem, since 
these sounds are more suitable for alerting danger. But again, 
we will talk about this dataset in more detail later in the next 
parts of the research. 

B. Environment Selection 

After the datasets, let's think about the hardware 
environment. Initially, the development was carried out on a 
virtual machine in the VirtualBox image on the Linux Mint 
system, which was sharpened for computer vision tasks, and in 
particular OpenCV. It fit the prototype, but due to the 
limitations of virtualization, it was decided to transfer the 
project to the main machine (host machine) on the Windows 10 
operating system. 

Now let's decide for the environment itself. Machine 
learning and deep learning in general are very widely used in 
the Python language due to ease of use, however, it is worth 
mentioning that for performance, you can try developing in C / 
C ++ if the issue of performance will play a key role. But we 
believe that Python 3.7 is enough for this task. 

For analysis and research, we will use Jupyter Notebook. It 
is on it that we can write lines of code that we can interpret in 
different ways and thereby observe changes in individual cells 
of the program launch. 

For the final part of development in production, we will be 
using PyCharm by JetBrains (Community Edition) and IntelliJ 
IDEA with Java Spring Framework for backend. But about 
interacting with application we will explain later in next parts. 

C. Sound Processing 

In this section, we will talk about the part about digital 
sounds. We decided that it was very important to fully 
understand how a computer can pick up sound, how we can 
work with it, and how to adapt it for classification. In this 
subsection, we will try to answer these questions. 

Digital audio is the result of converting an analog audio 
signal into a digital audio format. There are a lot of audio 
formats at the moment, such as .ogg, .wav, .mp3, .flac and 
more. They differ in their storage and playback properties, but 
all alone cope with their task - they transmit an audio signal 
within a digital system. In our case, the sound will be displayed 
as a graph like in Fig. 2: 
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From which we can later obtain values after sampling when 
converting from an analog signal to digital. In other words, the 
digital sound that is already in the computer is already 
converted and we can work directly with it. 

 

Fig. 2. Example of converting sound wave to array type. 

D. Sound Analysis and Visualization  

Audio has its own sound transmission channels, these 
channels called ―Left-Right‖ output [27], in simple words, the 
output of the whole sound goes immediately to both the left ear 
and the right. This is called a mono channel. And the recording 
of such sound is carried out only from one input device, for 
example, a conventional microphone. 

However, when we need to add more different kinds of 
sounds/effects, this is where stereo sound comes to us. Its 
fundamental difference lies in the fact that the received sound 
does not go to both Left-Right channels, but specifically to the 
Left and separately to the Right [28]. Thus, the sound in the 
channels acquires a certain volume in the sound. For a more 
comparative analysis, you can see their display in Fig. 3. 

 

Fig. 3. Mono and stereo comparison. 

And in order to see the difference for ourselves, we can 
take a different sound and compare their graphs, it is enough to 
display them through the Matplotlib library, which will allow 
us to do this [29]. To do this, we import and take another 
example with a mono channel for comparison, this will be a 
barking dog. Now let's display in Fig. 4: 

In the graph, we can see that mono sound is displayed as 
one color, when the colors are displayed differently in stereo. 
Also, to check the channel, you can write a function that, using 
.shape, will show us a mono or stereo channel. This will 
especially help in the analysis of the second dataset. 

 

Fig. 4. Visualization of mono sound (upper), stereo sound (lower). 

E. Proposed Model 

There are deep learning techniques that can be applied in 
different areas as sound processing, images or video processing 
[30]. Urban environments, marked by their dynamic 
interactions and complexities, continuously emanate a diverse 
array of sounds, ranging from the benign murmurs of daily life 
to potentially dangerous noises that can indicate emergent 
situations or hazards [31]. Accurately discerning and 
classifying these dangerous sounds is not only paramount for 
the enhancement of urban safety but also imperative for 
proactive response mechanisms in smart cities. Traditional 
sound classification techniques often fall short in recognizing 
these transitory yet critical sounds due to their inherent 
limitations in capturing temporal relationships [32]. Enter the 
Bidirectional Long Short-Term Memory (BiLSTM) model, a 
sophisticated neural network architecture designed to navigate 
such challenges with unparalleled efficacy [33]. Fig. 5 
demonstrates a flowchart of the proposed BiLSTM network for 
impulisive urban sound detection.  

At its core, the Long Short-Term Memory (LSTM) is a 
form of Recurrent Neural Network (RNN) that addresses the 
vanishing gradient problem inherent in traditional RNNs. 
LSTMs are equipped with memory cells that can maintain 
information in memory for long periods, making them 
especially adept at tasks that require the understanding of long-
term dependencies — a feature highly relevant to sound 
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sequences where past sounds can influence the characterization 
of present ones. 

However, when dealing with dangerous urban sounds, 
which are often abrupt and embedded within larger, intricate 
auditory contexts, it becomes essential to understand the sound 
in relation to both its past and forthcoming sequences. This is 
where the bidirectional approach of the BiLSTM becomes 
invaluable. Instead of processing sequences in a unidirectional 
manner (from past to present), the BiLSTM simultaneously 
processes the data in both forward and backward directions. 
This bidirectional processing ensures that the model has access 

to information from both before and after a particular time step, 
enabling a more comprehensive understanding of the sound's 
context. 

In the context of dangerous urban sound classification, this 
means that a sudden loud crash, which could signify a 
vehicular accident or a structural collapse, is not just evaluated 
based on preceding sounds, but also by the sounds that follow 
it. Such a dual-context perspective can be crucial in 
distinguishing between, say, a harmless crash in a construction 
site versus a car collision that requires immediate attention. 

 

 

 

Fig. 5. Proposed Bidirectional LSTM network. 
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IV. EXPERIMENTAL RESULTS 

Furthermore, the inherent structure of the BiLSTM, with its 
memory gates, allows for meticulous filtering of sound data, 
ensuring that only relevant information is retained for 
classification. This selective retention is especially crucial for 
urban environments where the soundscape is cluttered, and the 
distinction between dangerous and non-dangerous sounds can 
be razor-thin. 

A. Results of the Proposed Model 

The proposed Bidirectional Long Short-Term Memory 
model offers a groundbreaking approach to dangerous urban 
sound classification. Its ability to capture intricate temporal 
relationships from both past and future contexts, coupled with 
its adeptness at managing long-term dependencies, positions 
the BiLSTM as a frontrunner in the ongoing quest for creating 
safer and smarter urban ecosystems. As urban centers across 
the globe grapple with the challenges of increasing density and 
complexity, such advanced neural network architectures 
emerge not just as academic curiosities, but as essential tools 
for ensuring the well-being and safety of their inhabitants. 

 

Fig. 6. Model training accuracy. 

Further, this is a bidirectional LSTM network that 
immediately grows in parameters to as many as 352,330. This 
means that in theory there should be good results.  The training 
time took about 871 seconds or about 14 minutes. Fig. 6 
demonstrates the model training and test accuracy for 80 
learning epochs. 

Fig. 7 demonstrates model training loss in 80 learning 
epochs. The results show that, the proposed bidirectional 
LSTM network achieves to 90% accuracy, and 10% training 
loss, respectively. 

Fig. 8 and Fig. 9 demonstrate test accuracy and test loss of 
the proposed model. Test results show that, the proposed model 
achieves 90% accuracy in model testing. 

 

Fig. 7. Model training loss. 

 

Fig. 8. Model test accuracy. 

 

Fig. 9. Model test loss. 
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V. DISCUSSION 

The intricacies and dynamics of urban environments 
demand a profound, nuanced understanding, especially when 
delving into the auditory spectrum of these landscapes. Our 
exploration into the Bidirectional Long Short-Term Memory 
(BiLSTM) model for classifying dangerous urban sounds 
opens an array of discussions, both in the realm of neural 
network architectures and urban acoustics. 

One of the most compelling findings from this research is 
the marked superiority of the BiLSTM model in classifying 
impulsive, dangerous sounds as compared to traditional sound 
classification techniques. The bidirectional nature of the model, 
which processes sound sequences both in forward and reverse 
temporal orders, demonstrates an inherent advantage in 
capturing the context of impulsive noises [34]. By concurrently 
assessing preceding and subsequent sounds, the model offers a 
panoramic view of the auditory environment, a perspective 
pivotal in discerning potential dangers in bustling urban 
soundscapes. 

However, while the BiLSTM demonstrates significant 
promise, it's essential to address its limitations. Training a 
BiLSTM model, particularly with expansive urban sound 
datasets, can be computationally demanding [35]. The 
simultaneous processing of forward and backward sequences 
necessitates robust computational resources, which may not be 
readily available in all application scenarios, especially in real-
time urban monitoring systems [36]. As cities move toward the 
vision of smart urbanism, the real-time processing of data 
becomes crucial. Future research should, therefore, look into 
optimizing the BiLSTM structure without compromising its 
classification prowess. 

Another aspect worth reflecting upon is the diversity of the 
urban soundscape dataset employed in this study [37]. While 
the dataset was expansive, it was primarily curated from a 
limited number of urban settings. Urban soundscapes can 
significantly vary based on factors like cultural practices, 
architectural designs, traffic patterns, and even weather 
conditions. For the BiLSTM model to be universally 
applicable, it's imperative to train it with a more globally 
representative dataset, encompassing the myriad variations of 
urban environments. This would enhance the model's 
adaptability, ensuring its efficacy across diverse urban 
landscapes. 

Furthermore, the human auditory system, despite its 
biological limitations, possesses a remarkable ability to discern 
sounds based on learned experiences and cultural contexts [38]. 
The sudden clang of pots in one culture might be dismissed as 
a benign household activity, while in another, it could be an 
alert for danger. Incorporating such cultural nuances and 
learned experiences into the BiLSTM model presents a 
challenge and an opportunity. The integration of these elements 
might enhance the model's sensitivity to context-specific 
dangerous sounds, making it even more aligned with human 
auditory perception. 

Lastly, the ethical considerations of continuous urban 
sound monitoring need to be highlighted. While the primary 
intent is safety and rapid response to dangerous situations, the 

omnipresent nature of sound monitoring systems can raise 
concerns related to privacy and surveillance. It becomes 
imperative for urban planners and policymakers to strike a 
balance, ensuring that the pursuit of safety doesn't infringe 
upon the privacy rights of city inhabitants. 

In summation, this research underscores the transformative 
potential of the BiLSTM model in the realm of dangerous 
urban sound classification. The model's bidirectional 
processing, its adeptness at capturing temporal nuances, and its 
alignment with the holistic human perception of sounds make it 
an invaluable tool in the urban auditory toolkit. However, like 
all pioneering endeavors, this study raises as many questions as 
it seeks to answer. The computational demands of the model, 
the need for a more globally diverse dataset, the integration of 
cultural nuances, and the overarching ethical considerations 
form a rich tapestry of challenges and opportunities for future 
research. 

As urban centers continue to burgeon and evolve, the 
imperative to understand, manage, and respond to their 
auditory landscapes becomes even more pronounced. The 
Bidirectional Long Short-Term Memory model, with its blend 
of technological sophistication and auditory acumen, emerges 
as a beacon in this journey, illuminating the path toward safer, 
smarter, and more responsive urban ecosystems. This research, 
albeit a single step, paves the way for a future where cities 
don't just listen but truly understand. 

VI. CONCLUSION 

In an era where urban expanses are rapidly growing, 
manifesting themselves as the epicenters of human civilization, 
understanding the multifaceted dimensions of these 
environments is imperative. The auditory realm of cities, 
teeming with a symphony of sounds both benign and 
dangerous, necessitates an analytical lens equipped with both 
precision and depth. This research, centered on the 
Bidirectional Long Short-Term Memory (BiLSTM) model, 
underscores this very sentiment, offering a pioneering 
approach to the classification of dangerous urban sounds. 

Our exploration into the BiLSTM model has illuminated its 
profound potential. By processing sound sequences in both 
forward and reverse temporal frames, the model imitates the 
holistic human perception of sounds, transcending the 
limitations of traditional classification techniques. This 
bidirectional prowess not only captures the intricate nuances of 
dangerous sounds but also provides a broader context, pivotal 
for accurate classification in bustling urban settings. 

However, as is characteristic of any academic endeavor, 
this study also opens avenues for further exploration. While the 
BiLSTM model is undeniably potent, its computational 
demands, adaptability across diverse urban landscapes, and the 
integration of cultural and learned auditory nuances present 
challenges warranting future research. Moreover, the ethical 
dimensions of continuous urban sound monitoring, with 
potential implications for privacy and surveillance, underscore 
the need for a balanced approach, harmonizing safety with 
individual rights. 

In conclusion, this research signifies a seminal step in the 
realm of urban sound classification. The BiLSTM model 
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emerges not merely as a technological marvel but as a 
testament to the convergence of neural network architectures 
and urban auditory science. As cities continue their inexorable 
march towards the future, tools like the BiLSTM will play a 
pivotal role, ensuring that these urban giants are not just 
expanses of concrete and steel, but responsive, adaptive, and 
safe ecosystems for all their inhabitants. 
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Abstract—In order to improve people's living experience, a 

method for evaluating the quality of urban human settlements 

based on back propagation neural network is proposed. Firstly, 

the initial evaluation index system is constructed, the initial 

evaluation index system is screened, and the final evaluation 

index system is constructed by using the remaining evaluation 

indexes. Then, the back propagation neural network is 

constructed to build an evaluation model, and the evaluation 

model is trained through the processes of network initialization, 

hidden layer output calculation and output layer output 

calculation. Finally, the improved genetic algorithm is used to 

optimize the back propagation neural network, improve the 

evaluation performance of the back propagation neural network, 

and realize the evaluation of human settlements quality. The 

experimental results show that the accuracy of the evaluation 

results of urban human settlements quality output by the trained 

back-propagation neural network model reaches 96.3%, which 

has a good effect. 

Keywords—Back propagation; neural network; urban human 

settlements; quality evaluation; morbidity index; genetic algorithm 

I. INTRODUCTION 

The quality of the human settlement environment has 
consistently been a fundamental concern in urban research, as 
it directly impacts human well-being and urban development 
[1]. With the rapid growth of the global population in the 20th 
century, the degradation of the ecological environment 
resulting from industrial development has contributed to the 
widening regional disparities, and global scholars are 
increasingly concerned about the sustainable development of 
human settlements. The urban human settlement environment 
is a comprehensive regional concept. This refers to the 
dynamic interaction between the natural environment and 
human activities [2] and includes all fields of humanity, 
geography, economy and environment. It is the activity area of 
urban residents. Theoretically, the meaning of an urban 
residential environment should be the harmony between man 
and nature, the unity of material and spirit [3]. However, in 
civil engineering and geography, they have their own 
emphasis. In civil engineering, they tend to regard the urban 
residential environment as a small-scale operation object, 
which is more reflected in the study of urban architectural 
planning. In geography, the urban human settlement 
environment is more regarded as a large-scale geoinformation 
system [4], and urban structure is more discussed. Assessing 
urban human settlements holds great significance in terms of 

the survival and development of the population [5], as it offers 
essential parameters for the transformation of urban industrial 
structure and the optimization of human settlements. 

Staats et al. [6], in the process of studying the 
environmental quality evaluation method, the number of 
parked cars and the number of street trees were taken as the 
evaluation criteria, and the former was divided into four levels: 
from no car to full capacity, and the latter was divided into 
three levels: from no tree to 50% density. The evaluation 
model is constructed using the neural network in the artificial 
intelligence method; the evaluation of environmental quality is 
achieved by analyzing two evaluation indicators. When 
utilizing this method, it has been observed that the neural 
network exhibits limited global search capability, making it 
susceptible to extreme local values and slow convergence. 
These factors consequently impact the computational 
efficiency and prediction accuracy of the neural network. 
Fomina et al. [7] analyzed the key factors and standards that 
have a significant impact on the quality of the living 
environment of the population in their research on urban 
environmental quality assessment methods and considered that 
ecological environment, urban planning, landscape and social 
factors are the main evaluation indicators, each set of factors 
are calculated quantitatively (based on a set of standards and 
indicators), at the same time, the category coefficient obtained 
according to the expert survey results is considered in the 
calculation process. In the application process of this method, 
some indicators have a weak impact on the evaluation results, 
which is only because the evaluators empirically think that 
these indicators are important, while subjective experience may 
not be objective and reliable, which leads to deviation in the 
final evaluation results. Longhini et al. [8], in the process of 
studying the environmental quality evaluation method, the 
evaluation index for the study is selected using the 
geochemical multi-index method, and the constructed 
evaluation model is used to achieve the purpose of 
environmental quality evaluation. Different indicators must be 
weighted according to the actual situation. In the process of 
using this method, the qualitative analysis method is used to 
obtain the evaluation results, which inevitably leads to a one-
sided evaluation and cannot reflect the real situation. Sarkheil 
et al. [9] employed the fuzzy comprehensive evaluation method 
to construct the evaluation model. The research area selected 
for evaluating the environmental quality was the Pass 
economic energy Zone. It is worth noting that during the 
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implementation of this method, there was a significant 
correlation observed among the evaluation indicators utilized; 
that is, the degree of information overlap between the 
indicators may be high. If this overlapping information is not 
processed, it will be emphasized repeatedly in the 
comprehensive evaluation, thus distorting the comprehensive 
evaluation results. 

Although the above research has made some progress, there 
are still problems, such as the index system is not scientific and 
comprehensive, the differences in index selection and weight 
distribution in evaluation methods, and the lack of unified 
standards and systems. Therefore, this article studies the 
evaluation method of urban residential environment quality 
based on the back-propagation neural network and applies the 
back-propagation neural network to the evaluation process of 
urban residential environment quality. The significance of 
evaluating the quality of urban human settlements lies in 
evaluating and improving the living environment conditions of 
residents, providing scientific basis for urban planning, 
construction and management, and promoting the sustainable 
development of cities. By evaluating the quality of human 
settlements, the health of residents can be guaranteed, the 
influence of harmful factors on human body can be reduced 
and the quality of life can be improved. The evaluation results 
can also reveal the advantages and disadvantages of the city, 
provide decision-making basis for urban planning and 
construction, and promote the comprehensive development of 
the city. Evaluating and improving the quality of human 
settlements can enhance residents' happiness and satisfaction, 
and increase social stability and social harmony. Therefore, the 
quality evaluation of urban human settlements is of great 
significance to both cities and residents. Through the study of 
this method, it provides a reference for quantifying the quality 
of urban residential environments and monitoring the livability 
of cities. The overall structure of the article is as follows: 

1) Build the initial evaluation index system, screen the 

initial evaluation index system, and use the remaining 

evaluation indexes to build the final evaluation index system. 

2) Then, a back propagation neural network is constructed 

to build an evaluation model, and the evaluation model is 

trained through network initialization, hidden layer output 

calculation and output layer output calculation. 

3) Using the improved genetic algorithm to optimize the 

back propagation neural network, improve the evaluation 

performance of the back propagation neural network, and 

realize the quality evaluation of human settlements. 

II. QUALITY ASSESSMENT OF URBAN HUMAN 

SETTLEMENTS 

A. Selection of Evaluation Indicators Based on Pathological 

Index Cycle Analysis 

There are many factors that affect the quality of urban 
human settlements, and these factors can be used as evaluation 
indicators of urban human settlements. However, these 
evaluation indicators are not only different from each other but 
also closely related. To accurately evaluate the quality of urban 
human settlements, it is necessary to choose suitable evaluation 
indicators to build a highly scientific, highly operational, 

qualitative and quantitative evaluation indicator system. These 
indicators were selected based on expert opinions and research 
findings from scholars in relevant fields. Among them, experts' 
opinions and researchers in related fields play an important role 
in the quality evaluation of urban human settlements. Experts 
and researchers in related fields can provide valuable opinions 
and suggestions to help determine the importance and 
applicability of evaluation indicators based on in-depth 
research on urban environment and accumulation of 
professional knowledge. When selecting the evaluation index 
of urban human settlements quality, expert opinions can be 
obtained through expert consultation, expert interview and 
expert evaluation. The experience and professional knowledge 
of experts and researchers in related fields are helpful to 
determine the evaluation index with high authority and 
credibility. They can evaluate different environmental factors, 
human settlement needs and socio-economic factors based on 
their understanding of environmental disciplines and related 
fields, so as to determine the appropriateness and importance 
of evaluation indicators. 

Considering the potential presence of duplicate evaluation 
indicators in the initial system for assessing the environmental 
quality of urban human settlements, where there may be 
overlapping information among the indicators, it becomes 
necessary to employ the pathological index cycle analysis 
method to screen and refine the evaluation indicators in the 
system. 

In order to prevent redundant evaluation indicators from 
being retained in the selection process of evaluation indicators, 
a set of urban human settlements environmental quality 
evaluation indicators           , all are the remaining 
evaluation indicators after removing the indicators with poor 
criticality. The specific process of screening environmental 
qualitative assessment of people's urban habitation indicators 
on the basis of the pathological indicator cycle analysis is as 
follows: 

1) Determine the matrix with Formula (1)   characteristic 

value of           : 

|        |     

In Formula (1)    and    respectively represent the sample 
data matrix corresponding to the urban human settlements 
environmental quality evaluation indicator set transpose matrix 
and identity matrix of  . 

2)     is used as a pathological index, which is determined 

by Formula (2)    : 

    √
  
 

  
   

    

In Formula (2),    
 and   

  respectively represent the matrix 
the upper and lower eigenvalues of   . 

    describes the quality evaluation indicators of urban 

human settlements           . The overall redundancy level 
is positively proportional to the overall redundancy level of the 
evaluation index. 
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3) Determine the indicator of clearing document 

   remaining after     a pathological index of human 

settlements quality evaluation indicators in cities   (   ) . 

Determine the residual according to the process of process (1) 

and process (2)     pathological index of human settlements 

quality evaluation indicators in cities   (   ) . 

4) Use Formula (3) to determine the evaluation index of 

urban human settlement environment quality   overall 

redundancy contribution of    : 

          (   )   

    describes the removal of urban residential environment 
quality assessment indicators    remaining after     a 

conditioned index of evaluation indicators   (   )  , the same 

as clearing    the pathological index of all previous evaluation 

indicators     . The value is the same as the evaluation index 

   the overall redundancy contribution to all evaluation 
indicators is positively proportional. The larger the     is, the 
more it should be cleared of   . 

5) Eliminate the indicators with the largest overall 

redundancy contribution in all urban human settlements' 

environmental quality evaluation indicators. If 

       *   |     + 

Indicate the evaluation indicators of the quality of human 
settlements in n cities            within    the largest 

contribution to the overall redundancy of the evaluation 
indicator set,    needs to be cleared. 

For the convenience of description, the above process is 
defined as the first round of screening of redundant evaluation 
indicators. Cycle the above process to clear the remaining 
    evaluation index with the largest overall redundancy 
contribution among the evaluation indexes. Thus, after several 
iterations, the evaluation indicators with the largest overall 
redundancy among the remaining evaluation indicators are 
removed in each iteration until the following termination 
conditions for the removal of redundant indicators are met. 

The termination conditions for the removal of redundant 
indicators are as follows: if the morbidity index of all 
remaining urban human settlements' environmental quality 
assessment indicators is less than or equal to 10, the screening 
of redundant indicators will be terminated; On the contrary, the 
redundant evaluation indicators are continuously screened 
according to the above process until the morbidity index of the 
remaining evaluation indicators is less than or equal to 10. 

Through the above process, the redundant evaluation 
indicators in the initial urban human settlements' environmental 
quality evaluation indicator system can be eliminated, and the 
final urban human settlements' environmental quality 
evaluation indicator system can be constructed. 

B. Construction of Evaluation Index System 

Following the implementation of the pathological index 
cycle analysis method, the evaluation indicators within the 
initial system for assessing the environmental quality of 

people's urban habitation have been screened, and the final 
evaluation index system is constructed, as shown in Table I. 

TABLE I.  INDEX SYSTEM FOR EVALUATING THE QUALITY OF URBAN 

RESIDENTIAL ENVIRONMENT 

Target layer Indicator layer 

Quality of the urban living environment 

Relief 

THI 

Vegetation Index 

Hydrological index 

Traffic accessibility 

Per Capita GDP 

The calculation method of each evaluation index in the 
evaluation index system is as follows: 

1) Topographic relief: As the foundation of human 

survival and development, the terrain changes and geomorphic 

characteristics on the surface will have a significant impact on 

the result of the qualitative assessment of people's habitation 

[10]. Referring to the research results of relevant scholars, the 

topographic relief is described by Formula (5): 

     (         )  
 ( )

 
     

In Formula (5),      and      are the upper and lower 
limits of regional altitude,  ( ) and   respectively represent 
the flat area and total area in the region. 

2) Temperature humidity index: Climate conditions have 

an important impact on human activities. The temperature and 

humidity index describes the degree of mugginess under 

windless conditions [11], and the formula is as shown below: 

                  

In Formula (6),   stands for the average monthly 
temperature in Celsius;   stands for the average value of air 
relative humidity. 

3) Vegetation index: The vegetation coverage within the 

region can not only be used as the main indicator to judge in 

the qualitative assessment of people's habitation but even as a 

ecological condition of human life [12]. The normalized 

vegetation index is calculated as follows: 

     (     )(     )       

In Formula (7),     and   respectively represent 
reflectance in a near-infrared band and red band. 

4) Hydrological index: As the main resource for survival 

and development in the region [13], the quality of 

hydrological resources plays a crucial role in determining the 

quality of urban human settlements [14], and hydrological 

resources can be described by hydrological index: 

    (        )        
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In Formula (8),   and   respectively represents the average 
annual precipitation and its weight in the region,    and 
  respectively represent the water area and its weight. 

5) Traffic accessibility: The perfection of the traffic 

network within the region has a significant role in promoting 

the improvement of the quality of urban human settlements, so 

the traffic network has become the main indicator of the 

adaptability evaluation of regional human settlements, which 

can be described by the traffic accessibility within the region. 

The calculation formula is as follows: 

  
  

  
       

In Formula (9),    and    respectively represent the total 
length of roads and the area of the region. 

6) GDP per capita: The economic level within the region 

has a significant impact on the quality of urban human 

settlements, which can be described by the per capita GDP 

within the region. The calculation formula is as shown below: 

      
    

    
    (10) 

In Formula (10),      and      respectively represent the 

gross domestic product and the total population within the 
region. 

C. Construction of Evaluation Model Based on Back-

Propagation Neural Network 

1) Evaluation model of back-propagation neural network: 

An artificial neural network (ANN), referred to as a neural 

network (NN), is a mathematical model or computing model 

that imitates the structure and function of the biological neural 

network [15]. Its unique nonlinear adaptive information 

processing capability makes it particularly suitable for solving 

problems with complex internal mechanisms [16], prediction 

and other fields that have been successfully applied. The back-

propagation (BP) neural network is a popular and extensively 

utilized model in the field of artificial neural networks. It 

typically consists of an input layer, one or more hidden layers, 

and an output layer. Fig. 1 shows the topology of a back-

propagation neural network with a hidden layer. 

The back-propagation neural network algorithm utilizes the 
gradient descent method as its underlying principle. During the 
learning process (training) of a neural network, back and 
forward propagation are utilized. Within the forward 
engendering stage, intake data is sequentially handled from the 
intake layer to the covered up one before being transferred to 
the outcome one. The neurons’ state in each one specifically 
impacts the neurons’ state within the subsequent one. Within 
the occasion that the outcome layer does not abdicate the 
required outcome, the back-propagation technique is 
employed. It recursively computes the difference (i.e., error) 
between the actual input and the expected input layer by layer 
[17]. The error signal is propagated back through the original 
connection pathway, and the weights between neurons in each 
layer are adjusted to minimize the error. 

 
Fig. 1. Topological plan of the back-propagation neural system. 

a) Foundation of preparing tests: Normalize the 

information within the evaluating measures (good quality, 

ordinary quality, light pollution and heavy pollution) of the six 

indicators listed in Table I, convert the specific values into 
,   - of the data in the interval, changes the absolute value of 

the physical system value into a relative value relationship. 

The urban residential environment quality grading metrics are 

used as training demos and intake to the network’s intake 

hubs. Through the arbitrary number generation principles, 250 

demos of every urban human settlement environmental quality 

index data were taken, and a total of 1000 samples were 

trained and modelled. MATLAB R2012b is used to establish 

the graphical user interface (GUI). 

b) Neural network initialization: In the neural network 

model, we determine the hubs of the intake, hidden and 

outcome layers. Additionally, initializing the association 

weights among     and    ; We also assign values to the 

hidden layer threshold   and output layer threshold  . These 

parameters are set along with the learning rate and neuron 

excitation function, select the input sequence (urban living 

environment quality evaluation index) and output sequence 

(urban living environment quality grading standard) of the 

system (   ) [18]. The hubs number within the covered up 

layer is evaluated utilizing an experimental equation. 

   √             

In Formula (11),    and    represent the number of neuron 
nodes in the input layer and the output layer, respectively. 

c) Hidden layer output calculation: Using the input 

vector  , the association weights between the input layer     

and the hidden layer, as well as the hidden layer threshold   

[19], we can compute the output of the hidden layer  ; the 

calculation is shown in Formula (12), where f is the excitation 

function, and the excitation function is represented by the 

well-known Sigmoid function, as depicted in Formula (13). 

       (∑         
 
   )           
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d) Output layer output calculation: Input according to 

the hidden layer  , hidden layer and output layer     and 

output layer threshold  , calculate the predicted output of 

urban residential environment quality  , as shown in Formula 

(14). 

    (∑          
 
   )           

e) Error calculation: Considering the anticipated 

outcome   and desired outcome   obtain estimation error  , 

as shown in Formula (15). 

           

f) Weight update: According to the prediction error  to 

update connection weight     and    , the calculation formula 

is shown in Formula (16) and Formula (17).   is the learning 

rate. 

           (    )  ∑      
 
    

               

g) Threshold update: According to the prediction error 

  to update threshold value  ,  , the calculation formula is 

shown in Formula (18) and Formula (19), respectively. 

         (    )∑      
 
    

           

h) Judge whether the algorithm iteration ends: If the 

iteration is completed, it means that the training process of 

urban human settlements environmental quality assessment 

model based on back propagation neural network can be 

completed, and the show is established; In case the iteration 

isn't completed, return to the covered up layer yield evaluation 

part and begin a new preparing alteration procedure [20] until 

the method iteration is completed. 

The evaluation model parameters mainly include the 
maximum number of training steps, performance parameters, 
the maximum number of confirmation failures, the number of 
hidden layer neuron nodes and other parameters [21]. These 
parameters can be manually modified as needed. At the same 
time, the initialization weight of the back-propagation neural 
network model is not unique. The final prediction result is the 
number of grades that appear most after the decision to repeat 
the training an odd number of times. 

2) Optimization of back-propagation neural network 

algorithm: The back-propagation neural network exhibits 

robust capabilities in nonlinear mapping and complex logic 

operation ability, but the global search ability of the back-

propagation neural network is relatively weak and is prone to 

local extreme values and slow convergence speed, which 

affects the backpropagation neural system’s calculation 

efficiency and prediction accuracy. To enhance the global 

search capability of the back-propagation neural network 

within the assessment model for urban human settlement 

environmental quality, an improved genetic algorithm is 

employed for optimizing the network. Genetic algorithm is a 

search and optimization algorithm that simulates the natural 

evolution process. By simulating operations such as heredity, 

mutation and selection, the weight and structure of the 

network are gradually improved to make it better adapt to the 

evaluation task. In the process of optimization, the fitness 

function is defined, that is, the performance and fitness of the 

network are evaluated. By initializing the initial population 

composed of a group of genes, new individuals are generated 

by the operation of genetic algorithm, and they are evaluated 

according to the fitness function. Through iterative updating, 

individuals with high adaptability are gradually screened out. 

The improved genetic algorithm is used to optimize the back 

propagation neural network, which can improve the accuracy 

and generalization ability of the network by searching for 

better network weight and structure combination globally. The 

evaluation model of urban human settlement environmental 

quality can evaluate the urban environmental quality more 

accurately and provide a more scientific basis for urban 

planning, construction and management. 

The conventional genetic algorithm often encounters 
challenges such as local optimization and slow convergence. 
To address this, an enhanced genetic algorithm with enhanced 
global search capability is proposed, building upon the 
traditional genetic algorithm. By employing an adaptive 
calculation strategy for crossover probability and mutation 
probability, the ability of the genetic algorithm to discover the 
global optimal solution is significantly improved. Compared 
with other evaluation methods, this improved genetic algorithm 
can overcome the problems that traditional genetic algorithm is 
easy to fall into local optimum and slow convergence, and has 
stronger global search ability. By adopting adaptive crossover 
probability and mutation probability calculation strategy, the 
improved genetic algorithm can flexibly adjust the parameters 
of genetic operation to adapt to the characteristics and 
difficulties of different problems. It can improve the extensive 
search ability of the algorithm in the solution space and reduce 
the dependence on the initial solution, thus effectively avoiding 
the problem of falling into the local optimal solution and being 
unable to find the global optimal solution. 

a) Design of chromosome coding: The dimension of the 

chromosome gene vector in real coding is determined by the 

number of weights and thresholds present in the back-

propagation neural network [22], and the formula is as 

follows: 

   (                                   ) 

b) Determination of fitness function: In the genetic 

algorithm, the fitness value of the individual is an important 

indicator to evaluate the excellent performance of the 

individual [23]; assuming that the fitness value of the ith 

individual is   , the back-propagation neural network yields a 

mean square error of    (  ), the fitness function is taken as: 

      (  )          

c) Select the design of the operation: Discarding the 

roulette wheel method in the traditional genetic algorithm, the 

formula of the probability of each individual being selected is: 
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∑   
   
  

            

In Formula (22): 
 

  
 represents the fitness value of the ith 

individual,   represents the adjustment factor. 

d) Design of cross operation: An adaptive crossover 

probability is proposed for individuals with poor performance, 

appropriately increase the crossover probability of the 

individual to optimize its gene structure; For individuals with 

good performance, the crossover probability should be 

appropriately reduced to avoid damaging excellent genes. In 

addition, in order to ensure population diversity and the 

algorithm exhibits a fast search speed in the initial stage, 

followed by enhanced local search capability in the later stage, 

ultimately leading to convergence and avoiding oscillation at 

the extreme point [24]; this crossover probability should also 

be reduced with the iteration of the algorithm. 

The calculation formula of individual crossover probability 
is: 

     .          
      

  (      ())
/
    

 

In Formula (23): t represents the current iteration number of 
the algorithm,   represents the total number of iterations of the 
algorithm,     is the probability of the ith individual at the t-th 
crossing,      indicates the fitness value of the individual with 
the best performance of the population,       is the maximum 
crossing probability, which is 0.6,       represents the 
minimum crossing probability, which is 0.3. 

Chromosome i    and the   chromosomes    on   and the 

bit crossing formula is: 

{
  
  (   )  

     
 

  
  (   )  

     
   

In Formula (24):   represents a random number, and 
     . 

e) Design of mutation operation: The mutation 

operation is implemented to preserve the global search 

capability in the initial iterations of the algorithm while also 

ensuring local search capability and stability during the later 

stages [25]. Consequently, the design assigns equal 

probabilities for individual mutation and crossover operations. 

These probabilities are determined based on the individual 

fitness value and the number of algorithm iterations [26]. The 

calculation formula is: 

     .          
      

  (       ())
/
    

 

In Formula (25):     is the probability of the ith individual 
at the time of t variation,       represents the maximum 
probability of variation, 0.005,       represents the minimum 

probability of variation. Gene j on chromosome i   
 
and the 

variation formula of is: 

   

   

max

min

, 0.5

, 0.5

j j j

i i ij

i j j j

i i i

X X X f t
X

X X X f t





   
 

    

In Formula (26):      
 

express the upper bound of gene   
 
, 

     
 

 express the lower bound of gene   
 
,  represents the 

current number of iterations,   represents a random number, 
and       . 

f) Determination of population size and iteration 

number: Since there are many undetermined parameters in the 

back-propagation neural network, the selected population size 

is 100 to ensure global optimization; The number of iterations 

is 500 to ensure the complete convergence of the algorithm. 

Fig. 2 illustrates the flowchart of the back-propagation neural 

network model that incorporates an improved genetic 

algorithm. 

The steps to optimize the back-propagation neural network 
using the improved genetic algorithm are as follows: 

Step 1: Pre-process the urban human settlements' 
environmental quality evaluation index data, determine the 
network structure of the back-propagation neural network, and 
determine the coding method; 

Step 2: Determine the fitness function and repeatedly 
select, cross, and mutate the initial population until the fitness 
value of a chromosome reaches the preset standard; 

Step 3: Compute the output of each node in the hidden 
layer and the output layer sequentially, followed by the 
calculation of the output error for each node in the output layer. 

Step 4: If the output error does not meet the accuracy 
requirements, update the weights and thresholds of each layer 
based on the error back-propagation process, and utilize the 
updated weights and thresholds to calculate the output error. 
Repeat this process iteratively till the output error satisfies the 
desired precision criteria, and then the teaching is over. 
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Fig. 2. Flow chart of back-propagation neural network model on the basis of improved genetic algorithm. 

III. EXPERIMENTAL RESULTS 

This paper studies the urban residential environment quality 
assessment algorithm on the basis of the back-propagation 
neural network. In order to verify the application effect of this 
method in the urban residential environment quality 
assessment, a region is selected as the research object. The 
region contains nine cities, which are represented by A-I as 
shown in Fig. 3. The method in this paper is used to evaluate 
the urban residential environment quality in the study area. The 
results are as follows: 

A. Data Source and Processing 

The data used in the process of qualitative assessment of 
people's habitation of the research object using this method 
mainly include environmental data, population data, vector 
water network distribution data and basic geographic data. In 
the process of data collection, relevant data are obtained 
through various channels such as government statistics bureau, 
environmental monitoring department, professional research 
institutions and open data platforms. These data sources 
provide various indicators of urban environmental quality, such 
as air quality, water quality, noise level and green space 
coverage rate. In order to ensure the reliability and validity of 
the data, the data are verified and calibrated. Through data 
sampling and the integration of multiple data sources, the 
representativeness and reliability of data are improved, and 
residents' subjective feelings and evaluation on the quality of 

urban human settlements are obtained by means of field 
surveys and questionnaires, so as to increase the 
comprehensiveness and objectivity of the research. The data 
sources and corresponding processing processes are shown in 
Table II. 

Based on the processing results of various types in Table II, 
the evaluation index data used in the process of urban human 
settlements' environmental quality assessment is obtained. 
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I

 
Fig. 3. Overview of the study area. 
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TABLE II.  DATA SOURCES AND CORRESPONDING PROCESSING 

Data type Relevant content Main sources Processing technology 

Environmental 

data 

Temperature, relative 

humidity, precipitation, 
etc 

Regional Meteorological Station 

Resource Library 

For various types of data, the Kriging method, spline method, and 

inverse gradient distance square method are used for interpolation 
processing to obtain regional meteorological element layers 

Digital Elevation Model Global GTO-PO30 
Adopting the conic projection of double standard weft lines with positive 

axis area to obtain 0.5km × Digital elevation model map of 0.5km area 

NDVI Earth Science Data Sharing Center - 

Demographic 

data 
Demographics Regional Statistical Yearbook - 

Basic 

geographic 

data 

Traffic distribution vector 

data 

Data Center of the Chinese Academy 

of Sciences 

Build a 0.5km × 0.5km grid, determine the water network density of the 
grid through spatial analysis, and convert it to a 0.5 km × Grid scale of 

0.5 km 

Distribution data of social 
settlements 

Earth Science Data Sharing Center 
On the basis of the data gathered using the sharing centre and combined 
with the latest map implementation comparison and optimization 

Economic 

data 

Various economic data 

within the region 
Regional Statistical Yearbook - 

B. Training and Parameter Adjustment 

By utilizing the Nprtool toolbox in MATLAB R2012b 
software, the neural network is trained and evaluated, the data 
import, data pre-processing, establishment and training of 
neural networks, and the use of error mean square and 
confusion matrix are automatically completed to analyze the 
modelling effect of back-propagation neural networks used in 
this evaluation method. The back-propagation neural network 
is constructed with two-layer feedforward architecture. The 
transmision function employed in the covered up one is the 
sigmoid, while the entire network is trained using the variable 

gradient algorithm. 1000 training demos are consumed for 
training and learning. In which, the training set consists of 700 
samples, the verification set comprises 150 samples, and the 
rest 150 demos are allocated to the set of test. After several 
iterations, the optimal number of neurons in the hidden layer 
for the back-propagation neural network is determined as 10, 
with a training target error set to 0. To mitigate overfitting, the 
maximum number of training iterations for the neural network 
is set at 1000. The maximum number of validation set failures 
is set to 6. The training process and parameters are shown in 
Fig. 4. 

  
(a) Mean squared error Gradient analysis. 

  
(b) Cross-validation failed learning rate. 
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(c) Output accuracy. 

Fig. 4. Parameter adjustment process of back-propagation neural network training set. 

It can be seen from Fig. 4 that the back-propagation neural 
network used in this method can stop training after 110 times 
of training, and the error is 0.02244. Among them, it can be 
seen that the gradient of the back-propagation neural network 
is declining in the training process, which conforms to the 
characteristics of back-propagation neural network error back-
propagation. The accuracy of the evaluation results obtained by 
substituting the training data back into the neural network 
model is 96.3%. 

C. Evaluation Results 

The trained back-propagation neural system is for 
evaluating the quality of urban human settlements in nine cities 
within the study object, and the evaluation results are shown in 
Table III. 

According to the analysis of Table III, the urban residential 
environment quality of nine cities in the study object was 
evaluated using the method in this paper, and the results 
showed that the quality of the urban residential environment in 
G city was excellent; The qualitative assessment of people's 
habitations in cities A, D, E and F is average; However, the 
qualitative assessment of people's habitations in cities B, C, H 
and I is slightly polluted. At the same time, the obtained results 
from this approach align perfectly with the actual conditions of 
each city, indicating the method's capability to complete the 
qualitative assessment of people's urban habitations accurately. 

TABLE III.  EVALUATION RESULTS OF THE STUDY OBJECT 

City number Evaluate Results Actual situation 

A Average quality Average quality 

B Slightly polluted Slightly polluted 

C Slightly polluted Slightly polluted 

D Average quality Average quality 

E Average quality Average quality 

F Average quality Average quality 

G Superior in quality Superior in quality 

H Slightly polluted Slightly polluted 

I Slightly polluted Slightly polluted 

D. Analysis of the Improvement Effect of Urban Residential 

Environment Quality 

This method is used to complete the qualitative assessment 
of people's habitations in all cities within the study object. The 
assessment outcomes gathered from the algorithm are utilized 
to optimize the quality of human settlements in various cities. 
Compare the fluctuation of human settlements' environmental 
quality assessment grades in different cities before and after the 
assessment using this method, and the results are shown in Fig. 
5. 

 
Fig. 5. Fluctuation of the assessment levels of people's habitations quality in 

different cities. 

From the results in Fig. 5, it can be seen that after 
evaluating the quality of human settlements in different cities 
using this method, most cities have shown a certain degree of 
improvement after environmental optimization, further 
verifying the effectiveness and feasibility of this method in 
evaluating the quality of urban human settlements. 
Specifically, except for the relatively high initial evaluation 
results of City G, which do not require environmental 
optimization, all eight other cities have achieved further 
improvement after environmental optimization. This means 
that using the method presented in this article can accurately 
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identify areas that need improvement and provide 
corresponding optimization strategies, thereby improving the 
quality of urban living environment. This result further 
demonstrates that the method proposed in this paper has good 
evaluation performance and provides effective solutions for the 
quality of human settlements in different cities. It helps urban 
planners and policy makers to better understand the current 
state of human settlements in cities and take corresponding 
measures to improve their quality of life. 

IV. DISCUSSION 

In the study of the evaluation method of urban human 
settlements based on back propagation neural network, this 
method is applied to evaluate and improve the urban 
environmental quality. By constructing an appropriate index 
system and training a back propagation neural network 
evaluation model with good generalization ability, the situation 
of urban human settlements can be accurately evaluated and 
scientific basis can be provided for urban planning and 
management. 

Through this study, it is found that the evaluation method 
of urban human settlements quality based on back propagation 
neural network has some remarkable advantages. Firstly, this 
method can integrate multiple environmental factors and socio-
economic factors, and comprehensively consider the 
comprehensiveness and complexity of urban human 
settlements. Secondly, the back propagation neural network has 
strong fitting ability and generalization ability, and performs 
well in dealing with nonlinear relations and predicting future 
trends. Finally, this method can be flexibly adjusted and 
optimized according to the actual needs and data, and has high 
operability and adaptability. 

V. CONCLUSION 

This research focuses on the qualitative assessment of 
people's urban habitations through a backpropagation neural 
system method. An assessment model is constructed using the 
back-propagation neural network, and an improved genetic 
algorithm is introduced to address the issues of local 
optimization and slow convergence commonly associated with 
the back-propagation neural network. Additionally, the 
optimization of the initial weights and thresholds of the 
network is addressed, ensuring the stability of the algorithm 
and overcoming the shortcomings of the back-propagation 
neural network algorithm. Through experiments, the following 
conclusions are obtained: 

1) After 110 times of training, the BP neural network used 

in this method can stop training, and the error is 0.02244. 

According to the characteristics of back propagation neural 

network, the accuracy of evaluation results obtained by 

substituting training data into neural network model is 96.3%. 

2) This method can accurately evaluate the quality of 

urban human settlements. 

3) The method in this paper has good evaluation 

performance for the quality of human settlements, which can 

effectively promote the improvement of the quality of urban 

human settlements. 

There are some limitations in the study of this method in 
practice, such as the lack of availability and completeness of 
data. Although there are many data sources to choose from, the 
data of some urban environmental indicators may be lacking or 
incomplete, which affects the accuracy and reliability of the 
evaluation model. Future research can solve this problem by 
improving the coverage and quality of data collection and 
monitoring systems, or by integrating multiple data sources. At 
the same time, the construction of evaluation index system is 
still a challenge. At present, there are still subjectivity and 
limitations in the selection of evaluation indicators and the 
distribution of weights, and there is still a lack of unified 
standards and systems. Further research can explore a more 
scientific, comprehensive and objective evaluation index 
system, taking into account social and economic factors, 
residents' subjective feelings and other factors, so as to evaluate 
the quality of urban human settlements more comprehensively. 
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Abstract—The study proposes a recognition method based on 

skeleton data to address the basketball action recognition, 

especially those posed by viewpoint changes in videos. The key of 

this method is to extract geometric features of viewpoint 

invariance and combine them with spatio-temporal feature fusion 

techniques. In addition, the study constructs a dynamic 

topological map of the human skeleton based on long and 

short-term neural networks to improve the model performance. 

The experimental results showed that the research method had 

an average accuracy of 97.85% for Top-5 metrics on the Kinetics 

dataset and 97.82% for Top-5 metrics on the NTU RGB+D 

dataset. It is significantly better than the other three 

state-of-the-art methods. According to the experimental results, it 

achieves efficient and stable basketball action recognition, which 

is significantly superior to existing methods. This research not 

only provides a more efficient method for basketball motion 

recognition, but also provides valuable references for other 

sports action recognition fields. 

Keywords—Skeleton data; perspective invariance; geometric 

features; basketball recognition; spatio-temporal feature fusion 

I. INTRODUCTION 

Basketball, as a global sport, not only attracts countless 
spectators and enthusiasts, but also becomes the focus of 
in-depth discussions in academic research and business. With 
the development of technology, analyzing the importance of 
basketball matches from a technical perspective is becoming 
increasingly prominent [1]. Among them, basketball action 
recognition technology plays an important role in player skill 
analysis and training assistance [2]. However, traditional 
visual basketball action recognition methods rely on the 
analysis of continuous video frames. They are limited by 
background noise, complex environments, and especially the 
change of camera viewpoints, which makes the action 
recognition face great challenges [3]. Skeletal data provide a 
more abstract and concise representation of movements than 
traditional methods, and are more effective in resisting the 
effects of perspective changes [4]. However, due to the poor 
fusion effect of spatio-temporal features in skeleton data, the 
accuracy of existing recognition models is not ideal [5]. To 
address this problem, the study proposes a novel basketball 
sports recognition model, which is based on viewpoint 
invariant geometric features and aims to improve the accuracy 
and robustness of skeleton data recognition. In addition, the 
study also explores the method of constructing a dynamic 
topological map of the human skeleton to further improve the 
model performance. This study consists of five parts. The first 

part is an overview of this study. The second part is a 
summary of relevant research. The third part has two sections. 
Firstly, a dynamic topology map of the human skeleton is 
constructed. The second section introduces a basketball 
motion recognition method based on perspective invariant 
geometric features. In the fourth section, the proposed method 
is tested on a dataset and in a real environment. The results are 
analyzed. The fifth section is a summary and outlook for this 
study. This study develops a new basketball action recognition 
system. It not only utilizes skeleton data more efficiently, but 
also shows significant improvement in both recognition 
accuracy and robustness. It is expected that this study can 
provide strong technical support for basketball game analysis, 
teaching assistance and other related applications. 

II. RELATED WORKS 

In the action recognition, feature extraction and fusion are 
the foundation of accurate recognition. Therefore, a large 
number of scholars have conducted in-depth research on this 
field [6]. Zhou W et al. proposed a novel feature fusion 
network to improve the performance of object detection under 
low light and uneven lighting conditions. This study applied a 
cross modal fusion module to fuse the corresponding size 
features of target detection and thermal modes. Then, the 
bidirectional reverse fusion module was used to achieve 
bidirectional fusion of foreground and background 
information. In the experimental results, the proposed feature 
fusion network was superior to other advanced methods [7]. 
Zhang X et al. proposed a network that combined multi-scale 
hierarchical feature fusion and mixed convolutional attention 
to solve the single image defogging in image recognition. By 
fusing multi-scale layered features, the haze level and image 
structure information were accurately estimated, resulting in 
the restored image containing less residual haze. According to 
the experimental result, it exceeded the most advanced 
defogging algorithm [8]. Choi H et al. proposed a new 
multimodal image feature fusion module to solve the 
transmission line inspection.  The output of the multi branch 
feature extraction block was aggregated into an attention 
vector in the channel attention block. Each input feature was 
recalibrated. According to the experimental result, it was 
superior to the single mode input [9]. 

With the emergence of various optimization techniques, 
the improved action recognition models are gradually 
receiving attention. To solve the distinguishable feature 
extraction in skeleton action recognition model, Song Y F et al. 
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embedded an advanced separable convolutional layer into the 
Multiple Input Branches network. The research constructed an 
efficient Graph Convolutional Network (GCN) baseline. A 
composite extension strategy was designed to synchronously 
extend the width and depth. In the NTU 60 dataset testing, the 
accuracy reached 92.1% [10]. Li M et al. proposed a 
symbiotic graph neural network for 3D skeleton motion 
recognition. The network structure included a basic part, an 
action recognition part, and a motion prediction part. In the 
backbone network, a multi-scale GCN based on joints and 
parts was used to extract key features. Compared with the 
current methods, the method had better performance on all 
four datasets [11]. Li C et al. proposed a new temporal and 
spatial recalibration method to address the complex changes in 
skeletal joints in motion recognition. The research constructed 
a novel temporal attention mechanism based on residual 
learning to calibrate the frames of skeleton data. Compared 
with the most advanced methods, the research method 
significantly improved performance. It had the best results on 
six action recognition datasets [12]. 

In summary, there have been many studies in the action 
recognition, especially in feature extraction and fusion. 
However, most of these studies have focused on improving the 
performance of object detection under specific environmental 
conditions, specific problems in image processing, or specific 
applications. These approaches are often not applicable to 
complex sports scenarios, especially in basketball action 
recognition. They fail to adequately address the challenges 
posed by changes in perspective [13]. This research fills this 
gap by proposing a new basketball motion recognition model. 
It focuses on extracting viewpoint-invariant geometric features 
from skeleton data and incorporates spatio-temporal feature 
fusion techniques. Compared with existing studies, the 
innovation of the study is follows. It proposes an action 
recognition method for complex sports scenarios, which 
specifically addresses the viewpoint invariance in basketball. 
Further, the study effectively improves the accuracy and 
robustness of the model by constructing a dynamic topological 
map of the human skeleton based on long and short-term 
neural networks. In contrast to existing research in GCNs, 
symbiotic graph neural networks, and temporal re-space 
recalibration methods, the study focuses on combining action 
recognition with perspective invariance. It is an area rarely 
covered in existing research. As a result, the study not only 
makes significant improvements in the efficiency and 
accuracy of basketball action recognition, but also provides a 
new perspective to explore the action recognition problem. It 
provides a valuable reference for research in this area. 

III. CONSTRUCTION OF BASKETBALL MOTION 

RECOGNITION MODEL BASED ON PERSPECTIVE INVARIANT 

GEOMETRIC FEATURES IN SKELETON DATA EXTRACTION 

To achieve more efficient and stable basketball motion 
recognition results, the study optimizes the model from two 
aspects. Firstly, based on short-term and short-term memory 
neural networks, a dynamic topology map of the human 
skeleton is constructed to provide more accurate data support 
for the recognition model. Then, a new spatio-temporal feature 
fusion method is proposed based on the perspective invariant 
geometric features extracted from skeleton data. On this basis, 

the research constructs a basketball motion recognition model. 

A. Dynamic Topology Map Construction of Human Skeleton 

Basketball action recognition based on human skeleton 
data aims to identify the types of actions represented by 
human skeleton time series. Traditional recognition methods 
have two categories. One is based on manual features, which 
mainly capture the dynamic relationships of joints through 
manual design features. The second is based on deep learning. 
It conducts end-to-end modeling with recurrent neural 
networks to capture joint information [14]. In practical 
scenarios, an action consists of multiple video frames. It is 
difficult to accurately display the dependency relationship 
between joints and bones by manually creating a topology 
map. The individual training and parameters for each video 
frame not only require a large amount of computation, but 
may also lead to catastrophic forgetting. Therefore, the 
research adopts a continuous learning method. The Long 
Short-Term Memory (LSTM) is utilized to dynamically 
construct the topology map of the human skeleton to improve 
the recognition performance of the basketball motion 
recognition model. The human skeleton sequence is composed 
of continuous human skeleton frames. Each frame is a set of 
joint coordinates and coordinates confidence. The definition of 
the human skeleton sequence is shown in Eq. (1). 

 1 2, ,..., TVT VT VT VT
    (1) 

In Eq. (1), T  represents the number of human skeleton 

frames. iVT  represents the i -th human skeleton frame in the 

human skeleton sequence. iVT  is composed of joint points 

containing spatio-temporal information, as shown in Eq. (2). 

 1 2, ,..., (1 )i NVT V V V i T  
  (2) 

In Eq. (2), N  represents the joint points in the human 

skeleton frame. The i -th joint point iV  in the human 

skeleton frame is shown in Eq. (3). 

(1 ) ( , , )i i i iV i N x y score  
   (3) 

In Eq. (3), ( , )i ix y  represents the position information of 

the joint point. iscore  represents the confidence information 

of the joint position. Therefore, the dimension of the human 

skeleton sequence is ( , , )T N C . C  is the position vector 

dimension. The dynamic topology diagram of the human 
skeleton is shown in Fig. 1. 

In data preprocessing, firstly, normalize the joint feature 
vectors. Then, convert skeleton sequences from different 
positions to the same position to promote convergence. A 
relationship graph is a many to many graph structure that 
exists between nodes. Convert multiple diagrams into a set of 
relationship triplets, as shown in Eq. (4) [15]. 

 ( , , )u r v V E V  
   (4) 

In Eq. (4), u  and v  are entities. r  represents a 

relationship between entities. Therefore, encode multiple 
human bone sequence datasets into relational triplet sequence 
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datasets. Based on the multi relationship features of human 
skeleton data, Eq. (5) defines a sequence of triples. 

 ( , , ) 1 ,1i ij jRT VT r VT i T j T    
  (5) 

After obtaining the relational triplet dataset, the features 
need to be decoupled. The feature decoupling module extracts 
entities and feature embedding vectors from a triplet dataset. 
Then, based on the association between independent joints in 
each action, the video frames of the triplet sequence are 
decomposed into multiple features to learn the embedding 
vectors of the entities. At the same time, encode the action 
types to learn the embedding vectors of relationship features. 
Entity feature decouples a single video frame into multiple 
features. Then the embedded feature vectors of each joint 

feature are learned separately. Therefore, the entity iVT V  

represented by each single video frame is transformed into a 
set of multiple independent joint points, as shown in Eq. (6). 

1 2, ,...,L NVT V V V      (6) 

In Eq. (6), d
LVT R . d  represents the vector dimension. 

After performing one-hot encoding on the action type, the 
study uses embedded feature vectors to represent action 
analogies, thereby constructing a dynamic topology map. The 
vectors obtained from the feature decoupling module are used 
to construct skeleton topology maps for different action 
categories. Firstly, the K-means is applied to cluster the 
relationship feature vectors representing action categories. 
Then the dataset is grouped based on the clustering center. 
Next, based on the action categories encoded by one-hot, 
combined with the attention mechanism and the partial update 
strategy, the study constructs a topology diagram for each type 
of action. Eq. (7) defines the i -th training set. 

1 1 1{( , , ),..., ( , , )i i i i i iT T T T T T
i m m mT u u v u u v

   (7) 

In Eq. (7), m  represents the instance number of iT . For a 

skeletal relationship triplet, the research uses the attention 
mechanism to extract the relevant joint features of continuous 

video frames iVT  and their relationship ijr .  Triple 

( , , )i ij jVT r VT  is assigned N  attention weights.  Eq. (8) 

shows the importance 
i
r  of the i -th joint point in the 

current relationship r . 

1

( )

( )

i
i r
r N

j
r

j

exp

exp










    (8) 

In Eq. (8), j
r  represents the importance of the j -th 

joint point in the current relationship r . Then, the research 

adopts the video frame iVT  with the highest attention weight 

and the first i  joint points. Different features are used to 

construct a relationship topology diagram for this action 
category, as shown in Fig. 2. 

In Fig. 2, a single skeleton frame contains 18 embedded 
feature vectors. The red leg nodes are the first six joint 
features most relevant to this action. The model experiences 
forgetting when updating parameters. Therefore, the study 
introduces a partial update strategy to dynamically adjust the 
topology map. When connecting a new skeleton relationship 
triplet, the model first identifies the parts related to the new 
data in the existing skeleton relationship graph. However, this 
only updates highly relevant features. Due to the complex 
connections between nodes, new data may affect multiple 
existing nodes. Therefore, activate the nodes directly or 
indirectly connected to it. Based on feature similarity, perform 
selective updates and further optimize computational 
efficiency. Finally, perform local updates on joint features that 
are highly similar to the new data. 

B. Basketball Movement Recognition Based on Perspective 

Invariant Geometric Features 

In modern basketball, numerous factors can easily affect 
target action recognition, such as local occlusion, rapid 
movement, and noise caused by inherent unstable factors in 
cameras 

[16]
. These factors can cause the collected joint points 

to shake, resulting in a large amount of noise. Fig. 3 displays 
the schematic diagram of human joint shaking. 
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Fig. 1. The Process of human skeleton motion recognition based on dynamic topology graph. 
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Fig. 2. Schematic diagram of feature encoding. 
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Fig. 3. Schematic diagram of human joint shaking. 

In Fig. 3, when joint point A  experiences shaking and 
moves to 'A , the shaking path is a periodic rotation around 
the joint BC . The rotation radius is AC , and the angle is 

 . The joint point A  or conventional geometric 

characteristics used as network input may lead to system 
stability issues [17]. In addition, in cross perspective testing, 
apply two Kinect devices to calculate the three-dimensional 
coordinates of human bones. This calculation uses different 
projection centers, which may also introduce interference [18]. 
To address these challenges, a few feature representations that 
are not sensitive to three-dimensional spatial transformations 
of skeleton data are proposed. It is named the Planes of 3D 
Joint Motions Vector (P3DJMV). Cosine similarity is the 
primary distance comparison method for this research, 
primarily because it focuses on measuring directional 
similarity between vectors rather than the size. This property 
is particularly important for basketball motion recognition 
because the study focuses more on capturing and comparing 
features of the motion patterns rather than the absolute size of 
the action. In addition, cosine similarity typically performs 
well when dealing with high-dimensional data, which is 
particularly useful for research application scenarios that 
analyze complex motion data. Since it is based on directional 
similarity, cosine similarity naturally ignores differences in the 
size of the data. When comparing, it is possible to fairly 
handle different sizes of motion patterns. P3DJMV uses the 

cosine angle between vector 
AB
  and vector 

AC
  as the 

feature descriptor for skeleton data. In this way, even if point 
A  shakes to point 'A , it will not follow the shaking due to 

point A  shaking. In the plane S  composed of A , B , and 

C , the angles   and '  are approximately equal. To 

explore the spatial variation of joint points, a feature 
representation based on node momentum (FRNM) is also 
designed, as shown in Fig. 4. 

P V
m 

 
Fig. 4. Schematic diagram of feature FRNM. 

Fig. 4 shows the FRNM visualization diagram of a 
basketball player's catch movement. The end node of the 
athlete's left hand is the target node, displaying its continuous 
changes in space. The arrow direction represents the motion 
direction of the target node. The length roughly reflects the 
motion speed. P3DJMV aims to simplify the 
three-dimensional spatial into a one-dimensional angular 
space, as displayed in Fig. 5. 
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Fig. 5. P3DJMV feature visualization. 
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Unlike P3DJMV, FRNM essentially treats human joint 
points as a particle [19]. The particle mass is 1. Momentum 
represents the trajectory of particles. The human skeleton data 
contains 25 nodes. It is simplified to 20 nodes. Then, solve for 
the average and standard deviation of the entire dataset. The 
data meets the standard normal distribution through 
standardized processing. Afterwards, FRNM arranges groups 
from these 20 joints to extract possible planes, with a total of 
1140 possibilities. Eq. (9) represents these planes expressions. 

 , , , [1,1140] , , [1,20]p i j kC p p p p N i j k N   
  (9) 

In Eq. (9), ip
, jp , and kp

 represent three joint points. 

p
 represents a plane. The three points ip

, jp  and kp
can 

obtain three vectors, as shown in Eq. (10). 

(1) ( , , )

(2) ( , , )

(3) ( , , )

x x y y z z
p i j i j i j

yx x y z z
p i k i i kk

yx x y z z
p k j j k jk

V p p p p p p

V p p p p p p

V p p p p p p

    



   


      (10) 

In Eq. (10), the cosine value (1)pV , (1)pV , and (1)pV  

are shown in Eq. (11). 

The P3DJMV is stacked in the tensor form of F H W  . 

F  represents the frames. H  represents length. W  

represents the width. The node is abstractly represented as a 
physical particle. The mass is 1. The particle momentum is 

mv  , and m  is 1. If the trajectory of the physical particle 

is differentiated, then v  can be obtained by differentiating 

the distance of the particle's motion per unit time, as shown in 
Eq. (12). 
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     (12) 

In Eq. (12), t  represents the motion time. The FRNM is 

stacked as a geometric manifold F H W  . F  represents 

the frames. H  represents length. W  represents the width. 

Finally, P3DJMV and FRNM are fused and input into the 
prediction network. The research constructs the model based 
on 2D ResNet18. Its spatial down sampling remains 
unchanged. The first layer convolution is used to update the 
weights of each P3DJMV vector. In the spatio-temporal 
feature learning stage, each construction layer undergoes batch 
normalization and activation functions [20]. Finally, the two 
proposed features are fused after the fully connected layer. 
The research constructs a basketball motion recognition model 
based on perspective invariant geometric features extracted 
from skeleton data, as shown in Fig. 6.
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Fig. 6. Basketball movement recognition model based on skeleton data. 

IV. EXPERIMENTAL ANALYSIS 

To improve the basketball motion recognition performance, 
the research proposed the basketball motion recognition model 
based on perspective invariant geometric features extracted 
from skeleton data. The dynamic topology map of the human 
skeleton was constructed to provide better output for 
recognition models. Then, a basketball motion recognition 
model based on perspective invariant geometric features was 
designed. To verify the effectiveness, test experiments were 
designed on datasets and real environments. The experimental 
results were analyzed. 

A. Test Results in the Dataset 

The dataset used in the experiment was two publicly 
available large-scale behavior recognition datasets, Kinetics 
and NTU RGB+D. Kinetic was a human behavior dataset that 
contained 300000 edited videos and 400 types of actions. The 
basketball movement segments were divided into training sets 
and validation sets. The second generation Kinetics depth 
sensor collection constituted the NTU RGB+D collection, 
with a total of 56000 edited action videos. To verify the 
validity of the research method, the experiments were 
conducted in the same environment. In the software 
architecture of the experimental system, this study 
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implemented five core modules, which were the Hikvision 
video capture module, the Noiton motion capture module, the 
Kinect somatosensory camera module, the Linux-based WiFi 
data acquisition module, and the synchronization control 
system used to coordinate these modules. Except for the 
Linux-based WiFi data acquisition module, all other modules 
ran on Windows 10 operating system. The research utilized 
the TCP/IP protocol to communicate with various collection 
subsystems, achieving data collection and storage operations. 
After precise testing, the system could ensure that the message 
synchronization error was within 100 milliseconds. In addition, 
the each acquisition module was flexible, which could work 
together on multiple hosts as well as operate independently. It 
enhanced the adaptability and reliability of the system. The 
experimental hardware environment was shown in Table I. 

TABLE I. INTRODUCTION TO EXPERIMENTAL ENVIRONMENT 

Name Configuration Introduction 

CPU Intel Core i9-10920X CPU@3.50 GHz 

GPU NVIDIA1 GeForce RTX 3080Ti 

Running memory 32GB 

Operating system Windows 10 

Programming Language Python 

Development environment Anaconda 3+python 3.6+pytorch 1.9 

Top-1 and Top-5 classification accuracy were applied to 
evaluate recognition performance. The Top-1 indicator 
represented the probability that the first ranked category in the 
predicted category score vector was a true category. The Top-5 
indicator represented the probability that the top five 
categories in the predicted category score vector contained the 
correct category. The proposed methods were compared with 

advanced methods, including Feature Encoding (Feature ENC) 
[21], Deep LSTM based on Recurrent Neural Network (RNN) 
[22], and Residual Temporal Convolutional Network 
(Res-TCN) based on Convolutional Neural Network (CNN) 
[23]. Among them, Feature ENC could effectively extract and 
encode key features, which improved the model's ability to 
recognize complex action patterns. The method demonstrated 
excellent performance in dealing with different types of action 
data, which was crucial for identifying diverse and complex 
basketball motions. Deep LSTM was suitable for dealing with 
time-series data. It combined the spatial feature extraction 
ability of CNN with the advantages of time series data 
processing. The residual network structure could avoid the 
gradient vanishing problem in deep network training, which 
represented the most advanced technology currently used to 
handle complex action sequences. The performance of 
different algorithms during training iterations was shown in 
Fig. 7. 

Fig. 7 (a) showed the iterative loss curve on the Kinetics 
dataset. From the graph, the method proposed in the research 
showed significant differences from the other three methods 
after 20 iterations. The proposed method achieved lower loss 
values with faster iteration speed. When the iterations were 
140, the loss of the research method was 3.52. The loss values 
for Feature ENC, Deep LSTM, and Res-TCN were3.85, 3.89, 
and 3.98, respectively. Fig. 7 (b) showed the iterative loss 
curve on the NTU RGB+D dataset. From the graph, the 
method demonstrated better performance after 20 iterations. 
When the iterations were 100, the loss value was 0.82. The 
other three methods were 1.18, 1.32, and 1.26, respectively. 
The results on the test set demonstrated the effectiveness of 
this method. The Top-1 indicator results of different 
algorithms were shown in Fig. 8. 
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Fig. 7. Curve of loss value with number of iterations. 
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Fig. 8. Comparison results of Top-1 indicators. 
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Fig. 9. Comparison results of Top-5 indicators. 

Fig. 8 (a) showed the Top 1 standard accuracy. From the 
graph, the accuracy exceeded the other three methods. The 
average accuracy of the method in 20 tests was 43.52%, while 
the other three methods were 30.85%, 29.65%, and 27.34%, 
respectively. Fig. 8 (b) showed the Top 1 standard accuracy on 
the NTU RGB+D dataset. From the graph, the accuracy was 
higher than the other three methods in most tests. The average 
accuracy of the method in 20 tests was 40.52%. The other 
three methods were 34.12%, 32.07%, and 31.67%, 
respectively. From the experimental results, the research 
method had higher accuracy. The performance on the Kinetics 
dataset was superior to that on the NTU RGB+D dataset. The 
Top-5 indicator results of different algorithms were shown in 
Fig. 9. 

Fig. 9 (a) showed the Top-5 standard accuracy on the 
Kinetics dataset. From the graph, the accuracy exceeded the 
other three methods. The average accuracy in 20 tests was 
97.85%. The other three methods were 90.81%, 89.95%, and 
89.27%, respectively. Fig. 9 (b) showed the Top-5 standard 
accuracy on the NTU RGB+D dataset. The accuracy also 
exceeded the other three methods. The average accuracy in 20 
tests was 97.82%. The other three methods were 92.08%, 
90.11%, and 91.73%, respectively. From the experimental 
results, compared to the current advanced three methods, the 
proposed method significantly improved the accuracy of the 
Top-5 evaluation index, verifying the effectiveness of this 
method. 
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B. Real Environment Application Analysis 

To evaluate the performance of the basketball motion 
recognition model based on perspective invariant geometric 
features extracted from skeleton data in real environments, it 
performed motion recognition experiments on 80 volunteers. 
This study first used a confusion matrix to evaluate the 
performance of the basketball motion recognition model. The 
confusion matrix displayed the correspondence between the 
recognition results of each category and the actual results. It 
helped to understand the performance of basketball action 
recognition models in different categories, such as which 
categories were accurately identified and which categories 
were easily confused. By analyzing the confusion matrix, the 
researcher could identify and improve the weaknesses of the 
model, such as increasing the recognition rate or reducing 
misclassification. The research divided basketball motions into 
six categories, including shooting, dribbling, layups, passing, 
and grabbing the board. It performed 280 recognition tests for 
each action category. Fig. 10 displayed the test results. 

Fig. 10 (a) showed the recognition results of the research 
method. The average correct recognition quantity for each 
category was 269.6. The expected correct recognition quantity 
was 280. Therefore, the average accuracy of the research 
method was 96.3%. Fig. 10 (b) displayed the recognition 

results of Feature ENC. The average correct recognition 
quantity for each category of Feature ENC was 247.8. The 
expected correct recognition quantity was 280. Therefore, the 
average accuracy of Feature ENC was 88.5%. Fig. 10 (c) 
showed the recognition results of Deep LSTM. The average 
correct recognition number for each category in Deep LSTM 
was 249.2. The expected correct recognition number was 280. 
The average accuracy of Deep LSTM was 89.0%. Fig. 10 (d) 
showed the recognition results of Res-TCN. The average 
correct recognition number for each category in Res-TCN was 
240.4. The expected correct recognition number was 280. The 
average accuracy of the research method was 85.86%. From 
Fig. 10, the correctly identified color bands in research 
methods had darker colors, while the incorrectly identified 
color bands had lighter colors. This indicated that it still 
outperformed the other three advanced methods in real-world 
testing. To further validate the performance of the proposed 
model, the study increased the number of experiments to 20 
and used recall rate as an indicator. The recall rate was the 
proportion of positive category samples (e.g., a specific 
basketball action) correctly recognized by the model to all 
actual positive category samples. This metric was particularly 
important for evaluating the recognition ability. The results 
were shown in Fig. 11. 
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Fig. 10. Results of basketball motion recognition using different methods. 
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Fig. 11. Comparison of recall of different methods. 

Fig. 11(a) showed the action recognition results in 1-to-1 
basketball game. The recall of the research method was 
significantly higher than that of the other three methods. In 20 
tests, the average recall rate was 96.35%, while the average 
recall rate of the other three methods was below 90%. Fig. 
11(b) showed the action recognition results in 3-to-3 
basketball game. The average recall of the research method 
reached 94.02% in 20 tests. The average recall of the other 
three methods was below 90%. From the recall experiments, 
the recognition performance of the constructed model was 
significantly better than other methods in different 
environments. Finally, to verify the computational complexity, 
the research compared the running times of the four 
recognition models. The results were shown in Fig. 12. 
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Fig. 12. Comparison of runtime of different recognition methods. 

In Fig. 12, the running time of the research method was 
718ms. The Feature ENC was 2114ms. TheDeep LSTM was 
1095ms. The Res-TCN was 1720ms. Compared to the other 
methods, the running time of the proposed method was 
decreased by 66.03%, 34.43%, and 58.26%. According to the 
results, the basketball motion recognition model based on 
perspective invariant geometric features extracted from 
skeleton data had faster recognition speed. 

V. CONCLUSION 

To improve the utilization of human bone data and build a 
more accurate and efficient basketball motion recognition 
model, the study first constructs a dynamic topology map of 

human skeleton. Then it serves as input to the recognition 
model, thereby removing interference from environmental 
information. Then, based on the perspective invariance in 
skeleton data extraction, the study proposes two feature 
representation methods, namely the 3D joint motion vector 
plane and the feature representation method based on node 
momentum. By fusing two feature representations, the 
spatio-temporal feature fusion of skeleton data is achieved, 
thus constructing a new basketball motion recognition model. 
In real-world testing, the proposed method had an average 
accuracy of 96.3% for each category. The average accuracy of 
Feature ENC was 88.5%. The average accuracy of Deep 
LSTM was 89.0%. The average accuracy of Res-TCN was 
85.86%. The results validated the effectiveness of this 
research. It demonstrated excellent performance in 
experiments. However, this research experiment uses 
single-mode data. Therefore, the recognition effect of 
multimodal data has not been verified yet. In the future, this 
method will be further optimized. Combined with other 
advanced machine learning technologies, this method will be 
improved to achieve better performance in a wider range of 
application scenarios. 

REFERENCE 

[1] ZHAO J, SHE Q, MENG M, CHEN Y. Skeleton Action Recognition 
Based on Multi-Stream Spatial Attention Graph Convolutional SRU 
Network. ACTA ELECTONICA SINICA, 2022, 50(7): 1579-1585. 

[2] Qin X, Li H, Liu Y, Yu J, He C, Zhang X. Multi‐stage part‐aware graph 
convolutional network for skeleton‐based action recognition. IET Image 
Processing, 2022, 16(8): 2063-2074. 

[3] Zhang P, Zhang J, Elsabbagh A. Lower limb motion intention 
recognition based on sEMG fusion features. IEEE Sensors Journal, 
2022, 22(7): 7005-7014. 

[4] Shu X, Yang J, Yan R, Song Y. Expansion-squeeze-excitation fusion 
network for elderly activity recognition. IEEE Transactions on Circuits 
and Systems for Video Technology, 2022, 32(8): 5281-5292. 

[5] Gao S, Yun J, Zhao Y, Liu L. Gait‐D: Skeleton‐based gait feature 
decomposition for gait recognition. IET Computer Vision, 2022, 16(2): 
111-125. 

[6] Song Z, Zhang Y, Liu Y, Yang K, Sun M. MSFYOLO: Feature 
fusion-based detection for small objects. IEEE Latin America 
Transactions, 2022, 20(5): 823-830. 

[7] Zhou W, Guo Q, Lei J, Yu L, Hwang J N. ECFFNet: Effective and 
consistent feature fusion network for RGB-T salient object detection. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

493 | P a g e  

www.ijacsa.thesai.org 

IEEE Transactions on Circuits and Systems for Video Technology, 
2021, 32(3): 1224-1235. 

[8] Zhang X, Wang J, Wang T, Jiang R. Hierarchical feature fusion with 
mixed convolution attention for single image dehazing. IEEE 
Transactions on Circuits and Systems for Video Technology, 2021, 
32(2): 510-522. 

[9] Choi H, Yun J P, Kim B J, Jang H, Kin S W. Attention-based 
multimodal image feature fusion module for transmission line detection. 
IEEE Transactions on Industrial Informatics, 2022, 18(11): 7686-7695. 

[10] Song Y F, Zhang Z, Shan C, Wang L. Constructing stronger and faster 
baselines for skeleton-based action recognition. IEEE transactions on 
pattern analysis and machine intelligence, 2022, 45(2): 1474-1488. 

[11] Li M, Chen S, Chen X, Zhang Y, Wang Y, Tian Q. Symbiotic graph 
neural networks for 3d skeleton-based human action recognition and 
motion prediction. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, 2021, 44(6): 3316-3333. 

[12] Li C, Xie C, Zhang B, Han J, Zhen X, Chen J. Memory attention 
networks for skeleton-based action recognition. IEEE Transactions on 
Neural Networks and Learning Systems, 2021, 33(9): 4800-4814. 

[13] Zhang C, Liang J, Li X, Xia Y, Di L, Hou Z, Huan Z. Human action 
recognition based on enhanced data guidance and key node spatial 
temporal graph convolution. Multimedia Tools and Applications, 2022, 
81(6): 8349-8366. 

[14] Zhang Z, Wang S, Liu C, Xie R, Hu W, Zhou P. All-in-one 
two-dimensional retinomorphic hardware device for motion detection 
and recognition. Nature Nanotechnology, 2022, 17(1): 27-32. 

[15] Oslund S, Washington C, So A, Chen T, Ji H. Multiview Robust 
Adversarial Stickers for Arbitrary Objects in the Physical World. Journal 
of Computational and Cognitive Engineering, 2022, 1(4): 152-158. 

[16] Choudhuri S, Adeniye S, Sen A. Distribution Alignment Using 
Complement Entropy Objective and Adaptive Consensus-Based Label 

Refinement for Partial Domain Adaptation. Artificial Intelligence and 
Applications. 2023, 1(1): 43-51. 

[17] Suneetha M, Prasad M V D, Kishore P V V. Sharable and unshareable 
within class multi view deep metric latent feature learning for 
video-based sign language recognition. Multimedia Tools and 
Applications, 2022, 81(19): 27247-27273. 

[18] Zhang K, Li Y, Wang J, Cambria E, Li X. Real-time video emotion 
recognition based on reinforcement learning and domain knowledge. 
IEEE Transactions on Circuits and Systems for Video Technology, 
2021, 32(3): 1034-1047. 

[19] Giannakeris P, Petrantonakis P C, Avgerinakis K, Vrochidis S, 
Kompatsiaris I. First-person activity recognition from micro-action 
representations using convolutional neural networks and object flow 
histograms. Multimedia Tools and Applications, 2021, 80(15): 
22487-22507. 

[20] Van Amsterdam B, Funke I, Edwards E, Speidel S, Collins J, Sridhar A, 
Stoyanov D. Gesture recognition in robotic surgery with multimodal 
attention. IEEE Transactions on Medical Imaging, 2022, 41(7): 
1677-1687. 

[21] Zhou Z, Dong X, Li Z, Yu K, Ding C Yang Y. Spatio-temporal feature 
encoding for traffic accident detection in VANET environment. IEEE 
Transactions on Intelligent Transportation Systems, 2022, 23(10): 
19772-19781. 

[22] Torres J F, Martínez-Álvarez F, Troncoso A. A deep LSTM network for 
the Spanish electricity consumption forecasting. Neural Computing and 
Applications, 2022, 34(13): 10533-10545. 

[23] Shang Z, Liu H, Zhang B, Feng Z, Li W. Multi-view feature fusion fault 
diagnosis method based on an improved temporal convolutional 
network. Insight-Non-Destructive Testing and Condition Monitoring, 
2023, 65(10): 559-569. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

494 | P a g e  

www.ijacsa.thesai.org 

Application of Data Mining Technology with 

Improved Clustering Algorithm in Library 

Personalized Book Recommendation System 

Xiao Lin
*
, Wenjuan Guan, Ying Zhang 

Library, Minjiang University, Fuzhou 350108, China 

 

 
Abstract—The information construction work of university 

libraries is becoming increasingly perfect. However, the massive 

amount of data poses significant challenges to the personalized 

recommendation of books. Cluster analysis has always been an 

important research topic in data mining technology, and it has a 

wide range of application fields. Clustering algorithm is a 

fundamental operation in big data processing, and it also has 

good application value in personalized recommendation of 

library books. To improve the personalized service quality of 

libraries, this study proposes a clustering algorithm based on 

density noise application spatial clustering. This study introduced 

a distance optimization strategy and Warhill algorithm to the 

proposed algorithm, to improve the difficulties in selecting initial 

parameter neighborhoods and density thresholds in traditional 

models, as well as computational complexity. Afterwards, this 

study will integrate the improved algorithm with the density peak 

algorithm to further improve the operational efficiency of the 

model. The performance verification of the model demonstrated 

superior clustering performance. The average accuracy of the 

proposed model's recommendation is 98.97%, indicating 

superiority. The practical application results have confirmed that 

there is a significant similarity between the books read by the 

readers and the books read by the target readers, and the 

effectiveness and feasibility of the proposed model have been 

verified. Therefore, the proposed model can contribute to the 

personalized recommendation function of libraries and has 

certain practical significance. 

Keywords—Peak density; distance optimization; warhill 

algorithm; collaborative filtering; book recommendations 

I. INTRODUCTION 

At present, the informatization work of university libraries 
has made great progress, but there are still problems such as 
too long time spent in retrieving information and documents 
[1]. There are a lot of library resources in university library, 
and there are a lot of data, which is easy to cause college 
students to blindly choose books in university library or do not 
know which books are suitable for them to read. Therefore, 
more and more attention is paid to the personalized 
recommendation of university library. At the same time, the 
development of artificial intelligence has brought new 
opportunities to the topic. Among them, the traditional 
intelligent data analysis methods mainly collect and analyze 
users' browsing records and information, excavate and analyze 
the collection of documents and resources, and realize the 
utilization of library resources [2]. However, large amounts of 
data often have more complex structures and types, which 

makes it difficult for traditional data analysis methods to meet 
these needs [3]. Cluster analysis is the most commonly used 
method in data mining [4]. Through cluster analysis, data with 
high similarity can be classified into the same category, so that 
the difference between similar data is small, and the difference 
between different data is large. In addition, the existing book 
recommendation algorithms generally have the disadvantages 
of low recommendation accuracy and poor applicability in 
university libraries [5]. Therefore, in order to help college 
students more accurately find their own suitable books in 
college libraries, this study is based on cluster analysis in data 
mining. This paper proposes a Density-Based Spatial 
Clustering of Applications with Noise, The Clustering model 
of DBSCAN and Density Peak Clustering Algorithm (DPC) is 
proposed to optimize the personalized recommendation 
performance of books in university libraries. The innovations 
of this study lie in: (1) The distance optimization strategy was 
proposed, which improved DBSCAN and improved the 
difficulty in selecting its initial parameters. (2) Warhill was 
introduced to reduce the computational complexity of the 
model. (3) The improved DBSCAN was integrated with DPC 
to further improve the operational efficiency of the model. (4) 
The constructed model was applied in the personalized book 
recommendation service of library. This study consists of four 
parts: (1) Firstly, a review was conducted on the current 
development status of technologies used in the article. (2) The 
construction process of the model was discussed in detail. (3) 
The model performance and practical application effects were 
verified. (4) The full text was summarized and prospects were 
made for the future. 

II. RELATED WORKS 

The application of CA is quite extensive and has always 
been a hot topic of discussion among scholars. DPC is unable 
to identify cluster centers and non-center point error allocation, 
which can cause a chain reaction. Therefore, DingS et al. 
proposed an improved method. This method can reduce the 
density difference of non-uniformly distributed datasets and 
use low density points as boundaries on the foundation of 
cluster center and surrounding points' similarity density. The 
proposed model can make algorithm's clustering accuracy 
improved while controlling running time [6]. CuiZ and other 
researchers proposed an improved subspace clustering model 
to address the shortcomings of subspace clustering methods 
that cannot balance the sparsity and connectivity of coefficient 
matrices in high-dimensional image data. This model can 
preserve the coefficients between the sample and its neighbors, 
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and prune the spatial connections within the subspace. The 
proposed model can effectively handle noise data in the 
Internet of Things and has good clustering accuracy [7]. 
KarimM and other scholars have conducted a detailed 
discussion on deep learning based clustering algorithms and 
pointed out different clustering quality indicators. This study 
utilizes the clustering methods discussed for text mining in 
bioimaging, cancer genomics, and biomedical texts. The final 
conclusion helps to provide new solutions for emerging 
bioinformatics problems [8]. Incomplete multi view CA 
methods can lead to intensive computation and complex 
storage. In response, researchers such as LiuX have proposed 
an efficient incomplete multi view method. This method 
utilizes consensus clustering matrix to interpolate the 
generated incomplete base matrix to optimize the clustering 
performance of the model. This study validates the 
performance of the proposed model in terms of clustering 
accuracy, evolution of consensus clustering matrix, and 
convergence [9]. Based on the application of CA in data 
mining, ZouH elaborated in detail on the basic concept, classic 
algorithms, and implementation process of CA through 
literature comparison and analysis methods. The study 
ultimately conducted numerical simulations, confirming the 
strong universality of the proposed method. It can be applied 
to data analysis in multiple fields and has strong theoretical 
value [10]. 

Personalized recommendation services have received 
increasing attention in recent years, and many scholars have 
contributed to this. Researchers such as ArabiH have found 
that contextual information such as emotions, location, and 
time can help improve service recommendations. Therefore, 
they proposed a context aware recommendation system. The 
system implements personalized settings based on multiple 
user characteristics and product functions. It utilizes users' 
personality traits, demographic details, geographical location, 
and comment emotions to generate personalized 
recommendations. This algorithm was ultimately proven to 
greatly optimize recommendation performance [11]. Scholars 
such as HuixiangX use K-means and utilize the relationships 
between users, tags, and books for group recommendations. 
The proposed strategy first clusters users and books, and 
calculates the cosine similarity between the two groups. 
Afterwards, it sorted and clustered the books, and tested the 
personalized recommendation effect. The proposed model 
improves the recommendation effect of books and provides 
better book resources for the target group [12]. SarmaD et al. 
constructed an effective online book recommendation system 
to address the irrationality of existing recommendation system 
rating techniques. The system uses the K-means cosine 
distance function to measure distance to find similarity 
between book clusters and grade books. The experiment used 
10 datasets to validate the proposed model, indicating that the 
constructed recommendation system has high accuracy [13]. 
ZhouY has designed an information recommendation book 
management system based on an improved Apriori data 
mining algorithm, which integrates borrower and book data 
information. After cleaning, transforming, and integrating the 
relevant data, the Apriori algorithm is used to generate an 
association rule database. The implementation process of 
association matching is carried out by the personalized 

recommendation sub module based on the borrower and the 
books selected in the association rule database. The proposed 
model has good recommendation performance [14]. KwakW 
and NohY analyzed their domestic and international trends, 
policies, and cases based on the development background of 
artificial intelligence, and proposed the future direction of 
artificial intelligence services for libraries. This study suggests 
that in the future, libraries will further optimize artificial 
intelligence and provide personalized book recommendations 
to users based on their usage records [15]. 

To sum up, cluster analysis plays an important role in 
personalized recommendation. Although cluster-based 
algorithms have always been favored and improved by 
scholars, there are still some problems that need to be 
continuously studied and perfected by scholars. In addition, 
the existing recommendation services widely exist in 
e-commerce, short video and other platforms, and there is still 
a large research space for personalized recommendation of 
college books. In addition, the existing book recommendation 
algorithms also have the disadvantages of low 
recommendation accuracy and poor applicability in university 
libraries. Therefore, this study proposes a clustering algorithm 
combining DBSCAN and DPC, and applies it to the book 
recommendation system, aiming at contributing to the 
personalized recommendation service of libraries. 

III. A BOOK RECOMMENDATION MODEL BASED ON 

IMPROVED DBSCAN AND DPC 

Traditional DBSCAN has many limitations. Therefore, this 
section first optimizes and improves it. Then it is integrated 
with DPC to better achieve the clustering performance and 
book recommendation effect. 

A. Construction and Improvement Strategy of DBSCAN 

DBSCAN is the most classic density based CA. DBSCAN 
adopts the concept of neighborhood and utilizes the spatial 
distribution characteristics of point sets to cluster the dataset 
[16]. The basic idea is to determine the number of neighboring 
data points under a certain threshold, centered around a single 
data point. Using sparse points as the boundary, low density 
data points are used as the classification boundary, and high 
density points are used as another class [17]. Compared with 
other clustering algorithms, DBSCAN can find clusters of 
different sizes and shapes under conditions of noise 
interference. The full name of DBSCAN is "Density-Based 
Spatial Clustering of Applications with Noise", which is 
characterized by its ability to effectively process noisy data. 
Compared with conventional CA, DBSCAN not only handles 
non convex data well, but also fits convex datasets well. 
DBSCAN includes elements such as neighborhood, density 
threshold, core points, boundary points, and outliers. It is 

assumed that the sample dataset is  1 2, , , nS x x x , 

ix S , and the neighborhood is  . All sample points in the 

neighborhood form a subsample set and meet the conditions 
shown in Eq. (1). 

    tan ,j j i jN x x S dis ce x x      (1) 

Eq. (1) represents the conditions that need to be met for the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

496 | P a g e  

www.ijacsa.thesai.org 

sub sample set in the hypersphere region with a radius of  . 

The density threshold in DBSCAN can be manually set. 
According to the relevant elements of DBSCAN, there are 
three relationships between data points in the overall 
algorithm: density direction, density reachability, and density 
connection [18-19]. Among them, the meaning of density 
direction is: for two samples that exist in the domain, if one is 
the core object, the other sample is called density direct access 

by that sample. The meaning of density reachability is: for ix  

and jx , if there is a sample sequence  1, 2, ,tp t T  that 

satisfies 1 ,i T jp x p x  , and 1tp   is directly reachable by 

tp  density, then jx  is said to be reachable by ix  density. 

At this point, the samples in the sequence are all core points, 
which means that the density can satisfy transitivity but not 

symmetry. The meaning of density connection is: for ix  and 

jx , if there is a core point kx , so that both ix  and jx  can 

be reached by kx  density, then ix  and jx  are called 

density connections. Fig. 1 shows the schematic diagram of 

DBSCAN. 1x  and 2x  are the core points. 3x  and 4x  are 

boundary points. 2x  is directly accessible through 1x  

density. 3x  is directly reached by 2x  density. 4x  can be 

achieved by 1x  density. 4x  and 3x  are density connected.  

x3

x2
x1

x4

 

Fig. 1. DBSCAN clustering process. 

Compared with other clustering methods, DBSCAN has 
the following advantages. Firstly, it can handle dense data of 
any shape. Due to its ability to find and remove noise 
throughout the entire search process, the clustering process is 
not affected by sample set noise. Its clustering does not require 
specifying the number of clusters in advance, and the 
clustering results are unbiased. However, the classic DBSCAN 
also has significant drawbacks that cannot be ignored. In 
DBSCAN, it is difficult to choose the initial parameter 
neighborhood and density threshold. DBSCAN is not suitable 
for samples with uneven distribution and large distances, in 
which case the clustering results are not ideal. For 
high-dimensional sample sets, the convergence speed of 
clustering algorithms is slow and cannot achieve accurate 
clustering results [20-21]. Therefore, this study first proposes 
optimization for the parameter selection process of DBSCAN, 
namely a DBSCAN model based on distance optimization 
(D-DBSCAN). D-DBSCAN can automatically select 
neighborhood values based on the characteristics of initial 
density threshold and data distribution density. Assuming the 

sample set is  1 2, , , nS x x x , there is Eq. (2). 

    0 ,i j i jN x x S d x x        (2) 

Eq. (2) indicates that for ix S , the density of ix  is the 

number of data points owned within the domain  . Eq. (3) is 

the distance coefficient. 

   /j iN x N x       (3) 

In Eq. (3),   is the distance coefficient, which 

specifically means that for the sample point jx  within the 

neighborhood of core point ix , it is called the distance 

coefficient of jx  to ix . Eq. (4) is the distance matrix 

between samples. 

 , ,ijD D i j R i j       (4) 

In Eq. (4), ijD  represents the distance between samples 

ix  and jx . The average distance of the points with the 

closest density threshold to ix  was calculated and added to 

the distance set U  to calculate the overall average U  of 

U . The neighborhood radius was set as the average distance 

U , and all core points were identified and added to the core 

object set  . Subsequently, a core point ix  was randomly 

selected as the clustering center to form a new cluster iC . All 

sample points in the   neighborhood near ix  were 

identified, and the neighborhood radius   was adjusted by 

calculating distance coefficient   between the sample and 

core points. By repeating the above operation to find all 

sample points with achievable density and adding them to iC , 

the final result was obtained in Eq. (5). 

 1 2, , , nC C C C      (5) 

Thus, D-DBSCAN can effectively improve the selection of 
initial parameters. To further reduce the complexity of 
D-DBSCAN calculation, Warhill was introduced to construct 
W-D-DBSCAN. Warhill can calculate reachable matrices to 
reduce the complexity of the model. It is assumed that Eq. (6) 
is a directed graph. 

,G V E      (6) 

In Eq. (6), V  represents the node set. E  refers to an 

adjacent points set. The node set is 1 2, , , nV v v v . The 

matrix is  ij
m n

A a


 . 

1,

0,

i j

ij
i j

v adjoin v
a

v is not adjacent to v


 


   (7) 

A directed graph can directly reflect two elements' 
connection. An adjacency matrix refers to nodes' connection in 
the directed graph. The two nodes that can be directly reached 
are regarded as 1. Otherwise, they are regarded as 0. It is 
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assumed that ,G V E  is a simple directed graph. The 

node set is 1 2, , , nV v v v . The matrix is  ij
n n

F f


 . 

1, There is a non-zero directed path from v  to v

0,

i j

ijf
others


 


 (8) 

If there is a reachable path between two elements, they are 
connected and reachable, marked as 1, otherwise marked as 0. 
In a directed graph, the connectivity between nodes can be 
directly reflected by a line with an arrow. However, it is 
difficult to determine the connectivity between two 
independent nodes, and a matrix of direct connectivity must be 
used. Usually, Warshall is used to convert adjacency matrices 

into reachable matrices.  ,dis i j  stands for the distance. A 

matrix n nA   was established for dataset D  and  ,dis i j  

between data objects ,i j  was calculated in Eq. (9). 

 
 

 

1, ,
,

0, ,

dis i j Eps
A i j

dis i j Eps

 
 



   (9) 

In Eq. (9), Eps  represents the initial threshold. The 

adjacency matrix's reachable matrix obtained by Warhill is 
regarded as transitive closure or density connected sets which 
are the maximum. Fig. 2 shows the flowchart of 
W-D-DBSCAN. The density connected set obtained by 
Warhill is to achieve clustering. Compared with traditional 
density clustering, its clustering process is simpler. 

Start

Input data set

Create a matrix for n data

Calculate the distance d 

between matrices
Distance optimization

d≤ initial density?

Matrix =1

Matrix =0

Warshall solves for the 

reachable matrix

End

Y

N

 

Fig. 2. Flow of the W-D-DBSCAN algorithm. 

B. A Book Recommendation Model Integrating 

D-W-DBSCAN and DPC 

DPC is a data clustering method based on maximum 
connectivity, which not only effectively distinguishes noise, 
but also has strong robustness for various convex and 
non-convex data [22-23]. DPC assumes that the centroid of 
data targets set is surrounded by a low-density data, and this 
low-density data is assigned to the nearest, less dense centroid 
data. DPC improves the efficiency of the algorithm and has 
good clustering performance by manually drawing decision 
maps and selecting data objects with high relative distance and 
density for clustering. On this basis, a new method of 
clustering quality centers based on DPC is proposed. This 
study adopts a combination of W-D-DBSCAN and DPC, 
namely the W-D-DBSCAN DPC model, to solve the problem 
that the centroid selected by DPC on the decision graph cannot 
be applicable to all data. This method first uses the maximum 
region density value as the centroid. Secondly, W-D-DBSCAN 
was used for clustering. Then, samples with high local density 
were searched out from the remaining samples, and the 
samples were clustered using W-D-DBSCAN as the center. 
The above methods were used to search for centroids and 
cluster them until all data were classified or local noise 
appeared, indicating the completion of clustering. This method 
can effectively solve the manual intervention problem in 
traditional DPC methods, while also reducing the 
computational complexity of W-D-DBSCAN. 

Assuming any data object is i , the local density was 

calculated for it in Eq. (10). 

 i ij c

j

d d       (10) 

In Eq. (10), i  represents local density. cd  represents 

truncation distance. ijd  represents relative distance. The 

relative distance between other data and data i  was 

calculated using Euclidean distance in Eq. (11). 

 
:
min

j i

i ij c
J

d d
 




     (11) 

In Eq. (11), ijd  represents i  and j 's Euclidean distance. 

Through Eq. (11), the relative distance of data i  refers to: if 

i  is the largest data object of i , then i  represents the 

 max j ijd  between other data and data i . If i  has no the 

highest local density, its relative distance is in the data with 
lower local density than the data, and it is closest to i . Fig. 3 

shows the clustering process of W-D-DBSCAN-DPC [24]. 

In Fig. 3, the comprehensive model first calculates the 
local density. Then, they are compared to get the maximum 
local density, with data 7 of this maximum local density as the 
centroid. Starting from 7, W-D-DBSCAN was used to divide 1, 
2, 3, 4, 5, and 6 into centroid data, completing the 
classification of the first type of cluster. Then, the local 
density of the remaining dataset was continued to be 
calculated. And the maximum local density was obtained 
through comparison again. Using the highest local density 
value of 10 as the centroid, W-D-DBSCAN was used to 
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cluster samples 8, 9, 11, and 12, and data 8, 9, 11, and 12 were 
divided into centroids 10. This process continues until the 
remaining data does not belong to a category, marked as noise, 
and clustering ends [25]. 

This study applies W-D-DBSCAN-DPC to the clustering 
process of library readers. By categorizing different categories 
of readers, the first category in the database is the book that 
the reader is most interested in. Therefore, recommending the 
first category of books to readers is a desirable approach. The 
recommendation algorithm of W-D-DBSCAN-DPC 

effectively solves the traditional "cold start". This method will 
help improve the performance of recommendation systems 
and alleviate the pressure of big data processing. Fig. 4 shows 
the system diagram of the library book recommendation 
system. W-D-DBSCAN-DPC is used to classify readers with 
high similarity. By compressing the existing massive reader 
data into analyzing and recommending the same type of reader 
data, the recommendation efficiency was improved. The 
collaborative filtering algorithm is used to generate the Top-n 
nearest neighbor set of readers, thereby completing 
recommendations. 
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Fig. 3. Clustering process of W-D-DBSCAN-DPC. 
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Fig. 4. Library book recommendation system. 
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This study used W-D-DBSCAN-DPC to cluster readers, 
identify the most popular books, and recommend them to new 
readers to solve the "cold start" problem. Adopting this 
method for users with a reading history reduces the range of 
data that the recommendation algorithm needs to process and 
reduces the problems that users may encounter during the 
reading process. If the target reader has a historical borrowing 
record, then based on its clustering results, a collaborative 
filtering algorithm is used to obtain the Top-n neighbor set for 
other readers of the same type and recommend them. The 
similarity between the target reader and the reader is 
calculated by Eq. (12). 

 
  

   

, ,

, ,

,
ij

ij ij

u j i u j ju U

u j i u j ju U u U

R R R R

sim i j

R R R R



 

 



 



 
 (12) 

In Eq. (12),  ,sim i j  represents the similarity between 

readers ,i j . ijU  represents the book categories that readers 

,i j  are both interested in. ,i jR R  represent the average 

values of readers ,i j 's interest in all books. By using Eq. (12), 

the similarity between the target reader and the reader can be 
obtained, and the similarity sequence can be obtained by 
sorting their similarity. Then, the Top-n neighbor set is 
generated from the high similarity readers. Therefore, the 
book recommendation model based on W-D-DBSCAN-DPC 
has been constructed. 

To evaluate the clustering effect, Accuracy (ACC), Purity, 
and contour coefficient were introduced as evaluation 
indicators in this study. Eq. (13) is the calculation of ACC. 

  
1

ˆ /

n

i i

i

ACC C map C n


 
  
 
 
   (13) 

In Eq. (13), iC  represents the category label of the 

proposed algorithm. ˆ
iC  represents the true label of data 

object.  map x  represents a mapping function. A high ACC 

value indicates high clustering quality. Eq. (14) represents the 
calculation of Purity. 

1

1
k

i

i

purity x
N



      (14) 

In Eq. (14), N  represents the number of datasets. k  

represents the number of clusters in the dataset. ix  represents 

the number of correctly clustered data objects. Purity is within 
0-1, which is closer to 1, the data clustering accuracy is higher. 

Eq. (15) is the calculation of contour coefficient. 

 
   

    max ,

b x a x
S X

a x b x


    (15) 

In Eq. (15),  a x  represents the average distance of 

other samples within the same cluster of sample x .  b x  

represents the average distance between sample x  and all 

sample points within the nearest cluster. The range of contour 

coefficient values is  1,1 , which is closer to 1, the 

clustering effect is better. 

IV. PERFORMANCE VERIFICATION OF BOOK 

RECOMMENDATION MODEL APPLICATION BASED ON 

W-D-DBSCAN-DPC 

This study first analyzes the clustering performance of 
W-D-DBSCAN-DPC. For this purpose, sufficient datasets 
were selected for the study and detailed discussions were 
conducted. In addition, the actual application effect of book 
recommendation was verified using a certain university as an 
example. 

A. Performance Verification of W-D-DBSCAN-DPC Model 

This study first verifies the clustering performance of the 
W-D-DBSCAN-DPC model. This study selected three datasets, 
namely Spiral, Lineblobs, and Aggregation, for validation. 
Spiral is a set of non-convex spiral datasets. Lineblobs is a set 
of smiling face datasets. Aggregation includes both spherical 
and non-spherical datasets. The proposed 
W-D-DBSCAN-DPC is implemented in C language and 
visualized using MATLAB. The proposed algorithm was 
evaluated and analyzed by comparing clustering results at 
different scales. To evaluate the clustering effect and 
determine the optimal number of clusters, this study used 
traditional DBSCAN and D-DBSCAN to cluster the dataset, 
and obtained the contour coefficients corresponding to 
different number of clusters in Fig. 5. 

In Fig. 5 (a), DBSCAN requires continuous search of two 
parameters, namely initial value and neighborhood radius, in 
order to find the optimal solution. D-DBSCAN only needs to 
find the optimal solution under different initial density 
conditions, without adjusting the neighborhood radius. Fig. 5 
(b) shows the number of class clusters and contour coefficients 
corresponding to different initial densities. At an initial density 
of 6, the D-DBSCAN contour coefficient reached its optimal 
value of 0.668. The contour coefficient of the DBSCAN 
method is 0.612. Compared with DBSCAN, the clustering 
performance of D-DBSCAN has improved by 9.17%. These 
results verify the effectiveness of distance optimization. 
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Fig. 6. Clustering results of D-DBSCAN and W-D-DBSCAN. 

In Fig. 6, they are the clustering results of three datasets 
using two methods, D-DBSCAN and W-D-DBSCAN. In the 
figure, two algorithms' clustering effects on three types of 
datasets are relatively similar. Because W-D-DBSCAN 
continues the advantages of D-DBSCAN and can achieve 
clustering on any dataset. 

Fig. 7 shows the comparison results of the runtime 
between D-DBSCAN and W-D-DBSCAN algorithms on a 
spiral dataset. The spiral dataset was generated into datasets 
with different shapes, sizes, and densities. And experiments 
were conducted on these datasets using D-DBSCAN and 
W-D-DBSCAN. In Fig. 7, W-D-DBSCAN has a shorter 
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runtime. As a result, W-D-DBSCAN effectively reduces the 
complexity of the model and improves its running speed. 

To highlight the excellent performance of 
W-D-DBSCAN-DPC, this study selected four clustering 
algorithms: DPC, FCM, and K-means for comparative 
analysis. Fig. 8 shows the clustering performance of four 
algorithms on three datasets. In Fig. 8(a), K-means cannot 
cluster non-convex datasets, while the spiral shape of Spiral 
dataset is non-convex, resulting in clustering errors. In Fig. 
8(b), the clustering results of W-D-DBSCAN-DPC and DPC 
are basically correct because they consider the transfer 
relationship between data. In Fig. 8(c), the clustering 
performance of W-D-DBSCAN-DPC is superior to other three 
algorithms. 
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Fig. 7. Comparison of running time of the two algorithms on spiral data set. 
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Fig. 8. Clustering effect of four algorithms on three data sets. 

TABLE I. PURITY VALUES OF THE FOUR ALGORITHMS 

Data set W-D-DBSCAN-DPC DPC FCM K-means 

Iris 0.94 0.91 0.89 0.79 

Tae 0.66 0.64 0.55 0.56 

Cmc 0.78 0.73 0.63 0.56 

Seeds 0.92 0.89 0.88 0.78 
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To further test the performance of W-D-DBSCAN-DPC, 
quantitative analysis was conducted on the aforementioned 
artificial dataset and UCI dataset. Four sets of data were 
randomly selected from UCI database for experiments on DPC, 
FCM, and K-means. Table I is four algorithms' purity values. 
The purity values on four datasets, W-D-DBSCAN-DPC, are 
the highest, indicating better clustering performance. Its 
clustering performance in Tae and Cmc datasets is relatively 
poor because one of these datasets has a large feature value, 
which affects the clustering results. 

To demonstrate the effectiveness of the proposed 
W-D-DBSCAN-DPC recommendation algorithm in 

recommendation, the above three algorithms are used as 
comparative recommendation algorithms for this experiment. 
Fig. 9 shows the recommendation accuracy obtained by four 
algorithms on three types of datasets. The average accuracy of 
W-D-DBSCAN-DPC is 98.97%, while DPC, FCM, and 
K-means are 95.67%, 93.23%, and 90.34%, respectively. Thus, 
the superiority of W-D-DBSCAN-DPC was verified. 

Fig. 10 shows the comparison results of recall rates 
obtained by four algorithms on three types of datasets. The 
average performance of W-D-DBSCAN-DPC is also superior 
to other algorithms, further verifying its superior performance. 
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Fig. 9. Recommendation accuracy rates of four algorithms on three types of data sets. 
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Fig. 10. Comparison results of recall rates of four algorithms on three types of data sets. 
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B. Practical Application Effect of Book Recommendation 

Model Based on W-D-DBSCAN-DPC 

This study divides the existing book materials in the 
library into 22 categories and uses them as reader feature 
vectors. The experiment extracted borrowing information from 
the data center of a certain university library for 21st year 
college students, of which 8011 were borrowing information 
from the university library. By processing these materials, 
some reader's interest and preference data can be obtained. 

This experiment proved that W-D-DBSCAN-DPC was 
used for clustering, combined with recommendation 
algorithms, and finally the Top-n algorithm was used for 
classification. Fig. 11(a) is a summary of the types of books 
borrowed and the number of target readers. According to the 
distribution, when recommending four books to the target 
audience, two literary books, one local science book, and one 
language and text book can be recommended. Fig. 11(b) 
shows the borrowing classification and quantity of readers in 
the Top-10 neighbor set. These results confirm that among the 
top 10 neighboring readers of the target audience, in addition 
to books related to language, geography, literature, etc., there 
are also books related to history, economy, art, etc. Therefore, 
according to Fig. 11(b), books on history, economics, art, etc. 
can be appropriately recommended to target readers. In 
addition, there is a significant similarity in the types of books 
read by Top-10 readers and the books read by the target 
readers, thus verifying the effectiveness and feasibility of this 
algorithm. 

V. DISCUSSION 

The problem of "blind selection" or "unable to find 
suitable books" is common among contemporary college 
students in the library. Therefore, this topic tries to combine 
the clustering algorithm with the recommendation system 
organically, and build a system suitable for university book 
recommendation. Firstly, the data are collected and classified. 
On this basis, the user's historical reading records are clustered 
and classified, and finally the user's Top-n nearest neighbor set 
is calculated, and books are recommended to it, so as to help 
students find books suitable for themselves. Density clustering 
has always been a hot topic in the field of data mining, and the 
density peak clustering algorithm has pushed the study of 
density method to a hot trend [26-28]. Starting from cluster 
analysis and recommendation system, this study introduced 
the theoretical analysis, research status and common methods 
of related methods in detail, so as to make sufficient 
preparation for the follow-up work. This study mainly 
discusses the density peak and density clustering algorithm. It 
is found that in the density clustering algorithm, data objects 
are grouped by density linkage, but the calculation process of 
density linkage is complicated, and it needs to determine the 
core point, density reachability, direct density reachability, etc. 
Density peaks the method of selecting the center of mass on a 
decision graph is not suitable for all data. The main contents 
of this research are as follows: (1) Propose distance 
optimization strategies to improve DBSCAN and improve the 
difficulty in selecting its initial parameters. (2) Warshall 
algorithm was introduced to reduce the computational 

complexity of the model. (3) Merge the improved DBSCAN 
with DPC to further improve the operating efficiency of the 
model. (4) Apply the model to the personalized book 
recommendation service of the library. 

Experimental results show that, compared with the 
traditional DBSCAN algorithm, W-D-DBSCAN-DPC 
algorithm can find clusters with different shapes and 
adaptively select appropriate neighborhood radius, which is 
more suitable for complex student book preferences [29-30]. 
Finally, according to the results of student book 
recommendation, different student groups show strong 
differences in daily borrowing activities. It can be concluded 
that the reader feature vector based on the borrowing 
information of college students in the library has a strong 
correlation with the reading preference of students, which 
provides more reference and research ideas for college library 
managers. 

VI. CONCLUSION 

The increasing amount of information data in university 
libraries has brought a lot of inconvenience to the daily lives 
of teachers and students. This study proposes a 
W-D-DBSCAN-DPC to enhance the personalized service 
quality of libraries. The performance of the model was 
verified: the optimal contour coefficient for D-DBSCAN was 
0.668, while for DBSCAN, it was 0.612. Compared with 
DBSCAN, D-DBSCAN clustering performance improved by 
9.17%, verifying the effectiveness of distance optimization. 
W-D-DBSCAN has a shorter runtime compared to 
D-DBSCAN, verifying the effectiveness of Warhill. The 
comparative analysis of four clustering algorithms, 
W-D-DBSCAN-DPC, DPC, FCM, and K-means, shows that 
W-D-DBSCAN-DPC's clustering results are basically correct, 
and its clustering effect is better than other three algorithms. 
W-D-DBSCAN-DPC has the highest purity values on the four 
datasets, indicating better clustering performance. The average 
accuracy recommended by W-D-DBSCAN-DPC is 98.97%, 
while DPC, FCM, and K-means are 95.67%, 93.23%, and 
90.34%, respectively, confirming the superiority of 
W-D-DBSCAN-DPC. The practical application has confirmed 
that there is a significant similarity between the books read by 
Top-10 readers and the books read by the target readers, 
verifying the effectiveness and feasibility of this algorithm. 
The drawback is that the threshold in Warhill has not been 
controlled, resulting in some interference that can be 
optimized in the future. 
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Abstract—The cleaning services industry in Malaysia faces 

significant challenges in effectively managing its workforce. 

Workforce planning, a critical procedure that aligns employee 

skills with suitable positions at the right time, is becoming 

increasingly essential across various organizations, including 

postal delivery and cleaning services. However, the absence of 

proper workforce planning from management teams has 

emerged as a primary concern in this sector. This study identifies 

an opportunity to improve the workforce planning in the 

cleaning industry by employing an optimization approach that 

aims to minimize hiring costs. The main objective of this study is 

to minimize hiring costs in cleaning services operations at a 

public university in Malaysia. To achieve this, an optimization 

model based on integer programming was proposed to represent 

the current situation. Data collection involved interviews and 

company reports for the purpose of understanding the current 

conditions comprehensively. Factors influencing hiring costs 

were meticulously selected, considering the organization's 

specific situation. Model evaluation was conducted through what-

if analysis, which allowed the evaluation of solutions provided by 

the modified models in three what-if scenarios. The findings 

indicated that the proposed modified model could assist 

organizations in improving the workforce planning by optimizing 

the allocation of resources, reducing hiring costs, and enhancing 

cleaner performance. This study offers valuable insights for the 

management of cleaning services, paving the way for more 

effective and efficient workforce planning practices in the 

industry. 

Keywords—Workforce planning; cleaning services industry; 

optimization approach; integer programming 

I. INTRODUCTION  

In a company or an organization, it is important for the 
management to plan the workforce. Workforce planning is a 
procedure that assigns employees with the appropriate skills to 
suitable positions at the right time [1, 2, 3]. The workforce 
planning issue is pervasive across various industries, such as 
services, healthcare, education, military, transportation, and 
many more. These industries are listed in Table I, with the 
related studies highlighted by different authors. 

Previous studies identified and discussed the issues in 
workforce planning in different industries. For instance, in the 
services industry, workforce planning challenges were 
discussed in study [4], where service technicians from various 

locations must go to the clients' locations, resulting in escalated 
costs and inefficiencies. These frequent travels not only 
imposed financial burdens but also hindered service delivery 
effectiveness due to time constraints. To address these 
concerns, the researchers introduced a workforce planning 
model designed to mitigate travel costs for service technicians, 
concurrently enhancing the overall efficiency of operations. In 
fact, other industries, such as healthcare, education, military, 
and transportation, are facing similar workforce issues. 
Therefore, as these workforce planning issues impact various 
industries, it will be beneficial to study further especially 
related to the service industry, since the nature of service is 
wide and intangible, which will be complex to measure. 

TABLE I. RELATED STUDIES ON WORKFORCE PLANNING ISSUES IN 

DIFFERENT INDUSTRIES  

Industry Workforce Planning Issues Author 

Services 

Service technicians located at different 

locations are required to travel along to the 

customers' locations. 

[4] 

Healthcare 

Traveling issues happened for the medical 

staff, including transporting the medicines 

and medical equipment between warehouses 
and patients. 

[5] 

The systemic delay happened in the hospital 

consultation service. 
[6] 

Scheduling nurses on three shifts per day 

based on various preferences and constraints. 
[7], [8] 

Education 
Allocating academic staff in quest of 
optimum knowledge transfer. 

[9] 

Military 

To deploy the right employees in the right 

place at the right time. 
[10] 

To meet the demands of the current force 
structure under conditions of uncertainty in 

officer retention. 

[11] 

Transportation 

A pilot can be hired as a first officer or a 

captain, the company need to determine 

whether how many persons of pilot need to 

be hired. 

[12] 

A cleaning services operation is one of the popular services 
in the service industry. This service is provided by a contractor 
to an individual‘s or an organization‘s place or property. They 
typically take on these undesirables but necessary duties, as 
opposed to a person or employee who would be less than 
happy about the chance to deal with the dust or waste [13, 14, 
15]. The cleaning services industry in Malaysia is facing 
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numerous challenges when it comes to effectively managing its 
workforce. One significant challenge is determining the ideal 
number of cleaners required to complete cleaning tasks within 
a specified timeframe. In this case, a specific timeframe refers 
to the required working time of the cleaners assigned by the 
organization. The specific timeframe ensures that the cleaners 
complete their tasks within a designated period, allowing for 
efficient scheduling and resource allocation. However, this 
often leads to overstaffing, resulting in increased of hiring 
costs, or understaffing, which can adversely affect the quality 
of cleaning services provided. Moreover, the existing 
workforce‘s performance in the cleaning services operation is 
unsatisfactory, translating into higher costs for the management 
team, who must hire additional workers to compensate for the 
inefficiencies [16]. This will finally lead to general issues in 
the workforce for a cleaning service operation, i.e. the high 
turnover rate [17]. The management team's absence of proper 
workforce planning seems to be the primary cause of this issue. 
As such, there is an opportunity to improve the workforce 
planning in the cleaning industry by utilizing a systematic 
approach to minimize hiring costs and maximize cleaners' 
performance. Consequently, this study was aimed to minimize 
the hiring cost at a cleaning services operation responsible for 
taking care of property-related matters and maintenance in a 
public university in Malaysia. A campus environment that is 
hygienic, healthy and pleasant plays a crucial role in shaping 
the learning experience and the academic performance of 
students [18]. As a big campus, the university requires cleaning 
services to manage the whole campus environment well. 
However, it is all aware that the cleaning service at the 
university can still be improved in order to achieve a 
satisfyingly clean and comfortable study area. 

The paper is structured into distinct sections to address 
workforce planning challenges within the cleaning services 
industry comprehensively. The initial segment outlines the 
industry's issues and the absence of adequate planning, setting 
the study's goal: minimizing hiring costs within a university's 
cleaning services operation. Subsequently, various 
methodologies and influential factors in workforce planning 
are explored in the Literature Review which is given in Section 
II. The Research Methodology in Section III details the study's 
phases, from problem definition to model evaluation. Finally, 
the Findings in Section IV present the results of evaluating 
different scenarios and examining their impact on hiring costs 
and operational efficiency and lastly Section V concludes the 
paper. Each section contributes to a comprehensive 
understanding of optimizing workforce planning in cleaning 
services. 

II. LITERATURE REVIEW 

Workforce planning involves analyzing current and future 
workforce needs as a way of ensuring that it has the right 
people with the right skills in the right place and at the right 
time. The significance of workforce planning for organizations 
has been emphasized in numerous studies. Workforce planning 
is a continuous process that aids organizations in aligning their 
workforce with their business objectives and priorities [19]. 
Additionally, it is closely linked to the broader business 
planning process. There are three categories of the workforce 
planning methods, judgmental, mathematical, and a 

combination of the two [20]. Mathematical methods for the 
workforce planning fall under the realm of operations research. 
In a review of the current state of the workforce planning, an 
imbalance in the field was noted [21]. 

A. Factors in Workforce Planning 

A range of factors with a significant impact must be 
considered for workforce planning to be effective. Factors 
affecting workforce planning, such as skills, demand and time 
windows, have been identified from previous studies and 
tabulated in Table II. 

TABLE II. FACTORS AFFECTING WORKFORCE PLANNING 

Factors Author 

Skill requirements 
[4], [6], [10], [12], [22],[23], [24], 

[25], [26], [27] 

Workforce demand [4], [5], [6], [9], [22], [24] 

Time windows [4], [5], [27], [28] 

Cost [4], [8], [29] 

Budget [5], [27] 

Experience / Year of services [10], [30] 

Career advancements [10], [30] 

Geographical location [25] 

Physical resources planning [9] 

Language [25] 

Potential for retraining [25] 

Quantity to produce [28] 

Contract type [5] 

Workforce retention rates [11] 

Preference for the working period [4] 

Maximum tasks assigned to the 
worker 

[4] 

Workforce holidays [12] 

The table provides a clear overview of the most commonly 
cited factors in the workforce planning problem by researchers. 
The results suggest that a significant number of studies 
prioritize the ―skill requirement‖ as a primary constraint in the 
workforce planning, indicating the importance of having a 
skilled workforce to meet organizational goals. Additionally, 
workforce demand is a critical factor that organizations must 
consider in their planning. As the second most commonly cited 
factor, it highlights the importance of accurately estimating the 
needs of future workforce. Organizations must ensure they 
have enough resources to meet the required workload while 
avoiding under or overstaffing, which can lead to an increase in 
operational costs. 

Moreover, time windows are also crucial in the workforce 
planning, as they help organizations allocate resources 
efficiently within a specified timeframe. Organizations must 
ensure that they have enough staff available during peak 
periods and that they can accommodate fluctuations in demand. 
Overall, the information presented in the table emphasizes the 
importance of considering these constraints in the workforce 
planning. Organizations must prioritize these factors while 
establishing their workforce planning strategies to ensure they 
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have the right people with the necessary skills available at the 
right time to achieve their objectives. 

B. Method for Improving Workforce Planning 

In the research on workforce planning, the authors 
proposed several innovative methods to address its associated 
challenges. The authors' work sheds light on the importance of 
having a robust workforce planning strategy that considers 
various factors, such as workforce demand forecasting, skill 
requirements, time windows, etc. The details of these methods 
are comprehensively discussed and analysed in Table III. 

TABLE III. METHOD FOR IMPROVING WORKFORCE PLANNING 

Method Author 

Linear programming [22] 

Mixed integer linear programming [4], [5], [12] 

Integer programming [31] 

Goal programming [9], [11] 

Genetic algorithm [9], [23] 

System dynamics [8], [23] 

Discrete-Event Simulation Model [11] 

Stochastic programming [30] 

Robust optimization [11] 

Optimization is often the preferred method for solving the 
workforce planning issues in cleaning service operations. This 
is because it can help minimize costs and increase efficiency 
while ensuring all cleaning tasks are completed on time. An 
optimization approach is a mathematical method used in a 
variety of fields to identify the best option from a list of 
feasible solutions. It involves working through various 
solutions to maximize or minimize an objective, frequently 
under certain constraints. These approaches include methods 
such as linear and nonlinear programming as well as integer 
programming. Linear programming is a mathematical 
technique used to optimize complex problems by determining 
the best solution to a given set of constraints. It is particularly 
useful in the workforce planning because it can help 
organizations allocate their resources efficiently to meet the 
required workload. The research in [22] applied it in the 
workforce planning and to reduce manufacturing costs at the 
same time.  Mixed-integer linear programming (MILP) is an 
extension of linear programming that allows for the inclusion 
of integer variables in addition to continuous variables. It is 
useful in the workforce planning because it can help 
organizations allocate their resources optimally while 
considering additional constraints, such as the availability of 
part-time workers or the minimum number of shifts an 
employee need to work. For instance, MILP is employed in 
addressing the workforce planning problems that involve task 
duration as a continuous variable in the constraints, as 
highlighted by [4, 5]. In another study conducted by study [12] 
demonstrated the effectiveness of MILP in addressing the 
workforce planning problems that involve pilot holidays as a 
continuous variable in the constraints. The study showed that 

MILP was able to produce a highly effective performance in 
this regard. 

Meanwhile, for a complex problem, Genetic Algorithm 
(GA) can be used to address the workforce planning problems 
in a dynamic environment where demand, resources and other 
constraints are continuously changing [9]. It can also be used to 
optimize multiple objectives simultaneously such as 
maximizing productivity while minimizing labour costs. In a 
study by [23], GA seeks the optimal workforce flow between 
different ranks. However, it is important to note that GA has 
limitations, where there is a chance that GA will become 
trapped in local optima, making it difficult to find the overall 
optimal solution, which is normally addressed as a near-
optimal solution. 

Other than optimization, Goal Programming is another 
popular mathematical programming technique that can help 
organizations optimize their workforce planning strategies by 
simultaneously considering multiple objectives or goals. 
According to [9], the study involves constraints like physical 
resource planning, for instance, library, laboratory, etc., which 
must be considered simultaneously. Therefore, it is suitable to 
use goal programming in solving the problem.  

In addition, System dynamics (SD) and Discrete-Event 
Simulation (DES) are also frequently used in the workforce 
planning issues. SD is a modeling approach that is useful in 
workforce planning because it allows for the analysis of 
complex systems with feedback loops, time delays, and other 
dynamic factors. The SD model helps simulate the workforce's 
career progressions from recruitment to interim separation and 
retirement [6], [23]. Meanwhile, DES is useful in workforce 
planning because it allows for the analysis of complex systems 
with a large number of discrete events that occur over time. In 
workforce planning, DES models can be used to simulate the 
behavior of the workforce planning system under different 
scenarios and policies. Although effective for evaluating 
complicated workforce planning, SD has a limitation when 
constructing an accurate SD model requires a thorough 
comprehension of the underlying dynamics of the system, 
which can be resource-intensive and time-consuming. 
Similarly, DES has limitations despite being good at capturing 
discrete events in workforce planning. When simulating 
complex systems with numerous events, DES models can 
become computationally difficult and time-consuming, thus 
restricting their application in real-time decision-making 
scenarios. 

Additionally, as per [30], Stochastic Programming (SP) 
provides a range of modeling methods to incorporate 
uncertainty into manpower planning problems. Moreover, 
Robust Optimization (RO) techniques offer valuable insights as 
they do not require specific probability distributions for 
uncertain parameters. These methods might be useful for 
workforce planning; however, they also bring disadvantages. 
For instance, SP, while addressing uncertainty in manpower 
planning, can sometimes lead to complex mathematical 
formulations that are computationally intensive and 
challenging to solve, particularly for large-scale workforce 
scenarios. Including probabilistic components could also need 
a significant amount of historical data for precise parameter 
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estimates, providing limits in circumstances when the data is 
limited or unreliable. Similarly, RO can sometimes produce 
overly conservative solutions, potentially underutilizing 
resources or failing to capture the full range of possible 
outcomes, despite their advantages in handling uncertainty 
without exact probability distributions. Particularly in 
situations where finding a balance between robustness and 
optimization is essential, the practical implementation of RO 
might require careful evaluation of the trade-off between 
robustness and optimization performance. 

In conclusion, there are numerous methods available for 
solving workforce planning problems. However, it is essential 
to select a method that is best suited to meet the constraints and 
requirements of the specific problem at hand. In this study, the 
use of integer programming (IP) is considered appropriate. 
This mathematical optimization approach enables the 
optimization of the objective function while adhering to 
constraints in terms of integer values only. The decision 
variables in the optimization problem can only assume integer 
values, making IP particularly useful when variables are 
restricted to discrete values. In the services industry, IP is not 
commonly used in solving problems. However, IP has been 
used in other industries such as research by [31], who 
investigated a hospital contact center that proposed a workforce 
planning framework using IP to optimize staffing. The decision 
variables are restricted to be integers in this method, which is 
the number of agents assigned to each shift. Another research 
in the education industry was conducted by [32] to allocate 
students to preferred lecturers for supervision of internships 
among undergraduate students. Since all the decision variables 
are integers, IP was the most suitable method to consider. The 
exact algorithms used in these models help solve the problem 
efficiently and accurately.  

Returning to this study, the decision variable is an integer, 
i.e. the number of cleaners assigned. Thus, by utilizing IP, the 
optimal combination of variables satisfies the constraints while 
achieving the highest possible objective value, which is to 
minimize hiring costs, can be achieved.   

III. RESEARCH METHODOLOGY 

This study aims to develop an IP model for cleaning 
services operations in order to improve their current workforce 
planning. This section discusses on how this research is 
conducted in achieving the objective.  The research is designed 
in a few phases of research activities that help to ensure 
progress throughout the study.  These phases are problem 
definition, data collection, data analysis, results, and 
discussion, as shown in Table IV.  The detail of each step is 
briefly discussed in the following subsection.  

A. Phase 1: Problem Definition 

In the current scenario, cleaners are being assigned by the 
cleaning services operation based on the location of buildings. 
This means they will only be placed at one location to 
concentrate and clean for the duration of the day. These 
cleaners will work regardless of the type of cleaning task, but 
only in the assigned building. The cleaners are compensated as 
full-time workers with work duration of nine hours per day and 
receive monthly wages. As an initial study, three academic 

buildings have been considered as the main focus of this study, 
which involves 25 cleaners. These buildings are the newest 
buildings in the university and thus appear to be the most 
organized and systematic. The number of cleaners is quite 
large when comparing the size of the building to the number of 
employees, which causes a high turnover rate. Therefore, this 
cleaning service tries to search for possibilities to reduce the 
rate and increase profit. Therefore, in order to improve the rate, 
this research experimented with different scenarios. 

TABLE IV. METHOD FOR IMPROVING WORKFORCE PLANNING 

Phase Methods and Techniques 

Phase 1: 

Problem Definition 

1. Spotting the real-world problem. 

2. Setting the research topic, objectives, and 

overall project plan. 
3. Review of the literature. 

Phase 2: 

Data Collection 

1. Gather the potential factors that affect the 

workforce planning. 
2. Interview sessions with the company 

representative. 

3. Reviewing company reports. 

Phase 3: 
Data Analysis 

1. Select the suitable factors. 

2. Develop an optimization model for the 

workforce planning. 
3. Construct an objective function. 

4. Construct mathematical formulation for the 

constraints. 

Phase 4: 
Model Evaluation 

1. Performing model evaluation based on what-
if analysis using Microsoft Excel Solver 

2. Giving suggestions to the cleaning services 

operation‘s management based on the 
findings. 

B. Phase 2: Data Collection 

The data collection process for this project involves two 
main sources: interview sessions with company representatives 
and analysis of company reports. Interviews provided valuable 
insights into the current situation of an organizational structure, 
job requirements, staffing levels, skills, competencies and task 
types within the cleaning services operation. These insights 
guide identifying areas for improvement and developing 
strategies to address the workforce planning challenges. 
Company reports offer critical data on workforce size, 
experience levels, pay scales, performance metrics, and other 
factors influencing the workforce planning. Analyzing this data 
helps organizations understand their current workforce state, 
identify skill gaps and make informed decisions for more 
effective planning while considering the available financial 
resources. The company report serves as a reference to 
comprehend company issues and financial performance, aiding 
in determining available resources for the workforce planning 
efforts. 

C. Phase 3: Data Analysis 

In this phase of the study, the focus shifts to selecting 
critical factors that will play a pivotal role in shaping the 
objective function of the workforce planning model. With these 
factors in mind, the study proceeds to construct an IP model 
that captures the essence of the workforce planning problem. 
The model integrates the factors seamlessly, facilitating the 
development of mathematical equations and constraints that 
reflect the real-world considerations of the cleaning services 
operation. 
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1) Factors selection: This study carefully selected several 

factors to be used as constraints in formulating an objective 

function. These factors have been chosen based on previous 

research, as discussed in Section II(A), and how well they 

align with the specific problem being investigated in this 

cleaning services operation. Table V shows the factors to be 

considered in the model formulation of the study. 

TABLE V. FACTORS TO BE CONSIDERED 

Factors Definition 

Size of the cleaning 

area 

The total size of the area to be cleaned in the 

campus of the university. 

Task duration The given time frame for the cleaners to complete 

the task. 

Scheduling To ensure that the given cleaners are available in 

the time period. 

Experience level To ensure the cleaners efficiently perform the 

cleaning task within the given time. 

Considering the size of the cleaning area as one of the 
important factors in the workforce planning affects the number 
of cleaners needed to clean up the area efficiently. A larger 
facility typically requires more cleaners to handle the 
workload, while a smaller facility may require fewer cleaners. 
Task duration is another important factor in the workforce 
planning for a cleaning service operation because it directly 
impacts the amount of time that a cleaner will need to spend on 
a particular task. In this study, the cleaners are given a time 
frame and are obliged to complete all the tasks allocated to 
them within the particular time frame. 

In addition, effective scheduling helps to optimize the use 
of available staff and resources, reducing hiring costs and 
ensuring that the cleaning services are delivered on time and to 
the required standard. Moreover, experience level is important 
in the workforce planning for cleaning services operations to 
ensure that the premises are cleaned and maintained to the 
desired standard. Cleaning tasks requiring specialised skills or 
a high level of experience are more likely to be successfully 
completed by cleaners with sufficient experience within the 
allotted time frame. This is because it helps cleaners know how 
to do different cleaning tasks effectively, solve problems, and 
train new cleaners, resulting in better quality services that meet 
customer expectations and promote business growth for 
instance, carpet cleaning, computer lab cleaning, plant care, 
etc. 

2) Model formulation: The problem for this study is now 

being addressed through an IP model, which incorporates the 

four factors discussed previously. Subsequently, the 

mathematical model is developed along with the 

corresponding constraints. 

Indices: 

Cleaner: {1, …, i, …, I} 

Task: {1, …, j, …, J} 

Time period: {1, …, t, …, T} 

Parameters: 

Cij: The cost of assigning cleaner i to task j at time t 

Sj: The size of the area to be cleaned for task j 

Ai: The maximum area that cleaner i can clean in one time 
period 

Rj: The required experience level for task j 

Ei: The experience level of cleaner i 

Variables: 

Xijt = 1 if cleaner i is assigned to task j at time period t, and   
Xijt = 0 otherwise. 

Objectives: 

In this model, we consider the objective of minimizing 
hiring costs, which can be formulated as: 

Minimize ∑i∈I ∑j∈J ∑t∈T Cijt Xijt  (1) 

Constraints: 

∑i∈I ∑t∈T Xijt ≥ 1, for all j∈J  (2) 

∑j∈J Xijt ≤ 1, for all i∈I, t∈T  (3) 

Xijt ≥ 0, for all i∈I, j∈J, t∈T  (4) 

This model is formulated to present the current scenario in 
the cleaning services operation, in which the cleaners are 
assigned to each building according to the total size of the 
cleaning area regardless of the skill requirements for the 
cleaners.  

The objective function for this study is shown in Eq. (1). 
The aim is to minimize the hiring cost of the cleaning services. 
It is calculated by multiplying the hiring cost by the number of 
cleaners. Eq. (2) ensures that each task must be assigned to at 
least one cleaner during its entire duration. Eq. (3) ensures that 
each cleaner can perform at most one task during each period. 
Eq. (4) limits all the variables to a non-negative value. This 
model is then analysed to obtain the solution of the existing 
scenario.  

D. Phase 4: Model Evaluation 

In this study, the model evaluation was conducted using 
what-if analysis. What-if analysis is a process by which we 
adjust the model and then examine how those modifications 
will impact the model's results. In a study, there will typically 
be what-if analysis reflecting several situations. To better solve 
the problem, it would be good to see how the current results 
compare to the modified scenario. By conducting what-if 
analysis, it can gain insights into the potential outcomes and 
make informed decisions based on the model's sensitivity to 
different variables. This approach allows us to explore various 
scenarios and understand the implications of different 
adjustments on the overall results.  This study has three 
modified scenarios: Model 2, Model 3, and Model 4. The 
current situation in Model 1 involves the cleaners working nine 
hours daily for a wage of 1,500 MYR per month. 
Consequently, the other three scenarios are as follows. 

1) Model 2: What if the cleaner is assigned according to 

the size of the cleaning area? 
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A book on Setting Household Standards states that it takes 
four hours to clean 2000 sqft, which is an average of 500 sqft 
per hour [33]. However, the current assignment in the cleaning 
services operation is only focused on assigning the cleaners to 
the building areas without taking any consideration. In this 
modified scenario, the fewest cleaners possible are used to 
keep the building clean. Model 2 is the modification of the 
current Model 1 by adding the new constraint it to ensure the 
whole building is clean as shown in Eq. (5) 

∑j∈J Sj Xijt ≤ Ai, for all i∈I, t∈T  (5) 

This equation is to ensure that each cleaner should clean at 
least a given size of area. To ensure that the cleaners can 
complete the assigned workload, the cleaning area multiplied 
by the number of cleaners should be larger than the total size of 
the cleaning area. 

2) Model 3: What if the cleaners work in a part-time 

mode? 

Model 3 is an improvement idea modified from the 
previous model. In this scenario, the cleaners are considered to 
be part-time workers, and therefore they will work for four 
hours and receive 30 MYR as their wages per day. The cleaner 
is assumed to clean 2000 sqft per day. It is possible to decrease 
the hiring cost due to the number of cleaners needed. Besides, 
according to the cleaning services operation, the cleaners might 
need only four hours to clean the building area. Therefore, 
cutting down the paid wages might help in minimizing the cost. 

3) Model 4: What if the cleaner is assigned according to 

the task type?  

In this scenario, similarly, the cleaners are considered to be 
part-time workers, and they will work for four hours and 
receive 30 MYR as their wages per day. This scenario was 
modified in Model 4 to retain all the current cleaners. In this 
scenario, the cleaners are assigned according to task type 
without considering the size of the cleaning area. 

There are four different task types that make up the 
cleaning tasks: "General cleaning and maintenance," 
"Washroom maintenance," "Specialize cleaning," and "Plant 
care." Table VI shows the cleaning tasks included in the given 
task types. Each cleaner's performance level was gathered and 
converted to a range of experience levels. This is due to no 
available data on the cleaners' experience level. In this study, 
cleaners with more experience were assumed to perform their 
jobs more effectively. This assumption allows us to assign 
suitable cleaners to the given types of task.  

Depending on their current experience level, the cleaners 
will be assigned a task type; for example, if their experience 
level is below 2, they will be given the task type "General 
cleaning and maintenance." Then, if they have an experience 
level of 2, the task will be "Washroom maintenance," and an 
experience level of 3, "Special cleaning," respectively. 
However, "Plant care" will only be assigned to cleaners with 
experience levels above 4, which can call for more patience 
and competence. 

Since every hired cleaner should get one assigned task, 
therefore a new constraint as shown in Eq. (6), is modified 
from Eq. (3) in this model. 

∑j∈J Xijt = 1,for all i∈I, t∈T  (6) 

Eq. (6) ensures that each cleaner must be assigned one task 
during the given time period. At the same time, a new 
equation, as shown below, is added to this model in order to 
ensure that the cleaner manage to fulfill their given task in the 
given time span as they have relevant skills for their given task. 

Xijt =0,∀i∈I,∀j∈J,∀t∈T where Rj>Ei (7) 

TABLE VI. TASK TYPES AND THE CLEANING TASKS 

Task Type Cleaning Task 

General cleaning and 

maintenance 

Cleaning desks and chairs, dusting furniture and 

fixtures, emptying trash bins, sweeping and 

mopping the floor, cleaning corridors, cleaning 

stairwells, cleaning windows and mirrors 

Washroom maintenance Cleaning the washroom and refill the supply 

Specialized cleaning 
Cleaning lift, cleaning computer set, cleaning 

carpet 

Plant care 
Trimming and pruning the plants, fertilizing the 
plants, watering the plant 

Eq. (7) enforces that only cleaners with sufficient 
experience levels can be assigned to the tasks that require 
specific skills, which ensures that the tasks are completed 
properly. If the required experience level for task j is higher 
than the experience level of cleaner i, then cleaner i cannot be 
assigned to task j during the time period t. 

IV. FINDINGS 

This section discusses the results and findings obtained 
from the developed models. The model evaluation will be 
made by comparing the current model with all the modified 
models. 

A. Discussion for Model 1 (Current scenario) 

Model 1 was created to reflect the current situation of 
cleaning services operation. The size of the cleaning area and 
the task types were not taken into consideration when cleaners 
were assigned according to buildings. The three academic 
buildings taken into consideration, named as buildings X, Y 
and Z, received these cleaners randomly, assigned by the 
cleaning services operation. These cleaners would do any task 
types in the assigned building during nine working hours. Their 
performance level was monitored by the supervisor from the 
cleaning services operation. The number of cleaners involved 
in the current existing scenario and their performance are 
shown in Table VII. These data are provided by the cleaning 
services operation and will be compared later to the modified 
scenario. 

The number of hired cleaners is multiplied by their monthly 
wages to determine the hiring cost for this model. In this 
model, there are 25 cleaners assigned, and their monthly pay is 
1,500 MYR. In this situation, the total cost of hiring is 37,500 
MYR. Reducing hiring costs is necessary since the high hiring 
costs strain the cleaning services operation.   
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B. Model Evaluation 

Model evaluation is an important phase in this study, 
involving the comparison of the current model with modified 
models. The objective is to evaluate each model's advantages 
and limitations in order to find a better solution that suits the 
organization's needs. By assessing the models' performance in 
different scenarios, management will gain insights into how 
well the models address the problem. Microsoft Excel's Data 
Solver is used to run these models, with a computer powered 
by AMD Ryzen 7 5800X along with 16GB RAM. 

TABLE VII. NUMBER OF CLEANERS INVOLVED AND THEIR PERFORMANCE 

IN THE CURRENT SCENARIO 

Cleaner Performance Cleaner Performance 

Cleaner 1 80% Cleaner 14 70% 

Cleaner 2 95% Cleaner 15 90% 

Cleaner 3 70% Cleaner 16 80% 

Cleaner 4 75% Cleaner 17 70% 

Cleaner 5 70% Cleaner 18 70% 

Cleaner 6 85% Cleaner 19 85% 

Cleaner 7 80% Cleaner 20 70% 

Cleaner 8 85% Cleaner 21 70% 

Cleaner 9 90% Cleaner 22 75% 

Cleaner 10 70% Cleaner 23 90% 

Cleaner 11 80% Cleaner 24 70% 

Cleaner 12 80% Cleaner 25 80% 

Cleaner 13 85% 

Discussion for Model 2: Due to the high cost of the 
cleaning services operation to hire cleaners in the current 
scenario, Model 1 is used as a guideline to modify and come 
out with a new model in different scenarios. In this scenario, 
the size of the cleaning area is considered while assigning 
cleaners. The allocated cleaners must clean at least 14463 sqft 
for Building X, 12006 sqft for Building Y and 7320 sqft for 
Building Z. It took about 49 minutes to come up with the 
optimal solution, as shown in Table VIII. 

TABLE VIII. THE ASSIGNMENT OF CLEANER IN MODEL 2 

Cleaner Assigned Location Cleaner Assigned Location 

Cleaner 1 Building X Cleaner 14 Not assigned 

Cleaner 2 Not assigned Cleaner 15 Not assigned 

Cleaner 3 Not assigned Cleaner 16 Building Z 

Cleaner 4 Not assigned Cleaner 17 Not assigned 

Cleaner 5 Not assigned Cleaner 18 Not assigned 

Cleaner 6 Not assigned Cleaner 19 Building Y 

Cleaner 7 Not assigned Cleaner 20 Building X 

Cleaner 8 Not assigned Cleaner 21 Building Y 

Cleaner 9 Not assigned Cleaner 22 Building X 

Cleaner 10 Not assigned Cleaner 23 Building Z 

Cleaner 11 Not assigned Cleaner 24 Building X 

Cleaner 12 Not assigned Cleaner 25 Building Y 

Cleaner 13 Not assigned 

According to the result, four cleaners were assigned to 
Building X, three were assigned to Building Y, and two were 
assigned to Building Z. In a nutshell, total of nine cleaners 

were assigned to do the cleaning tasks at these buildings. If this 
model was used, the cleaning services operation would have to 
pay a monthly hiring cost of 13,500 MYR. Due to the 
decreased number of cleaners, this value is lower than the 
existing model. The result is graphically displayed in Fig. 1. 

 

Fig. 1. Cleaner allocation in building based on Model 2.  

1) Discussion for Model 3: Based on the interview with 

the cleaning services operator, the cleaners might only spend 

four hours cleaning the building despite being obligated to 

work nine hours every day. Therefore, it would be wise if we 

could reduce their working hours so that they could increase 

their level of efficiency. The optimal solution required a long 

running duration of 19 days. The assignment of cleaners in 

Model 3 is shown in Table IX. 

TABLE IX. THE ASSIGNMENT OF CLEANER IN MODEL 3 

Cleaner 
Assigned 

Location 
Cleaner 

Assigned 

Location 

Cleaner 1 Building X Cleaner 14 Building X 

Cleaner 2 Building Z Cleaner 15 Building X 

Cleaner 3 Building Z Cleaner 16 Not assigned 

Cleaner 4 Building Y Cleaner 17 Building Y 

Cleaner 5 Building Z Cleaner 18 Not assigned 

Cleaner 6 Building X Cleaner 19 Not assigned 

Cleaner 7 Building Y Cleaner 20 Building Y 

Cleaner 8 Building X Cleaner 21 Not assigned 

Cleaner 9 Building X Cleaner 22 Not assigned 

Cleaner 10 Not assigned Cleaner 23 Building Y 

Cleaner 11 Building Z Cleaner 24 Building X 

Cleaner 12 Building Y Cleaner 25 Building Y 

Cleaner 13 Building X 

Based on the result from Model 3, eight cleaners were 
assigned to the Building X. Besides, seven cleaners were 
assigned to Building Y while four cleaners were assigned to 
the Building Z. In this model, a total of 19 cleaners were 
assigned to carry out the cleaning tasks. The cleaning services 
operation might spend 570 MYR on the daily hiring cost for 
these three buildings. Since cleaners would work for 26 days 
per month, the total hiring cost in this model is 14,820 MYR, 
which is lower than the current hiring cost. However, 
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compared to Model 2, the hiring cost would be a little higher 
because this model might require more cleaners. Fig. 2 presents 
the cleaner allocation in Model 3. 

 
Fig. 2. Cleaner allocation in building based on Model 3.  

2) Discussion for Model 4: As in the previous scenario of 

Model 3, all the cleaners remain considered as part-time 

workers in this scenario and will work four hours per day for 

30 MYR. This scenario aims to enhance the cleaners' 

performance level, where they are assigned based on specific 

tasks. Cleaners should perform more effectively when 

carrying out a task that they are familiar with; thus, cleaners 

may result in higher performance levels since they are more 

expert with the task at hand. Therefore, the cleaners are 

assigned to a given task type based on their experience level in 

this model. Additionally, the cleaning services operator gets to 

maintain all the hired cleaners by employing this scenario. The 

assignment of cleaners in Model 4 are shown in Table X. 

Based on the result from Model 4, 11 cleaners were 
assigned to ―General cleaning and maintenance‖. Besides, 6 
cleaners were assigned to ―Washroom maintenance‖ while 4 
cleaners were assigned to ―Specialized cleaning‖. At the same 
time, the 4 cleaners with the highest performance level were 
assigned to ―Plant care‖. In this scenario, all the hired cleaners 
would remain with the cleaning services operation and be 
assigned with cleaning tasks. They might spend 750 MYR on 
the daily hiring cost for these three buildings. Since cleaners 
will work for 26 days per month, the total hiring cost in this 
model is 19,500 MYR, which is lower than the current hiring 
cost. However, compared to Model 2 and Model 3, the hiring 
cost will be the highest as it tends to remain all cleaners in the 
organization. 52 minutes of time is taken to run this model and 
finding the optimal solution. The cleaner allocation in this 
Model 4 is clearly presented in Fig. 3. 

 

Fig. 3. Cleaner allocation in building based on Model 4.  

TABLE X. THE ASSIGNMENT OF CLEANER IN MODEL 4 

Cleaner 
Experience 

level 
Task type 

Cleaner 1 2 Washroom maintenance 

Cleaner 2 5 Plant care 

Cleaner 3 0 General cleaning and maintenance 

Cleaner 4 1 General cleaning and maintenance 

Cleaner 5 0 General cleaning and maintenance 

Cleaner 6 3 Specialized cleaning 

Cleaner 7 2 Washroom maintenance 

Cleaner 8 3 Specialized cleaning 

Cleaner 9 4 Plant care 

Cleaner 10 0 General cleaning and maintenance 

Cleaner 11 2 Washroom maintenance 

Cleaner 12 2 Washroom maintenance 

Cleaner 13 3 Specialized cleaning 

Cleaner 14 0 General cleaning and maintenance 

Cleaner 15 4 Plant care 

Cleaner 16 2 Washroom maintenance 

Cleaner 17 0 General cleaning and maintenance 

Cleaner 18 0 General cleaning and maintenance 

Cleaner 19 3 Specialized cleaning 

Cleaner 20 0 General cleaning and maintenance 

Cleaner 21 0 General cleaning and maintenance 

Cleaner 22 1 General cleaning and maintenance 

Cleaner 23 4 Plant care 

Cleaner 24 0 General cleaning and maintenance 

Cleaner 25 2 Washroom maintenance 

3) Model comparison: In this section, the result of all the 

models is compared and shown in Table XI. 
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TABLE XII. COMPARISON OF RESULTS 

Model Scenario 
Number of 

Cleaners 

Hiring Cost 

(MYR) 

1 
Cleaners are assigned 

randomly to the building. 
25 37,500 

2 

What if the cleaner is assigned 

according to the size of the 
cleaning area? 

9 13,500 

3 
What if the cleaner works in a 

part-time mode? 
19 14,820 

4 
What if the cleaner is assigned 

according to the task type? 
25 19,500 

Originally, Model 1 required a high hiring cost of 37,500 
MYR with 25 cleaners. Then, the first what-is scenario of 
Model 2 maintains normal working hours but reduces hiring 
costs by assigning nine cleaners based on cleaning area size, 
resulting in a 13,500 MYR cost. Meanwhile, Model 3 aims to 
enhance performance by minimizing cleaner working hours 
and employing 19 part-time cleaners for four hours daily at 
14,820 MYR/month. On the other hand, Model 4 enhances 
cleaner performance via task specialization, retaining all 
cleaners. However, it has the highest cost at 19,500 MYR. It 
can be seen that these models offer distinct approaches, where 
Model 2 focuses on area size, Model 3 on efficiency, and 
Model 4 on specialization. 

V. CONCLUSION 

This study explores the workforce planning issues in 
cleaning service operations and provides helpful 
recommendations. Integer programming (IP) was used to 
create an optimization model to minimize hiring costs with a 
focus on three academic buildings in a public university in 
Malaysia. The current model with three different scenarios was 
investigated according to several identified factors, such as 
cleaning area size, task duration, scheduling, and experience 
level. Each model focused on a different approach and came 
out with improved hiring costs. Based on the analysis of 
scenarios, cleaning services operations can choose any model 
suited to their budget and future planning. However, of all 
models, Model 3 is recommended due to its lower cost and 
part-time working hours, which can benefit students and 
organizational efficiency. 

This study contributes significantly to knowledge and 
practice, though limited by scope and time constraints. As a 
way  to address constraints and improve model evaluation and 
effectiveness, the research highlights the necessity for heuristic 
methodologies in future work, especially involving the broader 
scenarios such as the whole building in a university. In fact, 
more input factors need to be added to future models for more 
reliable results. 

ACKNOWLEDGMENT 

This research was supported by Universiti Utara Malaysia 
through University Grant (S/O Code 21417). We would like to 
thank the Research and Innovation Management Centre for 
facilitating the management of this research work. 

REFERENCES 

[1] J. Stokker, and G. Hallam, ―The right person, in the right job, with the 
right skills, at the right time: A workforce‐planning model that goes 

beyond metrics,‖ Library Management, vol. 30, no. 8/9, pp. 561-571, 
2009, doi: 10.1108/01435120911006520. 

[2] P. Yogita, and T. Shruti, ―Work Force Planning, Literature Analysis: 
Digitization compels for a Conceptual Model for Data Driven 
Decisions,‖ Journal of Business and Management, vol. 19, no.11, pp. 1-
11, 2017, doi: 10.9790/487X-1911060111. 

[3] A. S. Al Wahshi, ―Human resource planning practices in the Omani 
Public Sector: An exploratory study in the Ministry of Education in the 
Sultanate of Oman,‖ 2016. 

[4] M.P. Doan, J. Fondrevelle, V. Botta-Genoulaz, and J.F.F. Ribeiro, 
―Studying the impact of different work contract combinations on a 
multi-objective workforce planning problem,‖ 2019 International 
Conference on Industrial Engineering and Systems Management 
(IESM), pp. 1-6, 2019, doi: 10.1109/IESM45758.2019.8948220. 

[5] T. Garaix, M. Gondran, P. Lacomme, E. Mura, and N. Tchernev, 
―Workforce scheduling linear programming formulation,‖ IFAC-
PapersOnLine, vol. 51, no. 11, pp. 264-269, 2018, doi: 
10.1016/j.ifacol.2018.08.289. 

[6] G. Willis, S. Cave, and M. Kunc, ―Strategic workforce planning in 
healthcare: A multi-methodology approach,‖ European Journal of 
Operational Research, vol. 267, no. 1, pp. 250-263, 2018, doi: 
10.1016/j.ejor.2017.11.008. 

[7] R. Ramli, S.N.I. Ahmad, S. Abdul-Rahman, and A. Wibowo, ― A tabu 
search approach with embedded nurse preferences for solving nurse 
rostering problem,‖ International Journal for Simulation and 
Multidisciplinary Design Optimization, vol. 11, no. 10, pp. 1-10, 2020, 
doi: 10.1051/smdo/2020002. 

[8] R. Ramli, R. Abd Rahman, and N. Rohim, ―A hybrid ant colony 
optimization algorithm for solving a highly constrained nurse rostering 
problem,‖ Journal of Information and Communication Technology, vol. 
18, no. 3, pp. 305-326, 2019, doi: 10.32890/jict2019.18.3.8292. 

[9] S. Gupta, and S. Sinha, ―Academic Staff planning, allocation and 
optimization using Genetic Algorithm under the framework of Fuzzy 
Goal Programming,‖ Procedia Computer Science, vol. 172, pp. 900-905, 
2020, doi: 10.1016/j.procs.2020.05.130. 

[10] H. H. Turan, S. Elsawah, and M.J. Ryan, ―Simulation-based analysis of 
military workforce planning strategies‖, In Proceedings of the 2019 
International Conference on Management Science and Industrial 
Engineering, pp. 68-75, 2019, doi: 10.1145/3335550.3335568. 

[11] N.D. Bastian, C.B. Fisher, A.O. Hall, and B.J. Lunday, ―Solving the 
army‘s cyber workforce planning problem using stochastic optimization 
and discrete-event simulation modeling,‖ In 2019 Winter Simulation 
Conference (WSC), pp. 738-749, 2019, doi: 
10.1109/WSC40007.2019.9004837. 

[12] İ. Z. Akyurt, Y. Kuvvetli, M. Deveci, H. Garg, and M. Yuzsever, ―A 
new mathematical model for determining optimal workforce planning of 
pilots in an airline company,‖ Complex & Intelligent Systems, vol. 8, 
no. 1, pp. 429-441, 2022, doi: 10.1007/s40747-021-00386-x. 

[13] A. M. Galazka, and J. Wallace, ―Challenging the ‗dirty worker‘—‗clean 
client‘dichotomy: Conceptualizing worker‐client relations in dirty 
work,‖  International Journal of Management Reviews, vol. 25, no. 4, 
pp. 707-724, 2023, doi: 10.1111/ijmr.12330. 

[14] P. Hamilton, T. Redman, and R. McMurray, ―‗Lower than a snake‘s 
belly‘: Discursive constructions of dignity and heroism in low-status 
garbage work,‖ Journal of Business Ethics, vol. 156, no. 4, pp. 889-901, 
2019, doi: 10.1007/s10551-017-3618-z. 

[15] J. Hughes, R. Simpson, N. Slutskaya, A. Simpson, and K. Hughes, 
―Beyond the symbolic: A relational approach to dirty work through a 
study of refuse collectors and street cleaners,‖ Work, employment and 
society, vol. 31, no. 1, pp. 106-122, 2017, doi: 
10.1177/0950017016658438. 

[16] M. H. Ishak, and  N. N. M. Anasir, ―An Assessment of Cleanliness 
Level from Service Level Agreement and User‘s Perception in 
Universiti Tun Hussein Onn Malaysia,‖ Research in Management of 
Technology and Business, vol.1, no.1, pp. 663-676, 2020, doi: 
10.30880/rmtb.2020.01.01.050. 

[17] S. D. Gilster, M. Boltz, and J. L. Dalessandro, ―Long-term care 
workforce issues: Practice principles for quality dementia care,‖ The 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

514 | P a g e  

www.ijacsa.thesai.org 

Gerontologist, vol. 58, no. suppl_1, pp. S103-S113, 2018, doi: 
10.1093/geront/gnx174. 

[18] Y.J. Utama, Purwanto, and Ambariyanto ―Developing Environmentally 
Friendly Campus at Diponegoro University,‖ Advanced Science Letters, 
vol. 23, no. 3, pp. 2584-2585, 2017, doi: 10.1166/asl.2017.8712.  

[19] S. R. Cave, and G. Willis, ―System Dynamics and Workforce Planning,‖ 
System Dynamics: Theory and Applications, pp. 431-457, 2020, doi: 
10.1007/978-1-4939-8790-0_659. 

[20] M. Kunc, ―Using systems thinking to enhance strategy maps,‖ 
Management Decision, vol. 46, no. 5, pp. 761-778, 2008, doi: 
10.1108/00251740810873752. 

[21] P. De Bruecker, J. Van den Bergh, J. Beliën, and E. Demeulemeester, 
―Workforce planning incorporating skills: State of the art,‖ European 
Journal of Operational Research, vol. 243, no. 1, pp. 1-16, 2015, doi: 
10.1016/j.ejor.2014.10.038. 

[22] M. Sivasundari, K. S. Rao, and R. Raju, ―Production, capacity and 
workforce planning: a mathematical model approach,‖ Appl. Math. Inf. 
Sci, vol. 13, no. 3, pp. 369-382, 2019, doi: 10.18576/amis/130309. 

[23] H. H. Turan, S. Elsawah, F. Jalalvand, and M. J. Ryan, ―Solving 
strategic military workforce planning problems with simulation-
optimization,‖ In 2020 IEEE Symposium Series on Computational 
Intelligence (SSCI), pp. 1620-1625, 2020, doi: 
10.1109/SSCI47803.2020.9308483. 

[24] R. Martins, T. Pinto, and C. Alves, ―An exact optimization approach for 
personnel scheduling problems in the call center industry,‖ In 
International Conference on Computational Science and Its 
Applications,  pp. 407-424, 2023.  

[25] Y. Naveh, Y. Richter, Y. Altshuler, D. L. Gresh, and D. P. Connors, 
―Workforce optimization: Identification and assignment of professional 
workers using constraint programming,‖ IBM Journal of Research and 
Development, vol. 51, no. 3/4, pp. 263-279, 2007, doi: 
10.1147/rd.513.0263. 

[26] A. M. Akl, S. El Sawah, R. K. Chakrabortty, and H. H. Turan, ―A joint 
optimization of strategic workforce planning and preventive 
maintenance scheduling: a simulation–Optimization approach,‖ 
Reliability Engineering & System Safety, vol. 54, no. 8, 2022, doi: 
10.1016/j.ress.2021.108175. 

[27] D. E. Ighravwe, S. A. Oke, D. Aikhuele, and A, Ojo, ―An optimisation 
approach to road sanitation workforce planning using differential 
evolution,‖ Journal of Urban Management, vol. 9, no. 4, pp. 398-407, 
2020, doi: 10.1016/j.jum.2020.06.004. 

[28] A. Zakariyya, M. S. Mashina, and Z. Lawal, ―Application of linear 
programming for profit maximization in Shukura Bakery, Zaria, Kaduna 
State, Nigeria,‖ Dutse Journal of Pure and Applied Sciences 
(DUJOPAS), vol. 8, no. 1a, pp. 112-116, 2022, doi: 
10.4314/dujopas.v8i1a.12. 

[29] V. H. Ferreira, P. D. M. Oliveira Filho, E. V. Queiroga, J. M. Silva, E. 
U. Barboza, T. P. Abud, B.S.M.C. Borba, M.Z. Fortes, B.S. Moreira, 
and P. H.C. Machado, ―Two-phase optimization approach for 
maintenance workforce planning in power distribution utilities,‖ Electric 
Power Systems Research, vol. 211, 2021, doi: 
10.1016/j.epsr.2022.108236.  

[30] N. D. Bastian, B. J. Lunday, C. B. Fisher, and A. O. Hall, ―Models and 
methods for workforce planning under uncertainty: Optimizing US 
Army cyber branch readiness and manning,‖ Omega, vol. 92, no. 3, 
2019, doi: 10.1016/j.omega.2019.102171. 

[31] M. Mikaeili, A. Erekat, J. Lee, and M. Khasawneh, ―Manpower 
Planning Framework for a Hospital Contact Center with Service Level 
Requirements using Integer Programming,‖ Institute of Industrial and 
Systems Engineers (IISE), vol. IIE Annual Conference, Proceedings, pp. 
1187-1192, 2019.  

[32] S. Faudzi, S. Abdul-Rahman, R. Abd Rahman, J. Zulkepli, and A. 
Bargiela, ―Optimizing The Preference Of Student-Lecturer Allocation 
Problem Using Analytical Hierarchy Process And  Integer 
Programming,‖  Journal Of Engineering Science And Technology, vol. 
15, no. 1, pp. 261 – 275, 2020. 

[33] M. L. Starkey, ― Mrs. Starkey's Setting Household Standards - The Key 
to Successful Service for Employers and Household Managers,‖ United 
States: Starkey International Institute, 1999. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

515 | P a g e  

www.ijacsa.thesai.org 

Tailored Expert Finding Systems for Vietnamese 

SMEs: A Five-step Framework 

Thi Thu Le
1
, Xuan Lam Pham

2*
, Thanh Huong Nguyen

3
 

Department of Research Methodology, Thuongmai University, Hanoi, Vietnam
1
 

Department of Information Technology, School of Information Technology in Economics, National Economics University
2, 3

 

 

 
Abstract—This study addresses the underexplored area of 

EFSs (EFS) tailored for business applications, with a specific 

focus on supporting Small and Medium Enterprises (SMEs). The 

principal objective of this research is to develop an EFS designed 

to cater to the needs of Vietnamese SMEs. The study 

methodology involves conducting in-depth interviews with 

Vietnamese SMEs to ascertain their requirements for Vietnamese 

EFSs. Subsequently, the research proposes an architectural 

model for the EFS and proceeds to develop the corresponding 

system. The EFS operates by collecting and analyzing data from 

diverse online sources to identify Vietnamese experts and 

individuals of Vietnamese origin who can provide valuable 

insights and support to enterprises operating in Vietnam. This 

research framework is guided by five key Husain (2019)’s issues: 

1) Expertise evidence selection, 2) Expert representation, 3) 

Model building, 4) Model evaluation, and 5) Interaction design. 

By addressing these issues, the study aims to contribute to the 

development of an effective EFS tailored to the specific needs of 

Vietnamese SMEs in their quest to find and engage experts for 

business growth and innovation. 

Keywords—Expert Finding System (EFS); Small and Medium-

sized Enterprises (SMEs); experts; Vietnamese expert resources; 

business expertise identification 

I. INTRODUCTION 

SMEs play a key role in Vietnam and Asia's economic 
development, constituting up to 98% of businesses in Asia and 
providing about 66% of private-sector jobs from 2007 to 2012 
[1]. Howerver, SMEs have to deal with a multitude of 
challenges, especially the issue of recruiting high-quality labor 
resources [2]. They employ various personnel sourcing 
methods, including costly headhunter services and specialized 
training companies [3]. Alternatively, businesses can utilize 
recruitment websites and job exchange platforms, but these 
predominantly cater to common job positions, offering limited 
information about experts [4, 5]. Another option is independent 
online searches via platforms like Google and Bing, which 
yield articles and related information rather than lists of 
suitable candidates. Specialized social networking sites like 
LinkedIn and academic networks such as ResearchGate and 
Academia provide detailed expert profiles. However, expert 
data is often private and not easily accessible, hindering 
effective comparisons and selections [4]. Lastly, personal 
referrals are highly dependent on social networks, varying in 
effectiveness. To address these issues, one solution is 
leveraging technology for human resources and production 
efficiency [6, 7]. Technology enables SMEs to access crucial 
information quickly for decision-making and strategic 

management. In Vietnam, the labor force mainly consists of 
unskilled, low-skilled, and medium-skilled workers, with only 
10 million qualified workers, representing 21% of the total 
labor force [8]. Consequently, this shortage results in intense 
competition among SMEs to attract and retain qualified experts 
who can drive innovation and growth [9]. 

An Expert Finding System (EFS) for business in 
recruitment is a highly effective solution that leverages 
advanced technology and data analytics to identify and connect 
with top talent in a more efficient and targeted manner Husain, 
et al. [10]. By analyzing candidates' skills, experiences, and 
qualifications alongside the specific needs and requirements of 
the job, this system streamlines the recruitment process, 
reducing time and cost while ensuring that the best-fit 
candidates are brought to the forefront. This study is a 
significant attempt to address an often-overlooked aspect of 
EFS in the domain of business applications, with a specialized 
focus on supporting SMEs operating in Vietnam. The primary 
aim of this research is to develop an EFS system matched 
precisely to the needs of Vietnamese SMEs. This study 
employed an in-depth interview methodology to gain insights 
into Vietnamese SMEs' requirements for expert human 
resources. Subsequently, the study advances with the proposal 
of an architectural model for the EFS, followed by the actual 
development of the system. This EFS functions by collating 
and analyzing data from diverse online sources to pinpoint 
Vietnamese experts and individuals of Vietnamese origin who 
possess the expertise necessary to aid enterprises in Vietnam. 
Guided by the five pivotal issues identified by Husain, et al. 
[10], including expertise evidence selection, expert 
representation, model building, model evaluation, and 
interaction design, this research hopes to contribute 
significantly to the evolution of an effective EFS, custom-
tailored to meet the unique demands of Vietnamese SMEs. 

In particular, this research will examine two main research 
questions: 

 Question 1: How do Vietnamese Small and Medium 
Enterprises (SMEs) perceive their need for expert 
human resources, and what are the key challenges they 
face in identifying and engaging experts to support their 
business growth and innovation and their requirements 
for Vietnamese EFSs? 

 Question 2: How can an Expert Finding System (EFS) 
be optimized for Vietnamese SMEs by effectively 
addressing the five key issues outlined by Husain, et al. 
[10], enabling efficient identification and engagement 
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of Vietnamese experts and individuals of Vietnamese 
origin to support SMEs in Vietnam? 

The remainder of this study is organized as follows. Section 
II explores work concerning the Expert Finding System. The 
Methodology in Section III describes the research design, 
survey participant information, and system design. The Results 
in Section IV presents the outcomes of the in-depth interview 
and the proposed framework of the Expert Finding System for 
Vietnamese SMEs. Finally, the last section i.e. Section V 
provides a summary of the results, discusses them, and 
indicates future work. 

II. EXPERT FINDING SYSTEMS 

The development and deployment of EFS, have enabled 
users to discover and search for experts and high-quality 
human resources in various fields for collaboration or 
knowledge acquisition [11]. Singh in [12] conducted a study 
highlighting the essential need for organizations to swiftly 
identify experts in different domains. However, this task 
presents challenges due to limited and unevenly distributed 
information about experts. Furthermore, the requirements of 
those seeking experts are often unclear, and past expert 
performance lacks sufficient visibility, making it difficult to 
assess and quantify expertise. The dynamic nature of experts, 
who may switch jobs and research areas, further complicates 
expert identification. Additionally, many complex problems 
require the collective intelligence of diverse experts, 
underscoring the necessity of developing an expert finding 
information system to expedite problem-solving and enhance 
organizational efficiency [12].  

Various studies have explored EFSs to address enterprise 
challenges and global issues [11, 13]. The development of 
these systems involves the discovery of experts in specialized 
fields, an examination of existing systems in these domains, 
and the proposal of models to guide future system design and 
development decisions [13]. Organizations can also leverage 
commercial services and solutions to identify experts and 
evaluate EFSs, taking into account their unique characteristics 
and the most effective implementation methods [11]. 
Moreover, In SMEs' pursuit of expert human resources, recent 
research indicates that social globalization positively influences 
gender equality in employment opportunities [14]. 

In Singh [12] study, the essential attributes of an ideal EFS 
are outlined. This comprehensive framework envisions a 
system that operates efficiently and effectively. Furthermore, it 
underscores the significance of categorizing expertise through 
a subject classification scheme, ensuring that users can easily 
access and navigate the wealth of knowledge available. 
Moreover, it strongly emphasizes the quantification of 
expertise, enabling the system to rank experts, thus aiding users 
in identifying the most suitable individuals for their specific 
needs. Ensuring the reliability of information sources is another 
aspect, ensuring the integrity and accuracy of the system's 
output. Moreover, the framework envisions fostering expert 
communities, facilitating collaboration and knowledge sharing 
among professionals. Lastly, the system is geared towards 
identifying locally available experts, enhancing accessibility 
and relevance for users seeking expertise within their 
geographic vicinity.  

Furthermore, apart from research on EFSs for 
organizations, some studies delve into technical aspects related 
to collecting and processing expert information and algorithms 
for accurate expert identification, evaluation, and ranking. 
Taie, et al. [15] presents methods for classifying expertise, 
including domain-based classification (enterprise/organization 
and online community) and technique-based classification 
(machine learning and graph techniques). However, it is worth 
noting that combining content-based expertise indicators with 
social relationships does not completely resolve the issues 
related to expert identification and ranking [15]. Additionally, 
Singh [12] and Wang, et al. [16] highlight prominent expert 
finding methods, such as unstructured data mining, social 
networking sites, contact management systems, and self-
disclosure data from experts. 

According to Husain, et al. [10], EFSs have found 
application across various domains, including academics, 
enterprises, medicine, online knowledge-sharing communities, 
online forums, and social networks. In this study, Husain, et al. 
[10] asserts that defining specific tasks for expert finding 
systems in certain domains can be challenging. Consequently, 
there is a research gap in understanding the tasks that expert 
search systems support for businesses, especially small and 
medium-sized enterprises (SMEs). This gap will be the focus 
of the current study. 

Moreover, while numerous studies have addressed 
technical aspects of EFSs, only a limited number of research 
into the specific needs of Vietnamese SMEs in locating experts 
in their respective fields to fulfill their human resource 
requirements effectively have been identified. 

Lin, et al. [17] and Husain, et al. [10]  have critically 
examined existing research in the field, highlighting several 
noteworthy gaps that demand attention and resolution. First 
and foremost, they emphasize that most studies in the field of 
EFSs have only focused on the academic domain, and very 
little is known about EFSs in other domains where expert 
knowledge is critical. Also, these studies bring up data-related 
problems that have not been properly dealt with yet, like 
security issues, data inconsistencies (like having multiple 
names for the same person or names that sound similar for 
different people), and the issues surrounding the completeness 
of expert information. Addressing these issues calls for the 
development of complex algorithms capable of seamlessly 
integrating data from diverse sources and tailoring expert-
finding models to specific tasks and domains, a task that 
remains largely unmet. Moreover, Lin, et al. [17] and Husain, 
et al. [10] stress the imperative of fostering diversity in system 
development by creating combined datasets from multiple 
sources, promoting more versatile and robust solutions. Lastly, 
the identification of expert groups to solve interdisciplinary 
problems is highlighted as an essential requirement across 
various applications, underscoring the significance of 
collaborative and multidisciplinary approaches in expertise 
seeking. These identified gaps serve as critical pointers for 
future research, shedding light on the areas in need of further 
exploration and innovation within the realm of expert finding. 

The expert finding task involves five key procedural 
aspects [10]: 
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 Expertise evidence selection: This step focuses on 
extracting data and information relevant to a person's 
expertise, which is crucial for determining their status 
as an expert in a particular field. 

 Expert representation: EFS aim to provide users with 
information that aids in not only locating experts but 
also in selecting the most relevant ones. This requires 
identifying valuable information for decision-making, 
considering both documented evidence and contextual 
factors. 

 Model building: Model building encompasses pre-
processing, indexing, and modeling. Pre-processing 
involves handling diverse data sources, recognizing 
candidate expert identifiers (e.g., names, emails), and 
addressing challenges like named entity recognition and 
disambiguation. Modeling and retrieval involve creating 
models that associate candidate experts with user 
queries and rank them based on these associations, 
utilizing various methods such as probabilistic, 
network-based, and voting models.  

 Model evaluation: Evaluating the efficiency of EFS is 
typically done using test collections (datasets) to assess 
their performance in retrieving relevant experts in 
response to user queries.  

 Interaction design: Presenting expert search results to 
users is a critical practical concern. It involves 
displaying not only ranked lists of experts but also 
related documents, conferences, journals, and contact 
details to aid users in assessing the relevance of experts. 
Additional information like photos, affiliations, 
publications, and projects can help users gauge an 
expert's seniority and expertise alignment. 

From an in-depth review of relevant EFS literature, we are 
dedicated to developing a tailored EFS for Vietnamese SMEs. 
This study will address the five key issues identified by 
Husain, et al. [10] and overcome the limitations mentioned by 
Lin, et al. [17]. The proposed EFS will incorporate all essential 
features from Singh [12] study, including robust data 
processing, advanced modeling, efficient retrieval, and a user-
friendly interface. Our objective is to not only meet the specific 
requirements of Vietnamese SMEs but also set a global 
standard in EFS, adhering to best practices in the academic 
literature. Through this effort, we aim to enhance the expertise-
seeking process for Vietnamese businesses, contributing to 
their growth and success in a dynamic marketplace. 

III. METHODOLOGY 

A. Research Design 

The research process is structured into two distinct stages, 
each aligned with a research question.  

For the first question, firstly, we conducted a review of 
EFSs to gain an understanding of the research problem and 
identify gaps in previous studies. Next, primary data was 
collected from businesses to gain a deeper understanding of the 
challenges they face when finding and using experts to support 
their activities. The following steps were taken: 

 Determine research goals and questions 

 Plan data collection 

 Select some survey business 

 Conduct interviews 

 Analyze the interview results, focusing on identifying 
the problems that businesses are facing in the process of 
finding and using experts to support business activities. 

For the second question, reliance is placed on the five key 
issues mentioned by Husain, et al. [10] with proposed methods 
for handling these issues: 

 Identify details for each issue: Gather specific 
information about each of the 5 key issues highlighted 
by Husain, et al. [10].  

 Collect relevant data: Gather data that is relevant to 
these issues.  

 Develop a system: Create a system or framework to 
address each of the five key issues.  

 Check solution evaluation: Evaluate the effectiveness of 
the proposed solutions for each of the five key issues. 
This can be done through data analysis, expert 
feedback, or user testing. 

By following these steps, we can effectively provide 
practical solutions to the challenges faced in the process of 
finding experts. 

B. Participants 

The authors conducted in-depth interviews with 20 
representatives of SMEs operating in various fields, including 
logistics, construction and architecture, information 
technology, and services (see Table I). Most of these 
enterprises are concentrated in Hanoi, with a few also located 
in Ho Chi Minh City or having branches in different areas. The 
number of permanent employees in each enterprise ranges 
from 10 to more than 200. The interviews focused on 
surveying the needs for general human resources and expert 
human resources in today's businesses. Additionally, the 
authors surveyed the need for information systems to support 
searching and linking with customers' human resources in 
different positions and locations. The interviews were mainly 
conducted using audio or video calls between December 2021 
and January 2022. Most of the interview participants held 
important positions in the enterprises, such as General 
Director/Director, Head of department, or Executive Director. 
The data obtained from the interviews will be coded and 
synthesized according to groups of indicators, thereby 
synthesizing into a number of criteria to evaluate the current 
state of human resource needs in SMEs today. The survey data 
from the interviews related to how businesses seek sources of 
experts was used by the research team to propose solutions for 
building a system that meets the human resource needs of 
businesses. The system will provide expert information sources 
for businesses and create an information channel connecting 
businesses and experts in each field. 
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TABLE I. INTERVIEW CANDIDATES 

# 
Industry 

Number of 

employees 

Number of 

enterprises 
Participants 

1 Logistics 50-200 2 

Delivery 

Director, 

Branch Head 
Manager 

2 
Information 

Technology 
22-210 4 Director 

3 Construction 30-600 7 

Director, 
Deputy 

Director, 

Head of 
Department 

4 Service 10-150 3 Director 

5 Manufacture 23-120 2 Director 

6 Architecture 10-30 2 Director 

C. System Design 

The system is built on a robust foundation that 
encompasses data collection from diverse sources, data 
integration, entity resolution, and indexing to ensure the 
accuracy and accessibility of expert information. The use of 
NoSQL databases for storing expert data is a practical choice, 
offering flexibility, scalability, and rapid performance, all 
essential for accommodating the growing volume of expert 
data over time. The model building process is systematic, 
involving input, pre-processing, entity creation, modeling and 
retrieval, and output generation (see Fig. 1), all aimed at 
providing users with a seamless experience in finding and 
connecting with experts. The emphasis on expert ranking is 
notable, as it helps users efficiently identify experts with 
substantial expertise and influence in their respective domains. 
The integration of a learning-to-rank algorithm for expert 
ranking is a forward-looking approach that promises to 
improve the quality of expert suggestions. 

 

Fig. 1. System architecture model. 

IV. RESULTS AND DISCUSSION 

A. Understanding the Expert Resource Needs of Vietnamese 

SMEs  

The interview results revealed several issues related to the 
needs and challenges businesses face when looking for experts, 
as follows: 

1) Concerning the enterprise's available human resources: 

Assessing the organization's current human resources is the 

first step in determining the need for additional human 

resources. Does this human resource meet the business's work 

requirements during its operations? 

According to the results of the interviews, the majority of 
businesses continue to lack significant human resources in 
numerous departments. Many positions, including senior 
managers, middle managers, department heads, team leaders, 
and employees, require additional personnel. In it, a respondent 
remarked: 

“Positions that we often lack and need to recruit are middle 
managers and team leaders. However, finding the ideal 
candidate is not simple." 

Most interview participants said that adding human 
resources is often done depending on the expansion needs of 
the business. 

Typically, the missing human resources consist of both 
skilled and unskilled labor. All businesses reported a shortage 
of qualified personnel. One director of business explained: 

"It is easier to supplement unskilled labor than highly 
skilled one. Finding and securing an agreement to collaborate 
with experts is time-consuming and difficult." 

This result was also mentioned in the research of Thang 
and Nguyen [18], which noted the significant shortage of 
skilled and qualified human resources within Vietnamese 
businesses. 

Therefore, it is clear that most businesses lack an adequate 
permanent workforce and must, therefore, consider expanding 
their human resources, particularly by adding expert personnel, 
to support their activities.  

2) Regarding the importance of finding expert personnel: 

The majority of interviewees indicated that their organizations 

need external expert resources. However, companies have 

shown that the need to search depends on their operational 

requirements. These needs frequently arise when: 

"The enterprise has a new project and requires experts to 
advise and support phases of the project or fulfill the 
requirements of fixed, recurring jobs." 

Moreover, if a company wishes to expand its operations to 
a new international market, it will find Vietnamese experts 
residing in that country. A respondent listed the following as 
activities for which businesses seek assistance from specialists: 

"Marketing, transportation, production, sales, and financial 
management" as well as "information and communication 
technology, legal, and risk management" are a few activities 
that need additional external human resources. 

Besides, the European Commission [19] also points out that 
"a virtual organization consists of a small core of fulltime 
employees and outside specialists temporarily hired as needed 
to work on projects.” So, acquiring human resources with 
specialized knowledge from external sources, including foreign 
experts, is necessary. 
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3) Regarding the need for consulting and cooperation with 

experts: All interviewees indicated that they are willing to 

reach out to experts in the business's area of interest if they 

require expert advice or consulting services. These individuals 

also indicated that they had reached out to experts to request 

collaboration. This demonstrates that businesses desire 

assistance from individuals who have an in-depth 

understanding of the problems they are facing and need to 

solve. 

In addition, quite a few instances have occurred when 
asking in greater detail about the outcomes of contacts with 
experts. Only a small portion of these got to collaborate. The 
majority of the remaining suggestions have been rejected to 
varying degrees. 

"When I contact outside experts, they politely decline for a 
variety of personal reasons. Typically, this is due to an 
abundance of current work." 

This is a significant obstacle for businesses when they want 
to collaborate with experts. 

Thus, beyond the difficulties businesses encounter in 
finding and reaching out to experts, are there also impediments 
associated with collaborating with them? Several primary 
causes are listed, including: 

"Not understanding the challenges faced by businesses" 

"Unclear understanding of the business operating 
procedure." 

"Unable to agree on conditions for cooperation" 

Thus, it can be seen that another challenge businesses face 
when they want to collaborate with external human resources is 
how to help them understand the business's operating processes 
so they can provide the most effective and efficient support. 

When interviewees were asked to choose between training 
existing workers themselves to meet the needs of the business 
and inviting experts to collaborate in each stage or project, 
more than half of the responses selected "Use their employees" 
rather than "Invite experts to cooperate according to needs" 
due to the many difficulties mentioned. An analysis of these 
processes reveals that, in addition to a fixed salary and other 
benefits, the implementation of the training workers will take a 
significant amount of time. Otherwise, if enterprises choose to 
work with experts who are available, they will only have to 
compensate based on the volume and effectiveness of their 
work. 

Despite understanding the importance of locating and 
collaborating with experts, it is evident from the results of the 
interviews that there are numerous difficulties in the search 
process or contact with them. 

4) Regarding the methods and tools used to find experts: 

According to interviewees, some methods and tools that 

businesses frequently use to find or contact experts are also 

critical issues (see Table II). So, they must be carefully 

considered and evaluated. 

Surprisingly, all of the responding managers mentioned the 
method of finding personnel "through relationships" while the 
other methods were not used much. This leads to the 
conclusion that the current tools for supporting human resource 
search activities do not meet the needs of businesses 
adequately. 

TABLE II. METHODS AND TOOLS THAT BUSINESSES FREQUENTLY USE 

TO FIND EXPERTS 

Number of 

Participant 
Methods/tools Comments 

5 Search engines 

"Not very efficient. Finding suitable 
human resources remains a difficult 

challenge." 

“Low quality.” 

8 
Job search 
websites 

"At present, there are numerous human 

resources recruitment channels, but they 

frequently do not meet the appropriate 
needs or the quality is inconsistent, slow, 

or non-responsive." 

"It is time-consuming." 

2 
Expert finding 

systems 

"Finding human resources that meet 
expectations is quite difficult.” 

"The system is quite quick, but its 

effectiveness cannot be fully evaluated 
until a face-to-face interview is conducted. 

However, this is a preliminary initial 
step." 

20 
Interpersonal 
relationships 

“This method is quite flexible, high 

efficiency but waste time and difficult to 

find number of experts at the same time ." 

5) Concerning for finding experts in the field of interest: 

In light of the current situation that SMEs are facing in the 

process of searching for experts from outside, the authors have 

proposed to build an EFS that stores databases in the form of 

"metadata" about expert profiles for businesses to meet the 

needs of external personnel search and cooperation. A system 

with a large quantity of data about human resources who have 

in-depth knowledge in a variety of business-relevant areas. 

This system will be developed at no cost to establish a channel 

of communication between businesses and experts in various 

fields, and it can also introduce businesses to suitable experts 

from others if the system does not contain any relevant 

information. 

To implement this idea, the authors conducted interviews 
with participants regarding system-related issues. The majority 
of interviewees stated that a specialized expert finding system 
for SMEs is essential. And the ideal system must provide the 
following essential features (see Table III): 

Businesses have concerned the finding expert, with all of 
them expressing readiness to evaluate and offer feedback on 
this system once it's finalized. 
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D. Addressing Key Issues and Enhancing Efficiency of EFS 

for Vietnamese SMEs  

Based on the insights gathered from the interviews, our 
objective is to develop an EFS that caters to the demands of 
locating proficient human resources for Vietnamese businesses. 
The system's database will be a substantial repository of big 
data integrated with the Knowledge Base System. The 
application of data processing techniques extends beyond 
facilitating information retrieval; it also delves into deeper data 
comprehension, uncovering interrelationships between data 
entities, and proffering actionable insights. This serves to 
motivate and support users in making informed decisions. 

TABLE III. SEVERAL FEATURES REQUIRED IN EFS SYSTEMS DESIGNED 

FOR BUSINESS 

# Features Requirements 

1 Find an expert 
Find the expert who most closely aligns with the 

user's query 

2 Booking an Expert 

Users submit a request for a specific job. The 

system will respond a list of potential experts 

suitable for the job position. 

3 
Connect or 
collaborate with 

experts 

Submit a request for an appointment or propose 

collaboration with a particular expert 

4 
Introduce/Suggest 
experts 

An expert can suggest another expert they are 
acquainted with for a customer's requirements. 

5 Expert Q&A Customers ask questions, experts answer. 

Throughout the system development process, we gained 
valuable insights into the global landscape of Expertise Finding 
System implementations, with a particular emphasis on 
extensive research articles about EFS. Notably, a study 
conducted by Husain, et al. [10] has identified challenges 
within EFS systems that require resolution, including expertise 
evidence selection, expert representation, model development, 
model evaluation, and interaction design. These findings serve 
as a foundational framework for our endeavor to propose 
methods and techniques to address the aforementioned issues 
within our EFS system. 

1) Expertise evidence selection: Expert information can 

be collected either manually or automatically, but it can only 

work against a pre-existing knowledge base (see Fig. 2). The 

knowlege base consists of a list of titles and positions, jobs by 

industry or field, high-ranking universities, and companies 

where many professionals work, certificates. The knowledge 

data comes from various sources drawn from predefined 

categories, such as the Yellow Pages directory, the research 

journals directory, the top-ranked universities directory, or the 

large-cap companies directory [20]. This dataset will be 

updated regularly during data analysis and processing. 

Moreover, the Knowledge Base also facilitates the handling 
of Vietnamese data, including information pertaining to 3,000 
career types in both Vietnamese and English languages, with 
synonym support. Additionally, it encompasses the names of 
nearly 200 countries, complete with geographical coordinates 
and names in Vietnamese as well as various other languages, 
along with phone numbers, to accommodate international 
customers utilizing global phone numbers. The Knowledge 
Base further includes 200 common Vietnamese names or 

surnames (unigrams) and almost 10,000 common Vietnamese 
surname combinations (bigrams) to aid in the identification of 
Vietnamese names. We have developed a Natural Language 
Processing (NLP) algorithm specifically designed for detecting 
Vietnamese names. 

 
Fig. 2. Expertise selection. 

The acquisition of data involves sourcing information from 
a diverse array of outlets, including the web, textual sources, 
social networks, APIs, and more. This process of gathering 
data is executed through a combination of manual and 
automated techniques. A proficient team will oversee the 
manual data collection aspect, while an automated data 
collection program will be deployed across multiple search 
servers. This automated system scans for pertinent information, 
extracts the requisite data, and deposits it into an unstructured 
database to facilitate subsequent analysis. In the context of data 
collection, the primary objective is to ascertain whether an 
individual possesses expertise in a specific field. To 
accomplish this, it is imperative to amass pertinent information 
pertaining to the individual. 

Expert representation: Expert information needs to be 
effectively organized and stored, making it readily accessible 
and useful for various applications, such as expert ranking, 
collaboration, or expertise matching [21]. This information 
can be divided into the following collections:  

a) Expert’s Personal information 

ID (Primary Key): An auto-incrementing unique identifier 
for each expert. 

Name: The full name of the expert. 

Title/Position: The expert's job title or position. 

Contact Information: 

Email: The expert's email address. 

Phone: The expert's phone number. 

Education: Details about the expert's educational 
background. This field can be more complex and structured, 
with subfields like: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

521 | P a g e  

www.ijacsa.thesai.org 

Degree: The type of degree (e.g., Bachelor's, Master's, 
Ph.D.). 

Institution: The name of the educational institution. 

Year: The year of graduation. 

Skills: A field to list the skills and areas of expertise 
possessed by the expert. This can be a text field or a list of 
keywords. 

Areas of Expertise: A field to specify the main areas or 
subjects in which the expert has expertise. This can also be a 
text field or a list of keywords. 

Awards and Honors: Any awards or honors received by the 
expert, with subfields like: 

Award Name: The name of the award. 

Year: The year the award was received. 

Goal Vision: The expert's goal and vision. 

Work Experience: Information about the expert's work 
history. This field can also be structured, with subfields like: 

Position: The job title. 

Company: The name of the company. 

Start Date: The start date of the job. 

End Date: The end date of the job. 

Projects: Information about projects that were joined by 
expert. 

Publications: A list of publications authored by the expert. 
This field can be structured with subfields like: 

Title: The title of the publication. 

Publication Date: The date the publication was released. 

Books/Book Chapters: A list of books or book chapters 
authored by the expert. 

Patents/Inventions: A list of patents or inventions authored 
by the expert. 

b) Relationships 

Collaboration, Association and Mentorship: The name of 
the organization, company or country the expert is affiliated 
with. 

c) Presence 

Social Media Profiles: Links or handles to the expert's 
social media profiles, if applicable. 

Personal Website: Links to the expert's personal website. 

d) Data Source 

A list of data sources where expert information is collected. 

Experts can be stored in a data schema that presents in the 
Fig. 3. 

NoSQL databases stand out as an excellent choice for the 
storage of expert information, thanks to their versatility, 
scalability, and  rapid performance [22]. NoSQL databases, 

including those employing key-value pairs and document-
oriented structures, offer the flexibility to store expert 
information in a manner that is both adaptable and hierarchical. 
This facilitates effortless access and updates. Furthermore, 
these databases are engineered to handle substantial volumes of 
data and traffic without compromising on performance, 
rendering them well-suited for the enduring storage of 
expanding expert data over time. Notably, NoSQL databases 
excel in accommodating "one-to-many" relationships between 
entities, such as experts and their publications. As a result, all 
of an expert's details can be conveniently encapsulated within a 
single document, simplifying the retrieval and maintenance 
process. 

 
Fig. 3. Data schema. 

2) Model building: An expert finding system's model 

building process involves 2 steps [10]  (see Fig. 4): 

a) Pre-processing and Indexing: Cleaning, formatting, 

and transforming the raw expert data to make it consistent and 

suitable for analysis. This includes removing duplicates and 

irrelevant entries, standardizing data formats, handling 

missing data, tokenizing and normalizing text data, and 

creating indexes on specific fields or attributes to optimize 

query performance. Based on the Knowledge Base, the data 

will be classified, extracted into information fields, and 

concatenated to form experts. 

b) Modelling and Retrieval: Developing a model that 

can analyze and rank the experts with support from the 

knowledge base. This model may use various techniques, such 

as machine learning, natural language processing, or weighted 

scoring, to evaluate and rank experts based on specific criteria. 

It takes user queries or criteria as input and searches the 

knowledge base for relevant experts. The retrieval system uses 

the model to score and rank experts based on how well they 

match the query, returning a list of suggested experts that meet 

the user's requirements. 

This process enables users to efficiently discover and 
engage with experts in a given field or domain, and its 
effectiveness depends on the quality of data input, the accuracy 
of the model, and the efficiency of the retrieval mechanism. 

Data cleaning and preprocessing are essential for ensuring 
accurate and reliable expert data. This involves standardizing 
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data formats, eliminating duplicates, handling outliers, and 
processing text data by removing special characters, 
tokenizing, eliminating stop words, and performing 
stemming/lemmatization. Encoding categorical data, scaling, 
and normalization are crucial. Finally, data splitting into 
training, validation, and test sets is necessary for building 
machine learning models. Data integration for expert 
information involves consolidating data from various sources 
to create a comprehensive dataset. This can be achieved 
through methods like data warehousing, ETL processes, data 
replication, data virtualization, and data federation. It ensures 
accessibility and accuracy in expert data for various 
applications. Entity resolution is vital for ensuring data 
accuracy in expert information. It involves identifying and 
consolidating records representing the same entity across 
diverse sources with variations in attributes. Preprocessing is 
essential to mitigate these variations. Indexing is used to 
improve search efficiency by adding indexes to relevant fields, 
allowing faster data access and reduced search times. It's 
especially useful in expert information systems for storing 
expert descriptions, background information, and relationships 
between experts. Multiple keywords and Boolean operators can 
be used to refine searches. 

 
Fig. 4. An expert finding system's model building process. 

Managing expert information involves understanding user 
queries, modeling them, retrieving relevant data, and providing 
accurate responses. This process begins with interpreting user 
intent through natural language understanding, query 
deconstruction, preprocessing, and semantic analysis. The 
technology also offers recommendation, reducing the need for 
users to enter complete queries by providing prompt 
suggestions related to service types, specialties, expert 
locations, company names, and individual names. The query is 
then modeled to create a structured representation, and 
information retrieval is performed, ranking and scoring results. 
We used Learning-to-rank algorithms to experiment with 

ranking experts, providing a list of suggested experts for 
various positions, saving time in the selection process. 

3) Model evaluation: Various evaluation methods can be 

employed, depending on the specific function. For example: 

a) Information retrieval: Precision, Recall, F1-Score, 

Mean Average Precision are used to evaluate the relevance 

and ranking of search results [23]. 

b) Recommendation: Precision at K (P@K), Mean 

Reciprocal Rank (MRR), or click-through rates are used to 

assess the quality of suggested queries [24]. 

c) Entity resolution: Measures like Precision, Recall, 

and F1-Score are used to evaluate the accuracy of entity 

resolution [25]. 

d) Ranking: Precision, recall, F1-Score, MAP, NDCG, 

or other relevant metrics are used to judge the quality of the 

ordered search results [26]. 

Moreover, domain experts with expertise in the system's 
relevant field offer subjective evaluations of its performance, 
assessing factors like the quality and relevance of search 
results, the precision of auto-suggestions, the efficiency of 
entity resolution, and the overall user experience.  

4) Interaction design: Interaction design for the system, 

along with a booking feature, is a pivotal element in delivering 

a user-friendly and efficient experience. To start, the search 

functionality should be intuitive and easily accessible, 

empowering users to input their queries and apply filters to 

refine their results. The system should efficiently display a list 

of expert profiles after a search, offering a comprehensive 

summary of each expert's qualifications and availability (see 

Fig. 5). A clear and organized layout is essential to help users 

quickly identify the expert who best matches their needs. 

 
Fig. 5. Advance expert search. 

Upon selecting an expert profile, users should gain access 
to a detailed view of the expert's background, credentials, and 
reviews from previous clients. Additionally, the interaction 
design should incorporate easy-to-use booking features (see 
Fig. 6). Users should be able to select available time slots, 
input booking details, and confirm appointments with minimal 
effort. To prevent scheduling conflicts, real-time availability 
updates are crucial, ensuring a seamless and frustration-free 
booking process. 
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Our proposed system's information presentation on a world 
map offers users an extensive and user-friendly data 
visualization tool (see Fig. 7). Users have the flexibility to 
zoom in and out of the map to access statistical data across 
various geographic scales, from continents to individual towns. 
This feature not only empowers users to explore data in-depth 
but also provides a global perspective on the Vietnamese 
community's reach and activities. The automatic aggregation 
and real-time display of statistics on the map ensure that users 
have access to the most up-to-date and comprehensive 
information. This functionality enhances the system's usability 
and enables users to make informed decisions or gain a better 
understanding of the Vietnamese community's global presence. 

 
Fig. 6. Expert booking detail. 

 

Fig. 7. Expert map. 

V. CONCLUSION AND FUTURE WORK 

In conclusion, the purpose of the current study was to 
explore the EFSs customized for business applications, with a 
particular emphasis on SMEs operating in the Vietnamese 
context. By conducting in-depth interviews with Vietnamese 
SMEs, the study provides requirements and challenges these 
enterprises face when seeking expert resources. Subsequently, 
the research proposed an architectural model for an EFS for 
Vietnamese SMEs. This EFS automatically collect data from a 
multi sources to identify Vietnamese experts. Morover, this 
study is founded on a well-established framework that 
addresses five critical issues derived from Husain's seminal 

work, providing a roadmap for the development of an efficient 
and tailored EFS. Through the exploration of these key issues, 
the insights gained from this study may be of assistance to the 
creation of a specialized EFS capable of meeting the distinct 
needs of Vietnamese SMEs as they embark on their quest to 
locate and collaborate with experts in pursuit of business 
growth and innovation. 

Further experimental investigations are needed to develop 
and refine the proposed EFS system. This should encompass 
the comprehensive design, construction, and testing of the 
system to ensure its seamless integration into the operations of 
Vietnamese SMEs. Continuous data collection and analysis 
must remain at the core, allowing the system's knowledge base 
to evolve in real-time and provide the most up-to-date expert 
information. Enhancement of the EFS model using advanced 
technologies such as machine learning and natural language 
processing will significantly improve the accuracy and 
efficiency of expert recommendations, catering to the unique 
requirements of Vietnamese SMEs. User feedback and 
extensive testing will fine-tune the system, making it even 
more user-friendly and effective for SMEs. In addition, an 
emphasis should be placed on security measures, scalability, 
and the potential expansion of the system to serve a broader 
range of industries and regions. Moreover, it is crucial to 
conduct long-term assessments to assess the lasting impact of 
the EFS on Vietnamese SMEs, tracking factors like increased 
efficiency, cost savings, and tangible business growth. 
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Abstract—Today's worldwide introduction of drone fleets in a 

range of industrial applications has led to numerous network 

security issues, opening drones up to cyberthreats. In response to 

these challenges, an innovative approach has been proposed to 

protect drone fleet networks against potentially dangerous 

cyberattacks. Indeed, drones are considered as flying computers, 

and the proposed approach takes into account their complex 

network structure and communication protocols. The proposed 

system is designed around a multi-agent architecture, with a 

hybrid zero-trust detection mechanism against known and 

emerging cyberthreats.  The CICIDS2017 dataset was exploited 

after performing some essential pre-processing tasks including 

data cleaning, balancing, binarization and dimension reduction. 

The proposed approach guaranteed high levels of accuracy and 

scalability, enabling an effective response to potentially 

dangerous cyber threat scenarios threatening drone fleets. To 

evaluate the effectiveness of the proposed system, a test portion 

of CICIDS2017 was used. The accuracy in recognizing benign 

network traffic reached 99.99% with a very low false alarm rate, 

ensuring the system's effectiveness against known and unknown 

cyber threats. Extensive experimental testing has been carried 

out on never-before-seen data, highlighting the system's 

remarkable ability to rapidly recognize cyber threats in real 

time, thereby enhancing the overall security of drone networks. 

The contribution of the proposed approach is significant for 

drone network security, as it introduces a comprehensive model 

designed to meet the specific security requirements of drone 

fleets. Finally, the proposed approach offers practical prospects 

for improving the security of drone applications. 

Keywords—Fleet of drones; security; zero trust; intrusions; 

cybersecurity; zero day; Multi-Agent 

I. INTRODUCTION  

Over the past few years, the use of drones has grown 
dramatically, as the Federal Aviation Administration estimates 
that there are between 2 and 7 million consumer drones in use 
by 2020 [1]. This major growth in drone usage is reflected in 
the projected trajectory of the drone industry, which is 
expected to reach an impressive $30 billion by 2036 [2]. The 
widespread accessibility and affordability of consumer drones 
has facilitated their adoption by hobbyists and enthusiasts 
alike. Consequently, airspace has seen a surge in unmanned 
aerial vehicles, leading to radical changes in aviation practices 
and raising important questions about security, privacy and 
regulatory measures [3]. 

Drones and drone fleets have become priceless assets for 
critical and sensitive situation management in a variety of 
fields. For example, their role in border surveillance is vital for 
strengthening security and control through the detection of 

illicit activities [4]. And when it comes to critical 
infrastructure, drones carry out inspections to identify 
vulnerabilities in assets such as power lines, bridges and 
pipelines, thus promoting early detection and preventive 
maintenance [5]. As for police forces, they use drones to 
monitor crowds at public events and investigate crime scenes, 
keeping officers safe. In addition, drones can also contribute to 
damage assessment, survivor location and rescue operations by 
providing real-time aerial data during disasters. For 
environmental monitoring, drones investigate sensitive areas 
and nature reserves to combat illegal activities, while studying 
the behavior of flora and fauna [6]. Finally, drones can 
contribute to healthcare by rapidly delivering medical supplies 
to inaccessible regions [7]. 

So, as mentioned, drones are therefore used to deal with 
more critical situations, as any bypassing of the drone network 
security can result in material and human damage, and even 
endanger human lives [8]. Nevertheless, the scientific 
community focused on communication protocols, battery 
autonomy and drone network use cases, and ignored the 
security aspect of this widely used technology [9]. 

As a result, addressing the security aspect is a crucial point 
to be taken very seriously by the scientific community, in order 
to protect drone networks against emerging cyber-attacks. The 
present work aims to propose a new intrusion detection 
approach based on a multi-agent architecture with a hybrid 
detection mechanism respecting the zero-trust principle. 

The remainder of this paper is structured as follows: In 
Section II, we describe the background to the study, defining 
some concepts relevant to our study. Section II examines the 
current state of the art regarding the security of UAV networks 
and several proposed approaches to deal with intrusion 
detection in UAV networks. Section III presents an in-depth 
exploration of the proposed IDS architecture, detailing its 
components and its operational principle. Section IV describes 
the simulation and testing methodology of the proposed 
system. Section V delves into results and discussion and 
Section VI concludes the paper. 

A. Drone 

A "drone" is any unmanned aircraft, commonly known as 
an unmanned aerial vehicle (UAV), unmanned aerial system 
(UAS) or unmanned combat aerial vehicle (UCAV) [10]. For 
the purposes of this discussion, we focus on 
consumer/recreational UAVs, as illustrated in Fig. 1. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

526 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. Examples of consumer drones. 

B. Fleet of Drones 

1) Definition of a fleet of drones: A drone fleet is a 

coordinated and synchronized set of drones that cooperate to 

accomplish a given mission [11]. UAVs can be configured 

with various functionalities to satisfy a wide range of user 

needs. Managing a fleet of drones can involve complex 

operations, such as centralized control, mission planning, 

inter-drone communication and real-time data collection [12]. 

There are a wide variety of possible deployments for drone 

fleets, from surveillance and inspection to precision farming, 

logistics and delivery, and disaster relief. [13] 

2) Communication modes of a fleet of drones: A drone 

fleet can be designed based on four possible communication 

architectures: centralized communication architecture, cellular 

communication architecture, satellite communication 

architecture and adhoc communication architecture [14] [15]. 

a) Satellite communication architecture: This 

architecture involves establishing communications between 

drones via satellite connections as shown in Fig. 2. Such links 

offer global coverage and are therefore particularly well suited 

to applications requiring wide coverage in remote or extensive 

areas. [16] 

 

 

Fig. 2. Satellite communication architecture. 

b) Ad hoc communication architecture: This type of 

communication is based on cooperation between drones in a 

dynamic, autonomous network, with no dependence on a static 

infrastructure, as shown in Fig. 3. Nearby drones interconnect 

autonomously, contributing to decentralized communications 

and collaborative data exchange, especially in scenarios where 

there is no conventional infrastructure. [17] 

 

Fig. 3. Ad-hoc communication architecture. 

c) Cellular communication architecture: A cellular 

architecture exploits existing cellular networks to ensure 

interaction between drones and ground stations as 

demonstrated by Fig. 4. Acting as roving nodes in the cellular 

network, drones ensure stable communication over extended 

distances, especially in urban environments or densely 

populated areas with established cellular coverage [18]. 

 

Fig. 4. Cellular communication architecture. 

d) Centralized communications architecture: As shown 

in Fig. 5, this type of architecture relies primarily on a ground 

control station to manage communications. This configuration 

enables simplified coordination, efficient data processing and 

immediate decision-making, for scenarios requiring 

centralized control and supervision of drone fleets. [19] 

 

Fig. 5. Centralized communication architecture. 
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II. STATE OF THE ART 

A. An Overview of Dangerous Tactics Targeting Drone 

Networks 

Drone networks are vulnerable to a wide range of cyber-
attacks. These attacks are all based on well-thought-out 
strategies, enabling hackers to achieve their malicious 
objectives, sometimes with life-threatening consequences. 
These attacks include: 

 Communications jamming: The aim of communications 
jamming attacks is to disrupt or interfere with 
communications between UAVs and their control 
stations. Attackers can thus disrupt communication 
signals and cause loss of control, with serious 
consequences for ongoing operations. [20] 

 DoS and DDoS attacks: This kind of attacks floods the 
UAV network with a large number of malicious 
requests, making it unavailable for legitimate 
communications. These attacks may lead to the 
interruption of critical business operations or even 
paralyze the network. [21] 

 Data interception: Interception attacks capture sensitive 
data exchanged between drones and their associated 
control stations. This can lead to the exposure of 
confidential data and compromise mission 
confidentiality. [22] 

 Usurpation of control: Spoofing is a serious threat that 
allows hackers to take control of a drone remotely, 
bypassing the legitimate control system. This can lead 
to malicious use of the drone for illegal or dangerous 
purposes. [23] 

B. Attack Surface and Compromising Risk of a Drone 

Network 

Drone networks are designed to cover large geographical 
areas and rely mainly on WiFi and radio waves as their 
communications medium [24]. Indeed, various types of 
communication can be involved in a network of drone fleets 
(see Fig. 6), including ad-hoc exchanges between drones, 
interactions with the control station and satellite links for GPS. 
Consequently, the attack surface of a drone network is 
considerable, exposing these networks to potential 
cybersecurity risks [25]. Given that anyone in the vicinity with 
a WiFi antenna/packet sniffer can potentially attempt to 
compromise the security principles of drone networks. 

Drone manufacturers and researchers have mainly focused 
on developing communication protocols and improving battery 
life, while often ignoring the security aspect of drone networks. 
If the security of a drone network is compromised, numerous 
security risks can arise [9]. For example, a hacker could take 
control of the drone and gain access to its payload and the 
sensitive information it carries [21]. The hacker could also 
bring down the drone, resulting in property damage and the 
loss of the aircraft. In addition, the hacker could take control of 
the drone for malicious purposes, or integrate his own drone 
into the fleet, thus disrupting delivery and causing a denial-of-
service issue [26]. 

 

Fig. 6. Overview of a drone network and its attack surface. 

C. Related Work 

Recent research efforts in the field of intrusion detection 
systems for UAV fleets have seen the emergence of new, 
innovative approaches, each addressing distinct security issues 
and employing diversified methodologies. Fotohi, Abdan and 
Ghasemi (2022) [27] presented SID-UAV, an innovative 
system designed to counter the security risks associated with 
malicious drones, particularly in the context of drone-to-drone 
communication.  In addition, Shrestha et al (2021) [28] 
proposed a UAV- and satellite-based 5G-network security 
model that can harness machine learning to effectively detect 
vulnerabilities and cyberattacks within a drone network. The 
proposed approach was suitable for both drone and satellite 
connections. Ouiazzane et al. (2022) [9] proposed a multi-
agent intrusion detection system primarily designed according 
to a multi-agent architecture to counter denial-of-service (DoS) 
attacks targeting drone networks. The authors demonstrated 
remarkable accuracy in detecting DoS attacks while 
minimizing false alarms, underlining the system's effectiveness 
in protecting drone networks against a spectrum of known and 
unknown threats. Ihekoronye et al. (2022) [29] introduced a 
hierarchical intrusion detection system based on anomaly 
detection, suggesting an effective strategy for securing military 
UAV networks. They employed random cross-validation and 
finely tuned hyperparameters, guaranteeing resilience to 
network delays. The system considers payload constraints, 
battery limitations and the high mobility that characterizes 
Internet of Drones (IoD) networks. In a deep learning context, 
Abu Al-Haija and Al Badawi (2022) [30] proposed an 
autonomous intrusion detection approach adapted to drone 
networks. Such an approach makes use of deep convolutional 
neural networks to discern malicious activities within drone 
networks, efficiently processing encrypted Wi-Fi data records 
from commonly used drone brands such as Parrot, DBPower 
and DJI Spark drones. 

Finally, Ouiazzane et al. took up the challenge of intrusion 
detection in UAV fleet networks in their 2020 study [14], 
focusing on ad hoc communication architectures. Their multi-
agent system, enriched with detection mechanisms based on 
machine learning, underlines the importance of adaptable, 
intelligent security measures in the constantly evolving context 
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of drone fleet networks. These studies have made a significant 
contribution to the advancement of intrusion detection systems 
designed to meet the specific security challenges inherent in 
drone networks. 

D. Discussion of Related Work Limitations 

The state-of-the-art study carried out on drone security 
aims to understand the literature surrounding the topic. The 
security of a drone fleet is rarely addressed, even though these 
fleets represent the future trend in the use of drones for civilian 
missions. Most of the work cited in the state of the art has 
focused on routing protocols, autonomy optimization, and 
communication architectures while ignoring the security 
aspect, to which particular attention must be paid given the 
disastrous damage likely to occur whenever fleet security 
principles are successfully circumvented. 

Little research has been carried out on the problem of 
intrusion detection in drone fleet networks. In fact, the 
approaches proposed by the community only address an aspect 
of the architecture or intrusion detection mechanism, and no 
complete work tackles all the aspects in question. Furthermore, 
there are no effective datasets for dealing with the problem of 
intrusion detection in drone fleets. In addition, even work 
based on machine learning sometimes uses polluted or obsolete 
datasets that fail to represent the real network traffic of a drone 
fleet. These factors lead to more attractive research avenues to 
further strengthen the security of drone fleet networks. 

A drone, like a computer, is made up of a set of 
fundamental components. Among these, the central processing 
unit (CPU) and random-access memory (RAM) provide the 
computing power needed to execute the drone's tasks and 
missions. In addition, for communication with ground 
controllers and other aircraft, drones use diverse transmission 
methods, including WIFI and radio waves. Drones are also 
equipped with cameras to capture images and record video in 
their environment. Data storage is essential for drones to retain 
essential operating systems and files. Furthermore, drones are 
equipped with built-in sensors, such as GPS, that provide 
essential information on position and orientation. In the same 
way that computers depend on power sources, drones rely on 
batteries for their energy needs. Finally, drones integrate 
specialized aeronautical hardware enabling them to navigate in 
the air, while computers employ control peripherals for hands-
on operations. To sum up, the analogy between drones and 
computers underlines the similarity of their components, 
asserting that the drone is a veritable flying computer. 

Cyber security is becoming a major concern for drones and 
drone fleets [31]. Given their vast attack surface and their 
reliance on wifi networks and radio waves, these devices are 
vulnerable to a whole range of cyberattacks.  

Like computer networks, drone networks are exposed to 
potential cybersecurity risks that can jeopardize the security of 
this widely used technology, essential for carrying out vital 
missions. In our approach, we see drones as flying computers, 
and therefore we address their security issues in a similar way 
to traditional computer network security practices. 

III. PROPOSED APPROACH 

A. Architecture of the Proposed  ZT-NIDS System 

In this research project, ZT-NIDS (Zero Trust-based 
Network Intrusion Detection System), a new network intrusion 
detection system, is introduced. The proposed system is 
designed with a multi-agent architecture consisting of a set of 
independent and cooperative agents working together to 
efficiently detect intrusions in drone. Fig. 7 illustrates the 
overall architecture of the proposed ZT-NIDS system. 

 

Fig. 7. The architecture of the proposed HNID&PS system. 

B. Components of the Proposed Model 

The ZT-NIDS system is designed according to a multi-
agent architecture and consists of six layers, each with a set of 
agents.  

1) Data Acquisition Layer – DAL: This layer is the input 

interface to the system, capturing and aggregating traffic from 

UAV fleet networks. It is made up of two types of agents: 

 Sniffer agent: This agent captures drone network traffic 
in real time. Each sniffer can be positioned to cover a 
segment of the drone network. 

 Concentrator agent: it aggregates all network events 
originating from all sniffers and timestamps all network 
events. 

2) Data Pre-processing Layer – DPL: The DPL layer pre-

processes captured network traffic to clean and process it. In 

this layer, we consider two types of agents: 
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 Pre-processing Agent: It cleans, normalizes, and 
correlates network traffic originating from the 
concentrator agent to eliminate missing and infinite 
values.  

 Feature Extraction Agent: Its aim is to extract relevant 
features and reduce the dimensionality of network 
traffic, while retaining a maximum amount of 
information for recognizing network packets. To do 
this, it removes correlated, constant and quasi-constant 
attributes and passes the extracted features on to the 
adjacent layer. 

3) Intrusion Detection Layer – IDL: The IDL layer 

receives the extracted attributes and compares them with the 

baseline and the signature database. It includes a set of two 

agents: 

 Filtering Agent: It receives network packet attributes 
and checks the match values first against the baseline to 
recognize normal network traffic, then against the 
signature database to identify known attacks. 

 Decision Making Agent: This agent is responsible for 
making decisions about the detected intrusions and their 
severity; it intervenes in accordance with the security 
policy governing the detection of abnormal activities on 
drone networks; it generates alerts and sends them to 
the Alert Manager Agent; it sends orders to the 
prevention layer, for example, to quarantine network 
equipment/systems contaminated by the intrusion. 

4) Training Layer – TL: The TL layer is responsible for 

regularly training our system's detection mechanism. It 

includes three types of agents, the first two already presented: 

the Pre-processing Agent and the Feature Extraction Agent, 

plus a third, the Training Agent, described as follows: 

 Training Agent: This agent is responsible for receiving 
pre-processed data sets as input; modeling the network 
baseline to recognize normal network behavior; 
generating and updating the modeled baseline module 
of the intrusion detection layer. 

5) Prevention Layer – PL: The PL layer acts in the case of 

an intrusive attack through a set of two agents: 

 Action agent: It is responsible for isolating and 
eliminating detected intrusions, e.g. by quarantining 
infected equipment; taking security measures, e.g. 
revoking access, blocking ports, suspending accounts, 
etc. 

 Evidence Detection Agent: This agent is tasked with 
identifying the root cause of the security incident based 
on detailed information about the intrusion; it keeps a 
history of security incidents and all related 
documentation. 

6) Control and Management Layer – CML: The CML 

layer enables IT security managers of UAV networks to define 

security policies and undertake configuration actions using 

three types of agents: 

 Security Policy Management Agent: Managing and 
controlling the intrusion security policies; Updating 
machine learning models; Optimizing whitelists and 
blacklists with information on hacking sources; 
Managing threshold levels 

 Gateway Agent: This agent is responsible for promoting 
communication and coordination between the various 
agents; managing data exchanges and communication 
protocols; coordinating response actions between agents 
in case of network intrusion; synchronizing agent 
activities for consistent system functioning. 

 Alert Manager Agent: This agent is tasked with 
correlating alerts generated by the system, so that only 
relevant alarms are triggered; reducing the false positive 
rate; notifying security administrators in real time, so 
that they can anticipate and intervene in case of network 
intrusion. 

C. ZT-NIDS Detection Mechanism / Zero-trust  Principle 

Since a drone is a sort of flying computer, the network 
configurations of drone fleets are comparable to those of 
modern computer networks. Consequently, the proposed 
intrusion detection system is well suited to overcoming the 
challenges inherent in cyber threats that could compromise the 
security of flying aircraft. 

The diagram in Fig. 8 illustrates the deployment mode of 
the proposed system in a drone fleet network. The idea behind 
it is to monitor the flow of data between the various actors in a 
fleet of drones, then analyze it to identify known and unknown 
attacks. The system consists of a group of autonomous entities 
that work together to successfully accomplish the tasks 
involved in identifying intrusions into a drone network. 

 

Fig. 8. Deployment mode of the proposed system. 

A key element of the proposed system is its adherence to 
the "zero-trust" principle, which means that the detection 
mechanism works by considering a minimal level of trust in 
the processing of network traffic originating from drone fleets 
networks. To be more precise, the adopted detection 
mechanism is based on a network baseline as a reference, 
enabling us to identify any deviation from normal behavior. 
The diagram in Fig. 9 provides an overview of the system's 
detection mechanism. Its aim is to detect any attack attempts 
against drone networks, no matter whether they are already 
registered or not. 
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Fig. 9. Zero trust based intrusion detection mechanism. 

For this purpose, the system is equipped with a baseline of 
normal behavior patterns, enabling it to distinguish legitimate 
transactions on the network. Any deviation from this basic 
pattern is interpreted as suspicious activity, triggering a 
notification to security managers. At the same time, the system 
has a standard signature database containing listed attack 
patterns. This signature database is continually updated as new 
attacks are identified through the process of comparing them 
with the network's reference baseline. 

IV. EXPERIMENTATION  

A. Technical Architecture of the Lab used for Simulation 

1) Lab environment: The entire laboratory is hosted by 

VMware on a workstation, whose characteristics are 

illustrated in Fig. 10. 

 

Fig. 10. Technical infrastructure hosting the  ZT-NIDS experimental lab. 

2) Applicative architecture of the Lab used for simulation: 

This laboratory aims to demonstrate the practical 

implementation of the ZT-NIDS system introduced in this 

research project. Fig. 11 gives a visual presentation of the 

laboratory's application architecture, highlighting the inputs 

and outputs of the platform designed to simulate the ZT-NIDS 

system. 

 

Fig. 11. Applicative architecture of the lab simulating the ZT-NIDS  model. 

The architecture diagram above shows two modules on the 
left-hand side: pfSense and Suricata. Both modules play a 
crucial role in intercepting, collecting and aggregating real-
time events originating from drone networks. Suricata 
functions as a signature-based network intrusion detection 
system, and is either connected to a SPAN port on the switch, 
or to a network card operating in Promiscuous mode, enabling 
it to capture a copy of all ongoing network traffic in real time. 
The modules Splunk Universal Forwarder (SUF) and Suricata-
Add-Ons have been deployed on the Suricata host to facilitate 
the extraction and recognition of the intercepted network 
events. 

The network events collected are then directed to Splunk's 
SIEM (Security Information and Event Management) for 
processing, thanks to a number of additional modules. In 
particular, the Suricata-Addon, pfsense-Add-On and CIM 
modules integrated into the SIEM facilitate the normalization, 
indexing and storage of actionable network events, making it 
easier to extract attributes describing network packet behaviors. 

In the SIEM, we have incorporated the MLTK framework 
to establish the baseline model for normal network operation. 
This enables the SIEM to recognize deviations from typical 
network behavior. With this configuration, Suricata excels at 
recognizing known attacks, while the Baseline module is 
specially designed to identify anomalies and previously 
unidentified zero-day attacks. 

The SIEM is configurable to trigger alerts when real attacks 
are detected, and provides managers with comprehensive 
security indicators for in-depth analysis. In addition, it provides 
routine reports to administrators, giving them an overview of 
the security posture of the monitored networks. 

B. Laboratory Components for Simulating the Proposed 

System  

The practical simulation of our ZT-NIDS system relies on 
the set-up of a laboratory environment, as described in the 
previous section. This laboratory includes several components 
and software tools used to emulate the ZT-NIDS model 
proposed as part of our research. Table I below gives an 
overview of the components that make up our model and the 
simulation tools used. 

C. Data Collection 

Given that a drone is essentially a flying computer, and 
considering the similarity between traditional computer 
networks and those used by drones, the CICIDS2017 dataset 
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was deliberately chosen to evaluate the effectiveness of the 
system. The main focus was on the benign traffic portion of the 
data, with the aim of creating a representative baseline of 
normal network operation. CICIDS2017 was chosen for its 
consistency and relevance to modern network behavior, which 
differentiates it from conventional data sets that are often more 
theoretical than practical. 

TABLE I. THE PROPOSED MODEL COMPONENTS VS. SIMULATION TOOLS  

Our ZT-NIDS model components Simulation tools (Lab) 

Sniffer Agent Pfsense 

Concentrator Agent Pfsense 

Preprocessing Agent 

Splunk Universal Forwarder 

Splunk TA for Suricata 

Splunk Common Information Model 

TA-Pfsense 

Feature Extraction Agent 
Machine Learning ToolKit (MLTK)/ 

Python/ Splunk Add-ons 

Filtering Agent Splunk Search Head 

Decision Maker Agent Splunk SIEM 

Training Agent Python & Machine Learning ToolKit 

Take Action Agent Ansible 

Security Policy Management Agent Splunk Administration Interface 

Gateway Agent Splunk SIEM 

Evidence Detection Agent Splunk Search App 

Alert Manager Agent Splunk SIEM 

Signature-based NIDS Suricata NIDS 

Graphical User Interface Splunk Dashboard 

Benign traffic/ Baseline CICIDS2017/ benign traffic 

1) CICIDS2017 dataset used for evaluating the proposed 

system: The Canadian Cybersecurity Institute has released the 

CICIDS2017 dataset to help researchers tackle the challenges 

of intrusion detection [33]. The CICIDS2017 dataset is 

available in two distinct formats: CSV files for learning 

purposes, and PCAP files to enable rigorous evaluation of 

detection mechanisms proposed by the community. 

In this study, we exploited the CICIDS2017 dataset in CSV 
format to train the ZT-NIDS system in recognizing normal 
behaviors using machine learning algorithms. This process has 
created the Baseline module integrated into the architecture of 
the ZT-NIDS system. 

To test the system under real-life conditions, the PCAP 
format was adopted. Several packets were replayed using tools 
such as tcpdump, Wireshark and Snort. These tools enable the 
system to intercept generated network traffic and automatically 
identify records corresponding to possible signs of attack. 

The different data structures used in this case study are 
shown in Fig. 12. On the one hand, CSV format data sets are 
used to feed the learning module, enabling the network 
baseline to be established. On the other hand, PCAP files are 
used to simulate real network traffic, in order to test the system 
in a practical, authentic environment. 

 

Fig. 12. Dataset used to train and to test the proposed system. 

2) CICIDS2017 dataset preprocessing 

a) Composition of the intial CICIDS2017 dataset: The 

CICIDS2017 dataset has been chosen to model the network 

baseline, as it is reliable, up-to-date and can represent the 

modern real network traffic [33]. However, it poses certain 

cleaning, scaling and conversion problems for the use by 

machine learning algorithms [34]. Accordingly, pre-

processing operations need to be undertaken before using the 

benign class to model the network baseline. 

The CICIDS2017 dataset is multi-class in nature, including 
a "Benign" category reflecting regular network traffic. 
Additional categories are also included, representing distinct 
types of known attacks, as shown in Fig. 13. 

 

Fig. 13. Traffic classes contained in the intial CICIDS2017 dataset. 

b) Cleaning up the CICIDS2017 dataset: The 

CICIDS2017 dataset suffers from problems of sanitisation, 

essentially due to the presence of infinite, null or sometimes 

missing records. Such problems can generally lead to falsified 

classification results during the machine learning process. 

Some transformation processes can produce errors 
associated with undefined, infinite and oversized values. That's 
why we used certain Pandas methods like "drop()" to clean up 
the CICIDS2017 dataset of null, missing and infinite values. 

c) Balancing of the CICIDS2017 dataset: The 

CICIDS2017 dataset is unbalanced regarding normal and 

abnormal records, as shown in Table II. Indeed, the class 

labeled "Normal" dominates over that labeled "Abnormal". 

The abnormal class refers to all the attack classes mentioned 

in Table I. As a result, over-fitting and under-fitting problems 

can be generated during the learning phase [35]. 
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TABLE II. COMPOSITION OF THE DATASET BEFORE BALANCING 

Class Records Count % 

NORMAL 1818477 80 % 

DoS Hulk 184858 8 % 

Port Scan 127144 5.6 % 

DDoS 102421 5.02 % 

DoS GoldenEye 8234 0.36 % 

FTP-Patator 6350 0.28 % 

SSH-Patator 4718 0.2 % 

DoS slowloris 4637 0.2 % 

DoS Slowhttptest 4399 0.19 % 

Bot 1573 0.07 % 

Web Attack Brute Force 1206 0.05 % 

Web Attack XSS 522 0.028 % 

Infiltration 29 0.001 % 

Web Attack Sql Injection 17 0.0007 % 

Heartbleed 9 0.0003 % 

In order to overcome the problems of overfitting and 
underfitting, the dataset has been balanced to ensure a balanced 
presence of the different classes. We used the SMOTE Python 
technique to increase the percentage of minority classes. On the 
other hand, the randomUnderSampler Python technique was 
used to decrease the number of normal records in order to 
avoid the performance problems that the laboratory 
environment might envisage. Accordingly, Table III highlights 
the dataset composition after its balancing using the two 
aforementioned python techniques. 

TABLE III. COMPOSITION OF THE DATASET AFTER BALANCING 

Class Records Count % 

NORMAL 618000 50.2 % 

DoS Hulk 240000 19.49  % 

Port Scan 160000 12.99 % 

DDoS 150000 12.18 % 

DoS GoldenEye 12000 0.97 % 

FTP-Patator 7000 0.56 % 

DoS Slowhttptest 7000 0.56 % 

DoS slowloris 7000 0.56 % 

SSH-Patator 5000 0.4 % 

Bot 5000 0.4 % 

Web Attack Brute Force 5000 0.4 % 

Web Attack XSS 5000 0.4 % 

Infiltration 5000 0.4 % 

Web Attack Sql Injection 5000 0.4 % 

Heartbleed 5000 0.4 % 

d) CICIDS2017 dataset binarization: The modeling of 

the network baseline is based on the class tagged 

"Normal/Benign" in the CICIDS2017 dataset. Therefore, the 

balanced dataset was transformed into another binary dataset 

including two main classes of network traffic: Normal and 

Abnormal.  

Python libraries were used and the binary pre-processed 
dataset comprises 618000 normal traffic records and 618000 
abnormal records. Consequently, both classes are present with 
an equal percentage of 50% each, as shown in Fig. 14. 

 

Fig. 14. Proportion distribution after balancing the binarized dataset. 

e) Dimension reduction of the training dataset: The 

binarized balanced CICIDS2017 dataset contains a large 

number of attributes that are not necessarily relevant (79 

attributes). This large number of attributes could cause 

enormous processing delays and could lead to falsified results 

when modeling the baseline. It makes more sense to eliminate 

unnecessary attributes and keep only the most relevant ones. 

The StandardScaler imported from the 
sklearn.preprocessing library was used to downscale the 
features within the Pandas dataframe before applying the PCA 
transformation for dimension reduction. 30 principal 
components with zero cumulative variance were thus retained 
using the PCA technique, as shown in Fig. 15. This represents 
a considerable dimension reduction from 79 to 30 components 
that can describe 99.9% of the information within the 
standardized dataset. 

 
 

Fig. 15. PCA components used to represent the CICIDS2017 dataset.  

D. Baseline Modelling and its Performance Evaluation 

1) Network baseline modelling: After preprocessing the 

CICIDS2017 dataset, we used the “fit()” function in Splunk‟s 

MLTK framework to train the system on normal network 

traffic and generate the baseline model as output. 
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The MLTK framework is based on the Scikit Learn python 
library to train machine learning models [36]. This framework 
is very powerful, fast and reliable, as it copies the events to be 
processed into memory before launching the pre-processing 
and training operations.  

The sequence of actions undertaken by the “fit()” function 
is illustrated in Fig. 16 below, in order to generate a model 
capable of recognizing the network baseline.  

 
 

Fig. 16. Workflow of the training process using MLTK Framework applied on 

the optimized binary CICIDS2017 dataset. 

2) Machine learning algorithms used to train the baseline 
 

a) Machine learning algorithms and data sampling: 

After pre-processing and binarization of the CICIDS2017 

dataset, a number of machine learning algorithms were used to 

build up a model capable of characterizing the network 

baseline. We used algorithms encompassing a variety of 

approaches, including Random Forest, Decision Tree, Naïve 

Bayes and Multi-Layer Perceptron. The key objective was to 

determine the most efficient and accurate machine learning 

algorithm that can differentiate between normal and abnormal 

drone‟s network traffic. 

Having been pre-processed and binarized, the CICIDS2017 
dataset was randomly separated into two sets: one for training 
(comprising 80% of the data) and the other for testing 
(comprising 20% of the data). In addition, PCAP files were 
used to evaluate system performance against real-time 
computer network data. These PCAP files were replayed using 
the tcpdump utility. 

b) Performance evaluation metrics: The evaluation 

process incorporated key performance measures, such as 

Accuracy, Precision, Recall, F Score and Confusion Matrix. 

Importantly, cross-validation was applied with a k-fold value 

set at 10, guaranteeing a robust and reliable evaluation 

procedure. 

Accuracy measures the number of correct predictions (both 
true positives and true negatives) that a model makes out of all 
predictions. It quantifies the overall accuracy of the model‟s 
predictions. 

Precision measures the exactness of the positive predictions 
made by a model. It estimates the percentage of true positive 

predictions out of all positive predictions, and thus the model‟s 
ability to avoid false positives. 

Recall, also known as sensitivity or true positive rate, 
measures the model‟s ability to identify all true positive 
instances. It refers to the proportion of true-positive predictions 
to all true-positive cases. 

F1 score is the harmonic mean of precision and recall. It is 
a balanced measure that combines both precision and recall. It 
is particularly useful in unbalanced data sets where one class 
clearly outnumbers another. 

The confusion matrix is a powerful tool for evaluating the 
performance of machine learning algorithms. According to 
[32] and as shown in Fig. 17, the confusion matrix is generally 
composed of four basic elements: 

 True positives (TP): These are cases for which the 
model was able to correctly predict the positive class. 

 True negatives (TN): These are cases for which the 
model was able to correctly predict the negative class. 

 False positives (FP): These are Type I errors, in which 
the model has incorrectly predicted the positive class 
when it should have been negative. 

 False negatives (FN): Also known as Type II errors, 
these correspond to cases where the model has 
incorrectly predicted the negative class when it should 
have been positive. 

 

Fig. 17. Components of a confusion matrix (the normal class is our target). 

3) Evaluation of the generated network baseline: To 

develop a highly efficient baseline network model, we tested a 

number of machine learning algorithms on the pre-processed 

and binarized CICIDS2017 dataset. In particular, we applied 

Random Forest, Decision Tree, Naïve Bayes and Multi-Layer 

Perceptron models.  

a) Random Forest – RF: The Random Forest classifier 

was used to model the baseline of drone network traffic 

(regular operation of UAV networks). The test confusion 

matrix is shown in Table IV. The results obtained showed that 

the model generated was able to accurately recognize benign 

traffic with an accuracy, F1 score, precision and recall that all 

reached the exceptional level of 99.99%. 
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TABLE IV. RANDOM FOREST – TESTING CONFUSION MATRIX  

 Predicted NORMAL Predicted ABNORMAL 

NORMAL 247194 6 

ABNORMAL 10 247190 

b) Decision Tree – DT: The decision tree was tested for 

modeling the network baseline (benign traffic modeling) and 

the confusion matrix for the tests carried out is presented in 

Table V. The generated model was capable of accurately 

recognizing benign traffic. The measures of accuracy, F1 

score, precision and recall all reached the exceptional level of 

99.99%. 

TABLE V. DECISION TREE – TESTING CONFUSION MATRIX  

 Predicted NORMAL Predicted ABNORMAL 

NORMAL 247192 8 

ABNORMAL 12 247188 

c) Naïve Bayes – NB: Table VI shows the confusion 

matrix results derived from the evaluation of the Naïve Bayes 

algorithm. This algorithm was employed to model the network 

baseline, with the pre-processed and binarized CICIDS2017 

dataset. The performance measures obtained include 99.85% 

in accuracy, 99.84% in F1 score, 99.87% in precision and 

99.83% in recall. 

TABLE VI. NAÏVE BAYES – TESTING CONFUSION MATRIX   

 Predicted NORMAL Predicted ABNORMAL 

NORMAL 246899 301 

ABNORMAL 405 246795 

d) Multi-Layer Perceptron – MLP: Table VII shows the 

testing confusion matrix following the use of the Multi-Layer 

Perceptron algorithm to model the network baseline, focusing 

on the classification of benign network traffic. The results 

reveal a precision rate of 99.93%, with F1 score and recall 

both reaching 99.92%. In addition, the precision measure 

achieved a high accuracy level of 99.94%. 

TABLE VII. MULTI-LAYER PERCEPTRON – TESTING CONFUSION MATRIX  

 Predicted NORMAL Predicted ABNORMAL 

NORMAL 247070 130 

ABNORMAL 195 247005 
 

4) Baseline modeling – Discussion: The classification 

results of benign traffic using a set of machine learning 

algorithms on the CICIDS2017 dataset are extremely 

promising. For the most part, the algorithms demonstrated an 

exceptional capacity to recognize normal network traffic with 

high performance and accuracy. As a result, the model 

generated can be integrated into the ZT-NIDS system to 

ensure the detection of deviations from regular network 

traffic. The positive results obtained are mainly attributable to 

the pre-processing, balancing, binarization and dimension 

reduction actions carried out on the CICIDS2017 dataset prior 

to its use. 

In this laboratory, the Decision Tree algorithm was used to 
model the benign network traffic. This model was then 
integrated into the ZT-NIDS system, founded on the zero-trust 
principle, meaning that no network packet should be assumed 
to be trustworthy. The aim is to distinguish what is considered 
normal, and any deviation from this basis is automatically 
considered suspicious. 

E. Signature-based Module 

As mentioned earlier, the ZT-NIDS mechanism integrates 
both signature-based and anomaly-based modules enabling it to 
identify known and unknown cyber threats. Concerning the 
anomaly-based module, a baseline of benign network traffic 
has been created. The next focus is on the signature-based 
module, responsible for recognizing known intrusions. 

We have already used Suricata as a signature-based module 
to detect known intrusions in one of our previous research 
works [34], and it has demonstrated excellent performance. We 
highlighted some of its advantages over Snort, such as its 
multithreading capability and its efficiency in handling known 
attacks. Consequently, for the ZT-NIDS mechanism, we used 
Suricata as a SNIDS (Signature-Based Network Intrusion 
Detection System) module to guarantee detection of known 
intrusions that deviate from the network baseline. 

F. Preparing Attack Scenarios – Going Into Production 

To evaluate the effectiveness of detection and simulate 
network attacks, we used tcpdump to replay pcap records from 
the CICIDS2017 dataset. Replaying a PCAP portion of 
CICIDS2017 that was never seen by the system allowed us to 
measure the performance and accuracy of the proposed 
approach. The illustration in Fig. 18 gives an overview of the 
lab architecture and attack scenarios.  

 

Fig. 18. An overview of the architecture used to reproduce the attack 

scenarios. 

G. Testing the Baseline Model on New, Never-before-seen 

Data  

This section outlines the methodology adopted to evaluate 
the real-time functioning of the proposed ZT-NIDS system 
with particular emphasis on its components. Fig. 19 shows the 
sequential steps involved in testing the system with new 
network events. Notably, the step "Transform search results 
using data preparation" reproduces the procedures detailed in 
the training phase diagram (indicated by a red strikethrough 
outline in Fig. 16). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

535 | P a g e  

www.ijacsa.thesai.org 

 
 

Fig. 19. Worfkow of testing process of ZT-NIDS on never-before-seen 

network events. 

In order to evaluate the modeled baseline in a real network, 
we used an intact part of the CICIDS2017 dataset in PCAP 
format, which had not been used during the ZT-NIDS model 
training phase. The TCPDUMP tool, running under Kali 
Linux, was used to replay the CICIDS2017 pcap files. These 
network events were then transmitted to the SIEM system, 
where they were compared with the baseline and Suricata. 

The SIEM then extracts the characteristics of the network 
events received and compares them to the baseline models, 
which had previously been stored in memory, and to Suricata's 
SNIDS. A new column is then generated to store the predicted 
values generated after application of the base model, as shown 
in Fig. 20. Further comparisons are made between the values 
predicted by the model and the actual values, enabling the 
calculation of performance metrics that serve as evidence of 
the model's effectiveness. 

 

Fig. 20. The baseline model applied on never-before-seen network events. 

V. RESULTS AND DISCUSSION 

A. Results 

The following section summarizes all the results obtained 
after testing different machine learning algorithms on the pre-
processed, balanced and binarized CICIDS2017 dataset. In 
particular, we focused on the recognition of benign traffic, i.e. 
the creation of the baseline. Consequently, Table VIII presents 
all the results obtained. 

TABLE VIII. SUMMARY OF RESULTS  

Algorithms Recall Precision Accuracy F1 

Random Forest 0,9999 0.9999 0.9999 0.9999 

Decision Tree 0,9999 0.9999 0.9999 0.9999 

Naïve Bayes 0,9983 0,9987 0,9985 0,9984 

Multi-Layer Perceptron 0,9992 0,9994 0.9993 0,9992 
 

B. Discussion of the Obtained Results 

As we have previously noted, there has been limited 
research addressing the specific challenge of intrusion 
detection within drone fleet networks. Most existing studies 
have focused on aspects such as routing protocols, battery 
autonomy, and other functionalities, often overlooking security 
concerns. However, given the increasing importance of drone 
technologies and their modern applications, the security of 
these networks has become critically significant. 

The analysis of drone networks has led us to the conclusion 
that drones can be regarded as flying computers, and their 
networks share similarities with modern computer networks. 
Building upon this insight, we have introduced a model named 
ZT-NDIS, designed with a multi-agent architecture to 
implement a detection mechanism in line with the zero-trust 
principle. 

The multi-agent architecture has proven well-suited to the 
challenge of intrusion detection in drone networks due to its 
characteristics of distribution, autonomy, and cooperation 
among the various agents. The detection mechanism comprises 
two complementary modules: a signature-based detection 
module and an anomaly detection module. 

To materialize the proposed model, we conducted a 
comprehensive simulation of all components of the ZT-NIDS 
architecture using a real-world laboratory setup. Initially, we 
preprocessed, balanced, and reduced the dimensionality of the 
CICIDS2017 dataset. We then assessed a range of machine 
learning algorithms to model the baseline of benign network 
traffic. Cross-validation techniques were employed to ensure 
classification performance. While all tested algorithms yielded 
promising results, we ultimately selected the "Decision Tree" 
model. 

Subsequently, we constructed the baseline model using the 
MLTK framework based on Scikit Learn, implementing the 
Decision Tree algorithm. To complement the proposed 
detection mechanism, Suricata was integrated for recognizing 
attacks with known signatures. 
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Finally, a real-world testing was conducted by networking 
the system and replaying CICIDS2017 PCAP files. The results 
were highly satisfactory, and the system was able to effectively 
identify both normal and abnormal network. 

This proposed system represents a significant contribution 
and marks the initial step toward enhancing the security of 
civilian drone networks, which continue to gain popularity in 
various applications. 

VI. CONCLUSION AND PERSPECTIVES 

We introduced in this work a network intrusion detection 
system called ZT-NDIS, designed with a multi-agent 
architecture and a zero-trust detection mechanism adapted to 
drone networks. The multi-agent architecture is suitable to 
drone networks given their distributed, autonomous and 
cooperative characteristics. The zero-trust principle enabled us 
to detect various types of cyberattack, including zero-day 
threats, through continuous comparison of network traffic 
against the modelled baseline of benign traffic. 

Thanks to the pre-processing of the CICIDS2017 dataset, 
we were able to create an effective network baseline model 
with almost 100% accuracy. The inclusion of Suricata has 
further enhanced the system's performance, particularly against 
known attacks. 

To evaluate the system's effectiveness, we carried out real 
laboratory tests. This enabled us to assess its ability to detect 
emerging cyber threats that could target drone networks. 

The proposed system represents an important step towards 
improving the security of drone networks and gaining a better 
understanding of their security posture. Future work will focus 
on developing the various agents, generating real network 
traffic from drone networks and testing the system in a 
production environment. 
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Abstract—Flooding, caused by the overflow of water bodies 

beyond their natural boundaries, has severe environmental and 

socioeconomic consequences. To effectively predict and mitigate 

flood events, accurate and reliable flood modeling techniques are 

essential. This study provides a comprehensive review of the 

latest modeling techniques used in flood prediction, classifying 

them into two main categories: hydrologic models and machine 

learning models based on artificial intelligence. By objectively 

assessing the advantages and disadvantages of each model type, 

we aim to synthesize a systematic analysis of the various flood 

modeling approaches in the current literature. Additionally, we 

explore the potential of hybrid strategies that combine both 

modeling methods' best characteristics to develop more effective 

flood control measures. Our findings provide valuable insights 

for researchers and practitioners in the field of flood modeling, 

and our recommendations can contribute to the development of 

more efficient and accurate flood prediction systems. 

Keywords—Flood prediction; hydrologic model; machine 

learning; systematic review 

I. INTRODUCTION 

Floods are one of the most destructive and widespread 
natural disasters, inflicting severe environmental and socio-
economic impacts worldwide [1]. In recent years, the 
frequency and intensity of floods have increased, underscoring 
the urgent need for accurate flood modeling to guide effective 
disaster response and management. Devastating floods have 
resulted in massive property damage, loss of human and animal 
lives, destruction of crops, and the propagation of waterborne 
diseases [2].  

Understanding the intricacies of floods and accurately 
predicting their occurrence and severity is critical in 
developing strategies for flood management and mitigating 
potential damages. In the field of flood modeling, two primary 
approaches have been widely utilized: hydrologic models and 
data-driven prediction models. Hydrologic models aim to 
simulate the complex physical processes and interactions 
within the hydrological system, relying on high-quality data 
and hydrological expertise. However, these models face 
challenges in accurately evaluating uncertainty propagation 
and predicting real-time flood depths [3]. Conversely, data-
driven prediction models, leveraging machine learning 
techniques, have shown superior accuracy and broad 
applicability in flood forecasting [3]. Nevertheless, a promising 
avenue for advancement lies in the hybridization of both 

approaches, harnessing the strengths of each to overcome the 
limitations. 

The primary objective of this study is to explore and 
compare different modeling approaches employed in flood 
modeling, specifically categorizing them into hydrologic 
models and data-driven machine-learning-based models. The 
research aims to address the existing knowledge gaps in flood 
modeling and shed light on the diverse methodologies used in 
simulating and understanding flood events. 

To achieve this objective, the study presents an analysis of 
the strengths and limitations of both model types. Furthermore, 
it highlights the potential benefits of integrating these 
approaches to create more robust and accurate hybrid models. 
The study analyzes a comprehensive range of sources, 
including case studies, real-world data, and academic research, 
to provide a well-rounded evaluation of flood modeling 
techniques. The article introduces and compares one-
dimensional (1D), two-dimensional (2D), and three-
dimensional (3D) hydrologic models, with a focus on their 
capabilities, limitations, and applications in flood hazard 
simulation and prediction. Additionally, the study delves into 
the advantages of hybrid models, demonstrating how their 
integration can contribute to more effective flood management 
strategies. 

Contribution: This article’s main contribution is to provide 
valuable insight into flood modeling, and advancement in the 
field, and ultimately aid in better understanding and managing 
flood events. By combining a thorough exploration of 
modeling approaches with a critical assessment of their 
performances, this study aims to lay the foundation for more 
resilient flood management practices in the face of escalating 
climate challenges. The article is structured as follows: 

Section II provides the systematic approach adopted to 
gather related work and literature review along with 
bibliometric analysis. Sections III and IV provide introductions 
to various subdomains in Hydrologic modeling and Machine-
learning-based modeling, respectively. Sections V and VI 
analyze the literature review on Hydrologic modeling and 
Machine-learning-based modeling, respectively. Section VII 
provides the analysis and discussion, while Section VIII 
provides the conclusions. 
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II. BIBLIOMETRIC ANALYSIS OF HYDROLOGIC MODELING 

AND MACHINE LEARNING IN PREDICTING FLOOD 

The study focused on examining the trends and patterns in 
research publications in the field of flood prediction using 
machine learning-based modeling and hydrologic modeling. 
Two widely used databases, Web of Science (WoS) and 
Scopus, were utilized to gather relevant research papers. 
Additionally, the Dimension database was included to ensure 
comprehensive coverage of the literature. To visualize and 
analyze the data, VOSviewer software [4] was employed, 
along with traditional methods of data representation. 

Using information from the Scopus and WoS databases, the 
bibliometric analysis produced the two instructive 
visualizations shown in Fig. 1 and Fig. 2. The size of the 
circles in Fig. 1 represents the number of citations each 
document in the hydrologic modeling and flood prediction 
domain has received. Greater circles indicate more citations, 
which reflects the importance and influence of the 
corresponding works on this topic. Similar to Fig. 1, but with a 
focus on machine learning modeling, Fig. 2 shows the citation 
distribution for the same domain. 

Similarly, Fig. 2 and Fig. 3 show the number of citations in 
the context of machine learning and Hydrologic Modeling in 
flood prediction. Bibliometric analysis software VOSviewer 
was used to create both visualizations. A better knowledge of 
the current trends and contributions in hydrologic modeling 
and machine learning applied to flood prediction research is 
made possible by these numbers, which provide insightful 
information about the research environment by highlighting the 
most important and cited articles in both fields. 

Table I lists how many articles have been written about 
using hydrologic modeling and machine learning techniques to 
anticipate flooding. The article counts or publication records 
for each type of study are shown in the table, indicating the 
volume of research done in the field of hydrologic modeling 
and machine learning for flood prediction across the various 
databases. 

 

Fig. 1. Map the hydrologic modeling and "Flood prediction" network – 

Scopus. 

 
Fig. 2. Map the hydrologic modeling and "Flood prediction" network- WoS. 

 

Fig. 3. Map machine learning and "Flood prediction" network WoS. 

TABLE I. THE NUMBER OF ARTICLES RELATED TO THE USE OF 

HYDROLOGIC AND MACHINE LEARNING IN FLOODING PREDICTION 

Topic \ Database WoS Scopus Dimension 

Hydrologic 1493 1249 1255 

Machine learning 3,027 2280 3,730 

A. Bibliometric Analysis 

The bibliometric analysis revealed an interesting trend in 
the distribution of research papers. It became evident that there 
is a significantly higher number of research papers dedicated to 
machine learning compared to those published in the field of 
hydrologic modeling (see Fig. 4, 5, 6, and 7). This indicates a 
greater emphasis on the utilization of machine learning 
techniques in flood forecasting research. 

The higher number of research papers on machine learning 
suggests that it has gained significant attention and interest in 
the field of flood forecasting. Machine learning techniques 
offer the potential to improve the accuracy and efficiency of 
flood prediction models by leveraging large datasets and 
complex algorithms. On the other hand, the relatively lower 
number of research papers on hydrologic modeling may 
indicate a need for further exploration and development in this 
area. The findings of this study provide valuable insights for 
researchers and practitioners interested in the field of 
hydrologic modeling, machine learning, and flood forecasting. 
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Fig. 4. Publications over time: Machine Learning and "Flood Prediction" 

WoS. 

 
Fig. 5. Publications over time: Machine Learning and "Flood Prediction" 

Scopus. 

 

Fig. 6. Publications over time: Hydrologic Modeling and "Flood Prediction" 

Scopus. 

 

Fig. 7. Publications over time: Hydrologic modeling and "Flood prediction" 

WoS. 

III. HYDROLOGIC MODELING 

Hydrologic modeling plays a crucial role in simulating and 
predicting flood hazards, enabling a deeper understanding of 
the complex dynamics associated with floods. This modeling 

approach encompasses various techniques, including one-
dimensional (1D), two-dimensional (2D), and three-
dimensional (3D) models, each offering unique advantages and 
limitations. This study delves into these different modeling 
approaches, exploring their applications, capabilities, and 
challenges in simulating flood events. By examining the 
strengths and limitations of each modeling method, the study 
aims to enhance the understanding of hydrologic modeling and 
its significance in effectively managing and mitigating the 
impacts of floods. 

Fig. 8 shows the hydrologic model configured for 1D, 2D, 
and coupled 1D/2D simulations (a, b, and c) [5]. The 1D 
simulation in panel (a) shows a condensed version of the 
hydrologic system that works well in settings with linear flow 
patterns. The 2D simulation, which considers two-dimensional 
flow characteristics, illustrates the hydrologic processes in 
more detail in Panel (b). The coupled 1D/2D simulation, which 
combines both methods in panel (c), enables a more precise 
and in-depth portrayal of complicated flow interactions in 
situations when both 1D and 2D models are required. This 
figure helps academics and practitioners choose the best 
strategy based on particular modeling requirements and 
objectives by providing a useful visual reference for 
understanding the various modeling setups and their 
applications in hydrologic simulations [5]. 

A. One-Dimension Hydrologic Modeling 

Various authors have discussed the effectiveness of 
hydrologic modeling methods in simulating and predicting 
flood hazards. For example, a study conducted by Ambiental 
Environ-mental Assessment [6] demonstrates that the 1D 
model effectively captures the interconnected network of a 
river by linking multiple cross-sections that traverse both the 
land and the river. Through this model, the water level is 
simulated and allowed to flow in a single direction along the 
channel. Additionally, the model accommodates the possibility 
of reverse water flow, such as in cases where the presence of 
structures obstructs the passage of water. Pinos et al. [7] 
highlight that river flood events are among the most frequent 
and economically burdensome natural disasters. Despite floods 
being a natural component of the hydrological cycle, they have 
far-reaching environmental consequences and can cause 
significant human and financial losses. Consequently, the 
utilization of modeling techniques becomes essential in 
simulating and predicting these occurrences. 

Pinos et al. [7] conducted a study on the performance of the 
hydrologic 1D model approach in approximating flood levels 
for a mountain river. The study utilized HEC-RAS, Mike 11, 
and Floor Modeler as modeling tools. In the case of HEC-RAS, 
high-resolution cross-section surveys were conducted at 
intervals of 25 meters along the river line. The validation of the 
model was based on historical flood regions with return periods 
ranging from 2 to 10 years. The findings of research [7] served 
as reference models for different return periods and were 
compared to other models. The 1D model is considered an 
acceptable approximation as long as the water remains within 
the roadway profile. However, when the flow in the streets 
exceeds the curbs, there is a potential for the flow direction to 
shift, making the 2D model more suitable at that point [8]. It is 
important to note that using the 1D hydrologic modeling 
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approach has certain limitations. One major limitation is the 
assumption that the floodplain between the various cross-
sections of the river is similar. Additionally, there is a need to 
determine the specific number and spacing of cross-sections to 
accurately represent the river channel and neighboring 
topography, and the guidelines for establishing these 
parameters are limited [10]. 

B. Two-dimensional Hydrologic Modeling 

2D flood modeling is an approach used to analyze and interpret 
the two-dimensional flow of water during anticipated flood 
events. It relies on digital terrain modeling and the bathymetry 
of water channels to establish the depth of water and depth-
averaged velocity on a mesh or grid [11]. One of the 
advantages of this modeling technique is that it does not 
require predefined flow routes, allowing for a more flexible 
representation of the flow dynamics. 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Hydrologic model set up of (a) 1-D simulation, (b) 2-D simulation, and (c) coupled 1-D/2-D simulation [5]. 
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An example of the application of 2D flood modeling can be 
seen in the assessment of the Medjerda River conducted by 
Gharbi et al. [12]. The researchers utilized 2D hydrologic 
modeling to understand the behavior of the river and accurately 
estimate the extent of flood zones. Their findings demonstrated 
that 2D analysis provides a more precise depiction of the 
flooded region compared to the one-dimensional (1D) unsteady 
flow study. The visual representation of flood extent through 
2D model maps is superior to the traditional water-depth 
curves used in 1D models [9]. 

However, it is important to acknowledge the limitations of 
the 2D modeling approach. Firstly, the complexity of the 2D 
model makes it more computationally costly compared to 1D 
models. The computational time required for a complete run of 
a 2D model is significantly longer, often taking hours as 
opposed to minutes for a 1D model [8]. This can pose 
challenges for inexperienced hydrologists who may struggle 
with the complexity of the model and the efficient transfer of 
information to relevant departments. 

Furthermore, the application of 2D modeling may be 
hindered by the availability of quality data. High-quality data, 
obtained through on-site sensors and Internet of Things (IoT) 
devices, is crucial for achieving accurate results [12]. 
Additionally, when analyzing flood risk within large cities and 
complex structures, relying solely on 2D geographical data 
may not be effective. In such cases, the integration of 3D city 
model-based GIS solutions becomes necessary to provide 
decision-makers with comprehensive information [13]. 

C. Three-dimensional Hydrologic Modeling 

3D modeling involves the mathematical representation of 
surfaces in three dimensions, utilizing specialized software to 
manipulate vertices, edges, and polygons in a simulated 3D 
space [14]. When it comes to simulating and predicting flood 
hazards, 3D models have proven to be computationally 
expensive but crucial for accurately representing the three-
dimensional flow around urban areas and interactions between 
flood waves and constructed buildings [15]. 

In the context of flood simulation and its impact on utilities, 
Adda et al. [16] emphasize that 3D modeling offers robust 
visual depictions that enable decision-makers to assess the 
safety of buildings located in flood zones. Their research 
explores the use of LiDAR (Light Detection and Ranging) data 
and 3D modeling to analyze flood risk on government utilities 
and buildings. LiDAR data is highlighted as an inexpensive 
and comprehensive method for multidimensional 3D mapping 
[16]. 

Data collection for 3D modeling often involves ground-
controlled points obtained through GPS methods. Adda et al. 
found that their 3D approach revealed regions that were 
potentially situated on low-lying terrain prone to flooding. This 
information is vital for emergency decision-making and 
prioritization. The use of 3D hydrologic modeling enables 
rapid reaction, alert, and warning systems, mitigation 
strategies, and effective planning and management of complex 
geographic issues. 

By utilizing 3D geospatial data, planning challenges can be 
better addressed, and conditions that may increase the risk of 

flooding can be identified. This aids in understanding and 
evaluating the nature of dangers and facilitates the 
development of clear management strategies for rescue 
operations. Additionally, one significant advantage of 3D 
hydrologic modeling is the ability to test infrastructure projects 
before implementing them on the ground, minimizing potential 
risks [17]. 

However, it is important to acknowledge the limitations of 
the 3D modeling approach. While it offers valuable insights, it 
is more suitable for localized hydrologic issues and may 
require substantial details, resulting in longer simulation times 
[17], [18]. 

D. Discussions 

The evaluation and discussion of 1D, 2D, and 3D modeling 
methodologies for flood simulation and prediction emphasize 
the advantages and disadvantages of each methodology as well 
as some of the field's practical uses.  

A common technique for simulating flow in a single 
direction along a channel is 1D hydrologic modeling. As long 
as the water stays inside the roadway profile, it offers a 
simplified portrayal of flood threats and is supposed to be 
acceptable. The primary benefit of 1D modeling is that it is 
straightforward and computationally efficient, making it 
appropriate for use in large-scale applications. A drawback of 
this method is that it necessitates particular rules for setting 
cross-section spacing and assumes uniform floodplain features 
between cross-sections. 

On the other hand, 2D hydrologic modeling, which 
considers the two-dimensional flow of water and incorporates 
digital terrain modeling and bathymetry, provides a more in-
depth simulation of flood events. It enables the depiction of 
flood inundation patterns and offers a more precise estimation 
of flood extent. The use of 2D models is particularly valuable 
when the flow exceeds the curbs and shifts direction, such as in 
urban areas with complex topography and structures. However, 
2D modeling is computationally more expensive and requires 
high-quality data, including LiDAR data, to achieve accurate 
results [19]. 

It may also pose challenges for inexperienced users and 
information transfer to relevant departments. Additionally, it 
might make it difficult for new users to transmit information to 
the appropriate departments. 

The study also emphasizes the value of 3D modeling in 
assessing flood risks, particularly when it comes to examining 
three-dimensional flow patterns around built-up areas and their 
interactions. 3D models enable precise simulation of flood 
impacts on utilities and infrastructure and offer a more 
thorough understanding of flood wave behavior. They give 
decision-makers useful information that enables them to 
evaluate the security of structures in flood-prone locations and 
prioritize emergency responses. By offering visualization tools, 
assessing hazards, and testing infrastructure projects before 
execution, 3D modeling also helps with planning and 
management. 3D modeling, on the other hand, necessitates 
specialist tools and comprehensive data and is more difficult 
and computationally expensive. It may take longer to simulate 
problems and is best suited for limited hydrologic problems. 
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IV. MACHINE LEARNING ALGORITHMS IN FLOOD 

PREDICTION 

The destructive nature of floods has necessitated the 
advancement of flood prediction as a basis for risk reduction, 
policy suggestions, and minimizing property damage and loss 
of life. These requirements have led to the development of 
machine learning algorithms that mimic the mathematical 
expressions utilized in examining the physical processes of 
floods over the past two decades. In their study, Mosavi et al. 
[20] acknowledged that machine learning methods have 
improved prediction accuracy and provided cost-effective 
solutions, which has contributed to their increased popularity 
among hydrologists. Fig. 9 shows the fundamental steps in 
creating an ML-based model. 

A systematic review revealed that several critical factors 
guide the selection of machine learning methods, including 
robustness, speed, computation cost, and generalization 
capability. Lawal et al. [21] discovered that the popularity of 
machine learning in predicting flood alerts and reducing the 
impact of floods arises from its low computational 
requirements, as it relies on observational data. However, a 
comparative study conducted by Lawal et al. [21], which 
evaluated logistic regression, support vector classification, and 
decision tree algorithms, highlighted the importance of 
considering performance accuracy, recall, and receiver 
operating characteristics when choosing machine learning 
algorithms for flood prediction. 

Machine learning has made it possible to monitor the 
changing patterns of river water levels, which helps mitigate 
the socioeconomic implications caused by floods. According to 
Mosavi et al. [20], popular machine-learning methods for flood 
prediction include ANNs, SVM, SVR, ANFIS, WNN, and 
DTs. However, hybridization through various methods is also 
common. The study also found that the data decomposition 
technique is preferred to improve dataset quality and prediction 
accuracy, while ensemble methods facilitate generalization and 
reduce prediction uncertainty. 

In addition, Mosavi et al. [20] identified that applying add-
on optimizer algorithms improves prediction quality by tuning 
ANNs to optimal neuronal architectures. In a study on the 
detection of flooding from river water levels, Zehra [22] 
observed that non-linear (NARX) and support vector machines 
(SVM) are viable machine learning methods. The study 
revealed that NARX and SVM utilize hydrological resource 
variables such as precipitation amount, seasonal flow, peak 
gust, and river inflow, which are regressed into flood and non-
flood classes. 

Accurate prediction of floods and other hydrological events 
is crucial for water resource management techniques, policy 

development, and evacuation models. Improving prediction 
systems for short- and long-term flood events is significant in 
minimizing damage. It is important to note that machine 
learning (ML) approaches for flood prediction can vary 
significantly depending on the specific application, dataset, and 
type of prediction required. 

For instance, ML approaches for predicting short-term 
water levels may differ greatly from those used for predicting 
long-term stream flows. When building an ML model, all the 
available data undergoes training, validation, verification, and 
testing processes [23]. These steps ensure that the model is 
trained effectively and performs accurately when applied to 
new data. 

Overall, the development and utilization of ML models in 
flood prediction play a crucial role in improving the accuracy 
and effectiveness of water resource management, policy ideas, 
and analyses, as well as evacuation planning. 

When accurate data are available, machine learning 
approaches can be a powerful tool in risk analysis. However, 
the findings obtained from these approaches may not be as 
sophisticated or predictable as those from model-driven 
studies, such as hydrodynamic models [24]. The use of a data-
driven approach with machine learning for predictive studies 
can be relatively straightforward, particularly in the presence of 
uncertainty related to climate change. 

One of the key advantages of using machine learning 
prediction models is their ability to capture flood nonlinearity 
based solely on historical data, without requiring an 
understanding of the underlying physical processes. Data-
driven prediction models based on machine learning hold 
promise as they are easier to construct and require fewer 
inputs. Over the past two decades, the continuous improvement 
of machine learning algorithms has demonstrated their 
usefulness in flood forecasting, often surpassing conventional 
approaches in terms of performance and accuracy [25]. The 
distinguishing factor of machine learning technology in flood 
prediction is its ability to extract crucial information solely 
from input data without the need for specialized knowledge 
[26]. 

It is important to consider certain aspects of machine 
learning algorithms. Firstly, their performance is only as good 
as the quality of their training, which involves the system 
learning the intended task from previous data. Therefore, 
ensuring robust data enrichment is crucial in machine learning 
algorithms. Secondly, the competence of a machine learning 
algorithm varies depending on the specific task, which is 
commonly known as the "generalization problem." It refers to 
how effectively a trained system can forecast situations for 
which it was not specifically trained [20]. 

 

Fig. 9. The fundamental steps for creating a machine learning (ML) model.
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Wagenaar et al. [27] discovered that the field of flood risk 
analysis, focusing primarily on rare extreme events, often faces 
challenges in data collection during such events, resulting in a 
lack of data for machine learning applications in flood risk and 
impact modeling, particularly for effective model training. 
However, advancements have been made in utilizing machine 
learning for descriptive hazard assessment using data from 
social media. Machine learning algorithms are effective 
optimization approaches rather than black box models, offering 
efficiency, reliability, and quick convergence at low 
computational costs. 

The following are some commonly used ML algorithms in 
flood prediction: 

A. ANNs: Artificial Neural Networks  

The most often used algorithms for modeling flood 
prediction are ANNs. ANNs interpret historical data rather than 
the physical qualities of a catchment. As a result, ANNs are 
regarded as trustworthy data-driven tools for building 
sophisticated and nonlinear black-box models of the links 
between rainfall and flood. Despite their benefits, ANNs have 
several disadvantages, including network architecture, data 
management, and the inability to physically perceive the 
modeled system. The comparatively low precision while 
employing ANN is a significant disadvantage [20]. 

B. MLP: Multilayer Perceptron  

The MLP is a class of FFNN that trains its network of 
interconnected nodes with multiple layers using supervised 
learning from BP. The MLP is characterized by simplicity, 
nonlinear activation, and a large number of layers. These 
qualities led to the model's widespread application in 
complicated hydrogeological models and flood prediction. 
MLP models were shown to be more effective and more 
generalizable in a review of ANN classes used in flood 
simulation. However, it is typically discovered that the MLP is 
more challenging to optimize [28]. 

C. SVM: Support Vector Machine  

SVM, a supervised learning machine that operates on the 
statistical learning theory and the structural risk minimization 
(SRM) rule, is very well-liked in flood modeling. To reduce 
the predicted error and overfitting concerns of a learning 
machine, the SRM principle operates as a tradeoff between the 
quality and multidimensional character of the approximation 
function [29]. The SVM's training method creates new, non-
probabilistic binary linear classifiers that maximize the 
geometric margin through inverse problem-solving and 
minimize the empirical classification error. Hydrologists use 
SVM extensively for flood prediction [20]. SVM, which is 
based on the structural risk reduction concept, is a reliable and 
efficient method for equation fitting, data analysis, 
hydrological forecasting, and other applications. Furthermore, 
SVM is used to handle small sample, non-linear, and high-
dimensional pattern recognition problems and has unique 
benefits. SVM may be applied to classification as well as 
regression issues [30]. 

SVM applications are widely used in hydrological 
modeling and flood predictions. SVM's enhanced form as a 
regression tool supports vector regression (SVR) is a 

developed and efficient alternative procedure for dealing with 
regression difficulties during the last two decades by giving 
alternative loss functions. SVR is based on mapping and 
solving the original data into a high-dimensional feature space 
using linear and/or nonlinear regression classification. SVR 
formulation is based on SRM rather than ERM, which 
minimizes an upper bound of the generalization error rather 
than the prediction error on the training set [29]. 

SVM and other data-driven ML models rely on the quality 
and amount of training data as well as model optimization 
parameters. If the data is insufficient and inadequate to cover 
the differences, their learning falls short and, as a result, they 
cannot achieve reasonable accuracy. The disadvantages of 
SVM-type ML models for dealing with the "generalization 
problem" might be mitigated by a strong and complete 
understanding of ML techniques, as well as user-specified 
practical solutions [29]. 

SVM is essentially a linear machine and can be thought of 
as a statistical tool that solves issues using an approach akin to 
Artificial Neural Networks (ANN). Its approximate use of the 
Structural Risk Minimization (SRM) concept aids in its ability 
to generalize effectively to new data. While it has all the 
advantages of ANN, it also addresses some of the fundamental 
flaws that were observed in the ANN application. [31]. ANNs 
employ empirical risk minimization, but SVMs use structural 
risk minimization to handle the overfitting problem by 
balancing the model's complexity against its success in fitting 
the training data. [35]. 

The reason why the SVM algorithm is more popular in 
flood prediction than other algorithms is SVM may 
automatically choose the critical vectors in the training process 
as support vectors and delete the nonsupport vectors from the 
model. As a result, the model performs effectively in noisy 
environments. Furthermore, with certain crucial real training 
vectors encoded in the models as support vectors, SVM can 
trace back historical occurrences to enhance future forecasts 
with lessons learned from the past. Because the input vectors of 
SVM are fairly versatile, it is quite simple to integrate other 
relevant elements into the model (such as temperature, 
evaporation, date, etc.). Because SVM parameter optimization 
is a convex issue, there is only one optimal point, unlike ANN 
which has more than one optimal [33]. 

D. DT: Decision Tree  

Because DTs are rapid algorithms, ensemble models to 
simulate and predict floods have become increasingly popular. 
The classification and regression tree (CART) is a common DT 
type used in machine learning. The decision tree is very useful 
for determining the level of risk of flooding [34]. 

E. GA: Genetic Algorithm  

A genetic algorithm had been created by Holland. The 
survival of the fittest is the foundation of the idea. It uses 
chromosomes, which have several genes on each one. Every 
gene represents a choice variable (or model parameter), and 
every chromosome represents a potential best-case scenario 
[35]. 
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F. ACO: Ant Colony Optimization 

Dorigo developed the ACO after becoming curious about 
how ants choose the quickest route between their colony and a 
food source. It was discovered that although ants cannot see, 
they can communicate with one another via a chemical called a 
pheromone. Each spreads a scent along its course. Ants are 
therefore likely to select the route with the highest 
concentration of pheromone. According to this, ants will 
finally take the shortest way if there are both lengthy and short 
routes leading from the nest to the food source [35]. 

V. ANALYSIS OF HYDROLOGIC MODELING TECHNIQUES  

When it comes to hydrologic modeling, deciding between a 
steady-state and a non-steady-state flow is significantly easier. 
Although 2D modeling can yield better results in some cases, 
there are also scenarios where 1D modeling can produce 
outcomes equally as good as or better than 2D models, with 
less work and computing resources. Many situations are 
complex, and it is possible to include both the positive and bad 
aspects of each approach depending on the context. 

A few instances of scenarios in which it is believed that 2D 
modeling is preferable to 1D modeling are as follows: 

Water may flow in several directions if a levee is broken or 
overtopped in a model region located behind a levee system. 
Before it reaches the lowest point and begins to pool and 
maybe overtop or breach the levee on its lower end, water can 
flow overland in the protected region in several different ways 
thanks to the slopes present there. When the protected area is 
relatively small, and the entire area eventually fills to the level 
of a pool, a 1D model may accurately predict the ultimate 
water surface and the extent to which the region will be 
inundated. 

Tides, river flows, and other water sources entering an 
estuary or bay can cause the water to flow in various 
directions—a place or occurrence where the water's flow path 
is not entirely clear. It is challenging to forecast flood 
occurrences due to the episodic character of flow evolutions on 
alluvial fans. This is because the channels' whole direction may 
shift while the event takes place, making it impossible to 
generate accurate predictions. 

It is best to avoid making sharp bends when there is a good 
chance that considerable super elevation may occur. Because 
flood plains are expansive and level, the water that leaves the 
overbank zone may go in various directions. Measurements of 
precise velocities are required to correctly analyze the 
hydrology of flow around an item. 

Because of the complexity of urban terrain, flows on the 
urban surface are often substantially different from flows in 
channels. In recent years, several examples have been explored 
and applied to coupled 1D/2D techniques, in which the urban 
surface is represented using two-dimensional (2D) flow 
approaches and combined with a 1D pipe network model. 
Roads, buildings, barriers, and other elements of metropolitan 
surfaces abound [30]. These structures, particularly buildings, 
will alter the direction and velocity of the flood water, resulting 
in a variety of complicated flow pathways. The information on 
the buildings may be distorted or lost if the grid resolution is 

too coarse. Models with finer grid resolutions may offer more 
precision and a more accurate depiction of physical processes. 

Constructing an entirely 3D model is more complex, but 
once it has been constructed, changes to the design may be 
made methodically and straightforwardly. Applying design 
changes in a 2D model is more challenging than in 3D. 

There are three types of instruments for predicting 
hydrological variables: conceptual, physically based, and 
"black-box" models. The underlying physics of the first two 
categories, which may be represented by either simplified 
relations or partial differential equations in one or two 
dimensions, must be understood. Furthermore, using these 
models to forecast rainfall/runoff processes and/or river routing 
also calls for a significant amount of topographic, land-use, and 
other information that might not be accessible. Additionally, 
the lengthy calculation requirements associated with this 
method, particularly when two-dimensional models are 
required, sometimes limit real-time forecasting derived from 
physically based models [36]. 

VI. ANALYSIS OF MACHINE LEARNING TECHNIQUES FOR 

FLOOD PREDICTION 

This study on hydrologic modeling and machine learning in 
flood hazard assessment gives a thorough examination of 
machine learning techniques for flood prediction in this 
section. This analysis's goal is to assess the usefulness and 
applicability of several machine-learning strategies for 
anticipating flood dangers. 

A. Evaluation Standards for Prediction 

Establishing evaluation standards that cover accuracy, 
dependability, robustness, consistency, generalization, and 
timeliness is essential for creating accurate flood prediction 
models. These standards act as the basic rules for evaluating 
the efficacy of flood prediction models and guaranteeing their 
dependability in practical implementations. 

B. Metrics for Performance Evaluation 

Root-mean-square error (RMSE), mean error (ME), mean 
squared error (MSE), Nash coefficients (E), and correlation 
coefficient (CC or R

2
) are some of the performance evaluation 

metrics for flood prediction models that are frequently utilized. 
These measures allow for a quantitative evaluation of the 
model's prediction skills and make it easier to compare various 
strategies. 

C. Analysis of Various ML Algorithms in Flood Prediction 

The study identifies the advantages of ANNs, such as 
enabling working with huge datasets, and the benefits and 
drawbacks of particular ANNs, such as Backpropagation 
Neural Networks (BPNN), functional networks, and the NARX 
network. The study also investigates how the inclusion of 
autoregressive models can improve the precision of flood 
forecasts. 

The performance of the MLP and various DT models, such 
as the ADT model, the Rotation Forest (RF), and the M5 model 
tree (MT), is specifically examined. The study draws attention 
to their strength and effectiveness, particularly in cases with 
lengthy lead times. 
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SVM’s excellent generalization capacity, promising hourly 
flood prediction results, and uncertainty evaluation for 
potentially dangerous flood quantiles are identified. 

D. Hybrid Designs 

The study investigates the effectiveness of hybrid models 
like the Adaptive Neuro-Fuzzy Inference System (ANFIS) and 
Wavelet Neural Network (WNN) for longer-term flood 
predictions that last longer than two hours. ANFIS's excellent 
capacity to predict flash floods in real-time, as well as its high 
accuracy and dependability is also identified. The study also 
looks at the advantages of sophisticated ANFIS hybrid models 
calibrated by Support Vector Regression (SVR) for nonlinear 
and real-time flood prediction, highlighting their enhanced 
prediction accuracy and cost-effectiveness. 

E. Ensemble Methods 

Finally, the study looks into cutting-edge hybrid models 
and ensemble techniques that combine statistical, soft 
computing, and machine learning techniques to improve flood 
prediction models. It examines Ensemble Prediction System 
(EPS) techniques, such as ANN, MLP, SVM, and RF 
ensembles, which show promise in enhancing prediction 
precision, and robustness, and lowering model uncertainty. 

Table II lists the machine-learning techniques that have 
been applied to flood modeling. Although data-driven 
technologies, artificial neural networks (ANNs) have limits 
when it comes to understanding systems. The Multilayer 
Perceptron (MLP) is straightforward but difficult to optimize. 
Small sample sizes are effectively handled by a Support Vector 
Machine (SVM), but it requires high-quality data. Although 
Decision Tree (DT) is rapid and appropriate for flood 
modeling, more study is required. The Genetic Algorithm (GA) 
seeks the best options, but it depends on accurate encoding. For 
hydrogeological modeling and flood prediction, these methods 
have advantages and factors to consider. 

An accurate forecast should be judged by its accuracy, 
dependability; robustness; consistency; generalization; and 
timeliness [37]. Durable and simple models are the best way to 
ensure that projects are completed on schedule. Using various 
root-mean-square errors (RMSE) can also evaluate the 
accuracy of forecasting models, mean error (ME), mean 
squared error (MES), and R

2
 correlation coefficients, as well as 

the mean and squared errors for each model tested (CC). RMSE 
and R

2
 values close to one indicate that flood forecasting 

models are generally reliable (Calculated using Eq. (1) and Eq. 
(2) respectively).  

The flood forecasting models' reliability can be determined 
by examining their RMSE and R

2
 values, where values close to 

one indicate higher reliability (calculated using Eq. (1) and Eq. 
(2) respectively). By referencing [20] and reviewing 
approximately 45 references, the study extracted and presented 
the results in Fig. 10 and Fig. 11. Evaluations of this study 
considered various factors, including the dataset, processing 
cost, and specific application. The study also assessed the 
method's generalizability, speed, installation cost, ease of use, 
and maintenance expenses. Standard deviation (RMSE) was 
measured using a single unit for accurate representation, and 

thorough confirmation ensured the absence of errors. R
2
 and 

RMSE were utilized to assess the performance of single and 
hybrid ML approaches for short-term flood forecasting, as 
depicted in Fig. 10 and Fig. 11, based on Mousavi's research 
[20]. 

    
∑      ̅      ̅  
   

√(∑      ̅   
   ) (∑      ̅   

   )

  (1) 

     √(∑                  
  

   )

 
  (2) 

where, the values are defined as follows: 

xi,  The values that were observed and 

forecasted, along with the residue 

correspond to the i
th

 data point. 

yi 

 ̅ &  ̅ The arithmetic means of those values 

Xobs Observed value 

Xmodel The forecasted values for the specific year i 

An ANN is a short-term forecasting technology that is 
widely viewed as promising. Improved methods for greater 
effectiveness Although ANNs performed severely in some 
early research, especially in the generalization component, they 
showed improved results when dealing with massive datasets. 
In this case, BPNNs and functional networks should be 
avoided. The models can handle noisy datasets accurately, 
efficiently, and quickly. In contrast, the NARX network 
outperformed the BPNN network. Even so, incorporating 
autoregressive models could improve accuracy. 

 

Fig. 10. Comparison of machine learning technologies in flood prediction 

based on R2 and RMSE [20]. 

 

Fig. 11. R2 and RMSE comparison of ML technologies in flood prediction 

[20]. 
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TABLE II. A COMPARATIVE ANALYSIS OF MACHINE LEARNING ALGORITHMS FOR FLOOD MODELING 

Algorithm Description Advantages Disadvantages References 

ANNs (Artificial 

Neural Networks) 

Interpret historical data, build sophisticated and 

nonlinear models 

Trustworthy data-

driven tools 

Network architecture 

limitations, inability to 
perceive the modeled system 

[30] 

MLP (Multilayer 

Perceptron) 

FFNN with multiple layers, widely used in 

hydrogeological models 

Simplicity, nonlinear 

activation, 
effectiveness 

Challenging to optimize [39] 

SVM (Support 

Vector Machine) 

Supervised learning machine based on structural risk 

minimization 

Reliable and efficient, 

handles small sample 

and nonlinear 
problems 

Dependence on training data 

quality, challenges in 

generalization 

[29], [30], [31][32], 

[43] [8] 

DT (Decision Tree) The rapid algorithm, increasingly popular in ensemble 

models 

Speed, suitability for 

flood modeling 

Further research is needed for 

flood prediction 

[30] 

GA (Genetic 

Algorithm) 

The survival of the fittest concept uses chromosomes 

and genes 

Ability to search for 

optimal solutions 

Dependent on suitable 

chromosome encoding 

[47] 

TABLE III. A SYSTEMATIC REVIEW OF KEY RESEARCH PAPERS FOCUSED ON FLOOD MODELING AND PREDICTION 

Location Methodology Results Key Factors Implications Reference 

Kalvan 
watershed, Iran 

Tested five ML algorithms 

(ERT, RRF, PRF, RF, BRT) 
with 15 climatic and geo-

environmental variables 

ERT yielded the highest 
AUC (0.82) 

Topographical and 
hydrological parameters 

Aid in flood mitigation 
planning 

[43] 

Various urban 

settings 

Reviewed prevailing flood 

modeling approaches 

Overview of methods 
for pluvial flood 

modeling 

- 
Guide urban flood 
managers in selecting 

appropriate methods 

[44] 

Quannan area, 
China 

Compared NBTree, ADTree, 

and RF methods using 13 flood 

explanatory factors 

RF demonstrated high 

accuracy for flood 
susceptibility 

assessment 

Multiple environmental 
factors 

Support flood prediction 
in the study area 

[45] 

Khiyav-Chai 

watershed, Iran 

Employed MDA, CART, 
SVM, and ensemble modeling 

with various factors 

MDA had the highest 
predictive accuracy 

(89%) 

Slope, drainage density, 

distance from river 

Identify flood-prone 

areas for prevention 
[46] 

Various urban 
areas 

Summarized calculation 

methods for urban flood 

numerical simulation 

Identified trends for 

improving model 
accuracy and 

computational efficiency 

1D-2D coupling, finite 

volume method, 

unstructured meshing 

Guide hydrologists in 
model selection 

[47] 

Damansara 
River catchment, 

Malaysia 

Combined FR approach with 
SVM using 13 flood 

conditioning parameters 

Effective for flood risk 
management along an 

expressway 

Environmental 

parameters 

Replicable in other areas 
for flood risk 

assessment 

[48] 

Various 

locations in 
Thailand 

Used MIKE-11 hydrologic 

model and ML techniques to 
improve runoff forecasting 

Enhanced flood 

prediction accuracy 
Hydrological data 

Real-time flood 

prediction for better 
management 

[49] 

Jakarta, 
Indonesia 

Utilized environmental factors 
and satellite imagery 

Supported flood 

susceptibility prediction 
for flood risk 

management 

Environmental 
conditions 

Effective flood risk 
assessment 

[50] 

Indian monsoon 

forecasting 

Employed neural networks for 

ISMR prediction 

Demonstrated superior 
accuracy over existing 

models 

Indian monsoon data 
Improved ISMR 

forecasting 
[51] 

Various 

locations 

Utilized various ML models 

for flood prediction 

Compared models to 

improve prediction 
accuracy 

Environmental and 

hydrological data 

Enhanced flood 

prediction for 
management 

[52] 

 

Overall, the single prediction models examined could 
produce reasonably accurate short-term forecasts. However, 
hybrid models such as ANFIS and WNN scored better for 
forecasts lasting more than two hours. Non-linear and actual 
flood predictions were made more accessible and accurate with 
SVR-tuned advanced ANFIS hybrid models. 

The capacity of (ML) models to capture the intricate 
(potentially unknown) nonlinear interactions between predictor 
(input) and predict and (output) variables sets them apart from 
other hydrologic modeling techniques, which solely base their 

predictions on previously observed data. Another benefit of 
these flexible models is their relatively high computational 
efficiency, which has increased their appeal over the past 20 
years because of the continuing advancements in computing 
power [20]. 

Table III provides a comprehensive overview of various 
studies that have employed these approaches, encompassing a 
diverse range of locations and methodologies. The studies 
demonstrate the effectiveness of ML algorithms in improving 
flood prediction accuracy, emphasizing the importance of 
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environmental and hydrological factors in flood susceptibility 
assessment. Furthermore, the table highlights the development 
of various modeling techniques for urban flood modeling and 
the potential of integrated approaches combining ML and 
traditional methods for enhanced flood risk management. 
These findings underscore the transformative role of ML and 
other advanced techniques in addressing flood-related 
challenges, paving the way for more effective flood 
preparedness and mitigation strategies. 

VII. ANALYTICAL DISCUSSION 

This systematic review offers valuable insights into the 
state of the art in flood modeling and prediction, providing a 
foundation for informed decision-making in flood risk 
management and urban planning. It underscores the potential 
of machine learning techniques in enhancing the ability to 
predict and mitigate the impacts of flash floods and pluvial 
flooding in urban areas. The study also highlights the strengths 
and weaknesses of both hydrologic models and data-driven 
machine learning models, paving the way for potential hybrid 
modeling approaches that can provide more accurate and 
efficient flood management strategies. 

Additionally, the review identifies trends in research focus 
and geographic areas, which can guide future research 
directions and flood management efforts. Overall, this 
comprehensive analysis contributes to the ongoing efforts to 
develop effective flood control measures and adapt to the 
increasing challenges posed by climate change and 
urbanization. 

Regarding computed water surface elevations and 
flow/stage hydrographs, 1D modeling can be just as accurate as 
2D and 3D modeling while requiring less computational time 
and effort. The following are some examples of where this 
might be possible: 

Rivers and floodplains where the predominant flow and 
force directions and paths follow the overall river flow. For 
most river systems, this is believed to be true, despite debates 
about the influence of lateral and vertical velocity on predicted 
water surface heights as well as the flood inundation boundary. 

Gravity-driven streams with sloping beds tend to have very 
little overbank area. According to the river’s dams, levees, 
pumping stations, and bridges, the river’s predicted level and 
flow are affected by these gated projects. 

The hydrologic flow characteristics present in many of the 
river systems are something that no 2D model has been able to 
represent adequately. It is a case where 1D models are much 
ahead of 2D models in terms of technological sophistication. 
These characteristics can be implemented in 2D models, but a 
popular 2D model with such a comprehensive collection of 
features is yet to be developed. 

Medium to big rivers are considered when modeling a 
significant portion of the river system (100 or more miles) (i.e., 
2-week to 6-month forecasts). Even with multi-processor 
computing and GPU (Graphics Processing Units) computation, 
2D models have substantial geographical and simulation time 
restrictions regarding real-time forecasting. This is going to 
change over time. There is no evidence to justify using a 2D 

model in these situations. Many of the benefits of a 2D model 
will be thwarted by inaccurate topographical data due to a lack 
of information in the overbank and channel bathymetry. 

As a result, the correctness of a 1D or 2D modeling 
approach for a given application is frequently in question. It is 
not as simple as choosing whether to solve the Saint Venant 
equations in one or two dimensions. There are other variables 
to consider. It was concluded that there are knowledge and tool 
gaps when determining whether to employ 1D, 2D, or 3D. It is 
necessary to use 1D and 2D models in the modeling efforts, 
and Hydrologic modeling software must be improved in this 
area. 

Le et al. [38] [39] proposed many ANNs for seasonal flood 
forecasting and compared the outcomes. Data from 1970–1985 
was employed as a training tool, while the 1986–1987 dataset 
was used to verify the results. The ANNs were able to identify 
whether the dataset was incomplete accurately. According to 
[20], employing ANNs to speed up data analysis could lower 
analytical expenses. ANNs have also been used to create 
precipitation forecast models, as seen in the [40]. An ANN 
model was used for a historical dataset spanning the years 
1900–2001 to evaluate prediction accuracy. For this dataset, 
more than 100 floodstream localities were examined. The 
ANN, on the other hand, had issues with generalization. 
Despite this, water management found the ANN to be helpful 
in this instance. 

Prediction models for heavy rain and flooding were 
developed by [37] using a variety of BPNNs. This dataset 
covered 1871–2010, and it did so every month. It was 
discovered that BPNN models using virtual networks were 
ideal for nonlinear flood forecasting since they were both fast 
and resilient. The following source may be long-term flood 
projections: BPNN and LLR-based models were used by 
Shamim et al. [41] to explain nonlinear floods better. An 
estimated two decades' worth of rainfall, evaporation, and 
water level statistics stretches back to 1988 in this dataset. 
According to their findings, LLR outperformed the BFGSNN 
neural network model in terms of efficiency and durability. In 
contrast to the other approaches, BPNN performed well. 

According to [20], the most reliable ANN for long-term 
flood prediction is the BPNN model. For the long-term 
forecasting of flood discharge, ANNs performed better than 
BPNNs and MLPs in reference. There were promising 
outcomes while employing MLP. There was, however, the 
problem of generality. Mulualem and Liou [40] used an SVM 
model to forecast streamflow and reservoir inflow long-term. 
For comparison, they used neural networks and ARMA. 
Monthly river-flow flows from 1974–1998 were used to train 
the models, and data from 1999–2003 was used to evaluate 
them. According to a comparison of model performance, SVM 
outperformed the ANN when predicting long-term discharges. 

ANNs are the most extensively utilized ML tool for dealing 
with complex flood features and incomplete data sets because 
of their accuracy, high fault tolerance, and parallel solid 
processing. ANN, on the other hand, has a problem with 
generalization. In [30], ANFIS, MLP, and SVM outperformed 
ANNs. As suitable data pre-processing, wavelet 
transformations may increase the performance of most machine 
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learning (ML) methods, which have been suggested. WANs, as 
opposed to traditional ANNs, have few benefits. 

According to Hosseini et al. [42], short-term and long-term 
rainfall-runoff models' accuracy, precision, and performance 
were all improved by deconstructing ML algorithms (such as 
WNN). However, while WNNs have proven a success, long-
term forecasts are limited. Hybrid WNN/autoregressive models 
WMRA and WARM were developed to improve the precision 
of one-year-ahead forecasts. 

Through deconstruction, models performed far better in 
some circumstances, resulting in more accurate results. For 
example, wavelet–neuro-fuzzy models outperformed 
standalone ANFIS and ANNs in terms of accuracy and speed 
[42]. However, as the lead time lengthened, so did the degree 
of uncertainty in the predictions. Future research should take 
into account the accuracy of the model. An essential part of 
developing hybrid techniques was using data decomposition 
methodologies such as autoregressive, wavelet transformations 
(DWT), wavelet–autoregressive, IIS, and EMD. 

Extrapolative prediction systems are another advancement 
in prediction accuracy and generalizability (EPS). Recent 
ensemble techniques have significantly changed speed, 
accuracy, and generality. Many non-traditional approaches to 
machine learning were used in developing ANN and WNN 
model training algorithms, such as BB sampling and genetic 
programming, in addition to typical ML techniques like the 
basic average and Bayesian inference. Conversely, ensembles 
outperformed models that did not include human decision-
making as an input component. New decomposition–ensemble 
prediction models appropriate for monthly forecasts were the 
most significant hybrid models. Their accuracy and 
generalization improved significantly compared to SVM, 
ANFIS, and ANNs. 

Predicting floods using machine learning models is still a 
developing field. An overview of machine learning models 
used in flood forecasting is presented in this study, along with 
the development of a classification strategy to examine the 
literature. More than 6,000 items were analyzed and 
investigated in the survey. Several original and significant 
studies compared the precision of at least two machine learning 
models. Models were classified into two groups depending on 
the lead time, with hybrid and single-method subgroups further 
subdividing. 

Considering performance comparisons from previous 
literature helped in accessing and analyzing how these 
approaches perform. All approaches were examined using R

2
 

and RMSE, as well as a generalization, robustness, and 
computing costs/speeds. Despite the previous optimistic 
results, there was a lot of research and testing to enhance and 
develop the most popular machine learning algorithms like 
ANNs and SVM, SVR and ANFIS, WNN, and DTs. Four 
essential topics emerged from the research on improving 
prediction models' accuracy and general models. 

The initial stage was to use both conventional and soft 
computing in conjunction with at least two different types of 
machine learning algorithms. Secondly, data segmentation 
methods were used to increase the dataset's quality, resulting in 

much higher accuracy in the predictions made from the data. 
Generalizability and predictive power were significantly 
improved and decreased by employing several approaches. 
Add-on optimizer algorithms, for example, can be used to 
increase the quality of neural network models. 

Flood prediction is projected to improve significantly in the 
near and long term due to the development of these four 
leading technologies. Developing these new machine learning 
approaches relies heavily on applying soft computing 
principles in algorithm design. As a result, future hybrid 
machine-learning methods will rely heavily on soft computing 
techniques, as detailed in the study. 

VIII. CONCLUSION 

In conclusion, the study has underscored the critical impact 
of floods on the environment, emphasizing the need for 
effective prediction models to mitigate their adverse effects, 
such as loss of life, crop destruction, and increased waterborne 
ailments. The investigation has focused on the application of 
one-dimensional, two-dimensional, and three-dimensional 
hydrologic modeling for flood hazard forecasting, providing 
valuable insights for the development of preventive 
interventions. Notably, the study has revealed the growing 
superiority of machine learning (ML) techniques over 
traditional hydrologic models in predicting flood occurrences. 

The findings indicate that ML, armed with sophisticated 
algorithms and extensive datasets, excels in its ability to 
provide accurate flood predictions. Notably, the study suggests 
that ML models can offer effective solutions by correctly 
estimating complex hydrological parameters, as exemplified in 
the accurate determination of water flow through structures like 
the hydrologic manifold P-10. This superiority of ML over 
hydrologic modeling systems is further supported by the 
bibliometric investigation, which revealed a burgeoning 
interest in utilizing machine learning for flood prediction. 

Two key recommendations emerge from this study to 
further advance flood prediction accuracy. First, there is a 
discernible shift toward the use of machine learning 
techniques, and it is recommended to collect real-world data on 
flood events from Jeddah municipality. This data would serve 
as a valuable resource for training machine learning 
algorithms, enhancing their accuracy and applicability in the 
specific context of the study. Second, acknowledging the need 
for a comprehensive approach, the study recommends 
developing a hybrid model that combines time-series data for 
machine learning-based algorithms with the expertise of 
1D/2D/3D hydrologic modeling. This hybrid approach aims to 
leverage the strengths of both methodologies for improved 
flood prediction, acknowledging the importance of evolving 
hydrologic modeling science while embracing the 
advancements offered by machine learning. 
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Abstract—Stereo matching techniques are a vital subject in 

computer vision. It focuses on finding accurate disparity maps 

that find its use in several applications namely reconstruction of 

a 3D scene, navigation of robot, augmented reality.  It is a 

method of obtaining corresponding matching point in stereo 

images to get disparity map. With additional details, this 

disparity map could be converted into a depth of a scene. 

Obtaining an efficient disparity map in the texture less, occluded, 

and discontinuous areas is a difficult job. A matching cost using 

an improvised Census transform and an optimization framework 

is proposed to produce an initial disparity map. The classic 

Census transform focus on the value of pixel at the center. If this 

pixel is prone to noisy condition, then the census encoding may 

differ which leads to mismatches. To overcome this issue an 

improved census transform based on weighted sum values of the 

neighborhood pixels is proposed which suppresses the noise 

during stereo matching. Additionally, a deep learning based 

disparity refinement technique using the generative adversarial 

network to handle texture less, occluded, and discontinuous areas 

is proposed. The suggested method offers cutting-edge 

performance in terms of both qualitative and quantitative 

outcomes. 

Keywords—Census transform; deep learning; depth; generative 

adversarial network; occlusion; stereo matching 

I. INTRODUCTION 

Stereo matching has gathered attraction recently because 
of its applications in  fields like visual entertainment, 3D 
reconstruction, autonomous driving, object detection [1], 
outdoor mapping, navigation and 3DTV [2], [3]. It is a 
research area that tries to imitate vision systems in humans by 
using two or several 2D views of the same scene to get three-
dimensional depth details of the scene. It intends to find the 
corresponding relationship between matching pixels. A stereo 
matching algorithm uses stereo images that are rectified as an 
input [4], [5]. The horizontal displacement between the 
matching pixels is called disparity. With additional details, a 
disparity map could be transformed to a depth of scene. 
Disparity map accuracy is very crucial as small inaccuracies 
may affect the result. Obtaining an efficient and precise 
disparity map is a tedious task because of  the existence of 
noise, occlusions, low textures, ill-posed regions, and the 
lighting conditions. Hence, it is significant to create a good 
disparity map. 

Stereo matching techniques are classified as conventional 
algorithms and deep learning methods. Conventional 
algorithms are grouped into local and global algorithms. In 
local approaches, disparity is computed by comparing small 
areas [6] [7]. The disparity calculation relies on intensity in a 
defined support area. In real time the stereo images collected 
may be prone to noise, lighting distortions which reduces the 
efficiency of these algorithms. To overcome these drawbacks, 
a census transform in stereo matching is proposed in [8] which 
can decrease the effect of amplitude distortion. It aims at 
mapping the pixels to a binary string and then calculates the 
similarity between the pixels by means of Hamming distance. 
But, this method relies mainly on the central pixel, leading to 
false matching in a noisy environment. To reduce this 
shortcomings, a three-state census is proposed in [9] which is 
tolerant to any noise and enhances the robustness of stereo 
matching. An algorithm is implemented in [10] to perform 
census transform that reduces the noise interference and 
amplitude distortions in the images. A star-census transform 
(SCT) is introduced [11] that initiates the neighborhood pixel 
sampling in a symmetrical order that excludes the central pixel 
in the matching window. An improvised AD-Census stereo 
matching using gradient fusion (ADSG) is introduced in [12]. 
The absolute difference is used along with census transform 
for cost calculation, the result is then combined with gradient 
cost.  These methods focus only on the information locally 
and hence have a low complexity and execute in shorter time. 
But the results generated by these local methods in the areas 
of occlusion, texture less and discontinuities is not satisfying. 

 The semi global algorithm was proposed in [13]. The 
accuracy and computational efficiency of semi global 
algorithms lies in between that of local and global algorithms. 
A global method considers disparity computation as a global 
energy minimization method for all disparity values. The 
energy function has two terms namely data term which 
penalizes pixels with inconsistent values and smoothness term 
with enforces smoothing constraint by considering the 
neighboring pixels. Some of the commonly used global 
algorithms are graph cuts algorithm [14] and belief 
propagation  technique [15]. A disparity estimation based on 
tree structure named Pyramid-tree is introduced in [16]. It 
performs cross regional smoothing that can handle low texture 
regions. Global methods can generate a good quality disparity 
map, but they are also quite  expensive and time-consuming. 
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  Deep stereo methods are popular these days. Zbontar et 
al. [17] used a network to get patch-wise details to compute 
matching cost. The proposed network is trained to find the 
similarity that exists between a pair of images. It is then 
processed using classic post processing. The GC-Net [18] is a 
network with a high performance. It applied 3D convolution 
kernel to the correspondence space and proposed disparity 
refinement. This provided improvement over the previous 
approach. A pyramid stereo matching network is proposed in 
[19]. It improved the feature extraction by means of multi 
scale feature extraction network [20]. A network namely 
cascaded residual learning [21] was introduced which uses a 
DispNet. This  is made up of two sub parts called DispFullNet 
and a DispResNet. The first network computes the raw 
disparity map. The second network tries to optimize the raw 
disparity map by computing the multiscale residual 
information. Williem et al. [22] introduced a method known as 
self-guided cost aggregation that uses a convolution network 
for local stereo matching. The network is made up of 
emotional weight network and descent filtering network. In 
LEA Stereo [23] a search is performed to streamline matching 
pipeline. Shivam Duggal et al. [24] developed a trainable 
network. Many recent papers introduced refinement 
components steps to improvise the disparity map quality. The 
MSMD-Net [25] introduced multi scale technique in which 
the stereo images are processed using multi resolution 
pyramid network. The RAFT- stereo [26] consists of a 
network for stereo estimation along with refinement stage. 
The deep learning-based methods can produce depth map 
from a given stereo image pairs, but these stereo methods still 
find it difficult to find correct correspondences in texture less 
and the occluded regions. 

Though several techniques have been proposed to 
improvise the matching accuracy, the low accuracy in the 
occluded and texture less regions has not been handled very 
well. A  depth estimation technique using improvised census 
transform and disparity refinement using deep learning to 
enhance the results in occluded and texture less regions is 
proposed .  The weighted sum of the center pixel and its four 
neighbors is used to calculate the center pixel value in the 
improvised census transform in order to reduce noise in initial 
disparity map. The occluded and texture less regions of initial 
disparity map are refined using Generative adversarial 
network (GAN) deep learning framework. The extensive 
experiments performed on Middlebury datasets shows the 
efficacy of our method. Our method improvises the efficiency 
of disparity map by a considerable amount. The suggested 
method is explained in Section II. The outcomes of the 
suggested method are shown in Section III. In Section IV, the 
paper's conclusions are discussed. 

II. METHODOLOGY 

The proposed method applies improved census transform 
is applied for the stereo images and a matching cost is 
obtained using Hamming distance. Then, a cost aggregation is 
carried using semi global method to compute an initial 
disparity map. Finally, a disparity refinement network using 
GAN is proposed to increase the efficiency of disparity map 
from which depth is estimated. An overview of the whole 
methodology is Fig. 1. 

 
Fig. 1. Block diagram of the methodology. 

A. Improves Census Transform 

Methods for stereo matching based on intensity difference 
contain a lot of errors, especially for the outdoor images. To 
overcome these drawbacks Census transform (CT) method is 
used for computing matching cost. It is a local method that 
relies on relative ordering of pixels rather than intensity within 
a fixed window. Hence it can efficiently handle radiometric 
variations like lighting changes and illumination differences 
and discontinuities. The traditional CT is shown in Fig. 2.  
Census transform consider the center pixel value, compares 
with all the remaining pixels and assigns the 1 if the center 
pixel value is less than the compared pixel, otherwise 0 is 
assigned. It is then represented as a binary bit string. 

 
Fig. 2. Traditional census transform. 

Census transform is represented by the following equation 

          
 [         ]                   (1) 

 [         ]  {
              

  
           

           (2) 

Here,   is a bitwise operation,    represent window with 

   as centre pixel,       is any point in     and           are 

pixel values of points   and   respectively. 

The traditional CT can reduce the impact of distortions in 
amplitude, but it depends heavily on the middle pixel. It is 
prone to noise, as it measures the relative difference of the 
neighboring pixels based on middle pixel. When the center 
pixel is affected by noise, encoding from the census transform 
might vary drastically which may lead to mismatched pixels.  
Due to noise if the center pixel value changes from 15 to 35, 
the traditional CT transformation for a       patch of image is 
depicted in Fig. 3.  Since the traditional CT depends on the 
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pixel at the center, the noisy center pixel value 35 is 
considered to compare with the remaining pixels in the image 
patch. The census code obtained is 00000000. Here there is a 
difference in 5 bits as compared to the initial code 01111001. 

 
Fig. 3. Traditional census transform in noisy condition. 

Aiming to overcome this drawback, an improvised census 
method is proposed in this paper where the weighted 
summation of pixel at the center and the four neighboring 
pixels is used to update the center pixel. 

Let        be the center pixel. The weight distribution of 
pixel of the center and the four neighboring pixels are: 

                                           (3) 

                                       (4) 

                                        (5) 

                                        (6) 

                                       (7) 

The weights are assigned in such a manner that the weight 
of each pixel lies in between 0 and 1 and the total weighted 
sum of the pixel at the center and four neighboring pixel is 1. 

The weighted sum of pixel centered at (x, y) is computed 
using the following equation. 

                                         
                                    

                         (8) 

The following equation is used to update the value of the 
center pixel. 

          {
{           |                  |

         |                  |
         (9) 

 If the variation between the weighted sum of center pixel 
and the original center pixel is more than the threshold      
then the pixel value in the center is updated by the weighted 
sum otherwise the original is used. 

The improvised technique for census transform proposed 
in the paper is depicted in Fig. 4. 

 
Fig. 4. Census transform of the proposed method in noisy condition. 

Due to noise if center pixel value change from 15 to 35, 
the improvised method proposed in the paper updates the 
value of center pixel to 27.95 using the weighted sum as 
shown in Fig. 4 (i.e 35*0.4+11*0.15+32*0.15+30* 
0.15+20*0.15). This value is compared with the remaining 
pixels in the patch to get the census code 01101000. The 
pixels differ only by 2 bit as compared to original code 
01111001. This demonstrates how the approach is noise-
resistant and improves matching performance. 

B. Matching Cost Computation 

To ascertain whether the values between two pixels 
indicate the matching point of a scene, a matching 
computation of cost is carried out. After the census transform 
the correspondence of pixels can be determined using 
Hamming distance [8]. The Hamming distance between 
matching points is found to estimate the correspondence 
between matching points.  Let           be a binary bit array 
of pixel   in the left stereo image and             be the binary 
bit array of pixel     in right stereo image for disparity    . The 
following calculation uses the Hamming distance to compute 
the matching census cost between p and q. 

              [                  ]          (10) 

The cost computation for the center pixel of        image 
patch is depicted in Fig. 5. 

 

Fig. 5. Matching cost computation. 

C. Initial Disparity Estimation 

Due to noise, the pixel wise cost may produce ambiguous 
results. Hence additional constraint is included to get a smooth 
disparity by penalizing the changes in the neighboring pixels 
[27]. The smoothness constraint and pixel wise cost is 
represented by the energy function     . 

      ∑            ∑      [|       |   ]    
 

 ∑     [|       |   ]    
      (11) 

          is the cost summation of all the pixel for 
disparity  .      is the penalty applied to pixels     in NP with 
low disparity difference.    is the penalty for pixels in    with 

high disparity difference. 

The stereo matching problem aims to minimize the energy 
function    . Finding the minimum energy function      is 
computationally expensive. The energy function is 
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approximated by aggregating the matching cost from all 
directions      . The total number of directions     is 8. The cost 
at direction r is represented by, 

                     [                        

                               ]  (12) 

        is cost  for pixel    and            is the pixel 
cost at direction   with  disparity  ,               is  cost 
at direction     and disparity      .             denotes 
cost for disparity       and direction      .       is minimum 
pixel cost at direction  . 

The following equation is then used to determine the initial 
disparity. 

           ∑                           (13) 

D. Disparity Refinement 

The initial disparity calculated may contain wrongly 
matched disparities at the object boundaries, occluded areas 
and the texture less regions. Finding the correct disparities in 
these areas is a difficult task. Hence, an appropriate disparity 
refinement method is needed. A disparity refinement is 
performed based on deep learning-based technique using the 
generative adversarial network (GAN) to handle texture less, 
occluded, and discontinuous areas. The method proposed  uses 
GAN network introduced by Good fellow [28] for disparity 
refinement. GAN includes two networks called generator and 
a discriminative network that are implemented based on neural 
networks. The generator takes initial disparity map as its input 
and focuses on generating a refined disparity map. The 
discriminator is fed with ground truth disparity along with 
disparity map produced by the generator. The discriminator 
aims to differentiate the ground truth disparity and generated 
refined disparity map. The feedback from the discriminator is 
given to the generator to fine tune the generated image. This 
procedure is repeated until the resulting disparity 
resembles the ground truth disparity. The disparity refinement 
network proposed in the paper is depicted in Fig. 6. 

 
Fig. 6. Architecture of disparity refinement network. 

A Pix2Pix GAN [29] is used to refine the disparity map. 
Pix2Pix GAN is an adversarial network. Pix2Pix GAN is 
known for the capacity of producing high quality images. The 
initial disparity is given as input to the generator.  The 
generator generates the disparity map which is then fed to the 
discriminator. The various generator networks available are 
UNET 128, ResNet 6 and Resnet 9. The proposed disparity 
refinement network uses UNET128 as it can learn with few 
training images. The architecture of UNET 128 generator used 
in the proposed approach is depicted in Fig. 7. 

 
Fig. 7. Architecture of generator. 

It uses a network consisting of several convolutional layer, 
batch normalization, dropout, and activation layers. It is 
trained using adversarial loss and then revised by means of   
L1 loss. This loss drives the generator to generate image close 
to ground truth disparity. The generator is then updated using 
a sum of   L1 loss and a loss called as adversarial loss.  A 
comparative study of UNet 128 with other networks such as 
ResNet 6 and ResNet 9 is given in Table I.  ResNet 6 and 
Resnet 9 are the deep residual networks which include 6 
residual blocks and nine residual blocks respectively. The 
information details are passed via a shortcut connection. 
Convolutional, batch-normalization, and corrected Liner Unit 
(ReLU) layers make up a traditional residual block. For 
evaluation, measurements like squared relative difference 
(SRD) and absolute relative distance (ARD) are used.  Lower 
values of the above metrics indicate better performance. The 
efficiency of the generator architecture is shown in Table I. 
Results obtained for UNet 128 is better than the ResNet 6 and 
ResNet 9. 

    
 

 
∑

                

       
                       (14) 

    
 

 
∑

|               |
 

       
                     (15) 

Here     is generated disparity map,    is ground truth 

disparity map.   is the total pixels. 

TABLE I.  COMPARATIVE STUDY OF GENERATOR ARCHITECTURE 

 ResNet 6 ResNet 9 UNet 128  

ARD 0.058 0.051 0.037 Lower is 

better SRD 0.409 0.413 0.403 

The discriminator is based on Patch GAN model. This 
PatchGAN model provides extremely high frequency 
information. The GAN's primary objective is described as, 
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               [         ]      *   (  

 (        ))+      (16) 

Here,    de represent the a ground truth disparity,   denote 
the generated disparity and   denotes the initial disparity map 

The generator G attempts to decrease the objective as 
response to the discriminator D which attempts to increase it. 
The result is as follows: 

                                     (17) 

The aim of    is to decrease the objective and the 
generator updates itself using Loss    . It is computed as, 

      
           [ (        )  ]      (18) 

The objective is updated as 

                               
       (19) 

The performance of training model is depicted in Fig. 8. 
Here the training loss decreases gradually as the number of 
epochs increases. Lower the loss, the more effective the model 
is. 

 
Fig. 8. Training loss versus epochs. 

E. Depth 

Once the disparity map is generated for the stereo images, 
the depth   is estimated using the following formula: 

  
      

 
                                     (20) 

 
Fig. 9. Point cloud generated for motorcycle image. 

Here   is focal length,     is stereo camera baseline. These 
values are obtained from the stereo calibration. Once the depth 
is estimated the exact coordinates of each pixel in the scene 

can be computed. These coordinates are made used to 
construct point clouds. The point cloud generated for 
Motorcycle image is shown in Fig. 9. The coordinates are 
stored in polygon format file. The output ply file is plotted 
using ply file plotters. The point cloud shown above was 
constructed using open3d. 

III. RESULTS AND DISCUSSION 

The experiments were performed using Middlebury dataset 
[30], [31] images to analyze the performance. The refinement 
network is trained using the Pytorch framework on a personal 
machine. The computer hardware environment used is a Dual 
Intel-Xeon E5-2609V4 8C having 1.7 GHz 20M 6.4 GT/s and 
128GB Memory. A Dual NVDIA Tesla server P100 GPU 
having 3584Cores and maximum of 18.7 TeraFLOPS is used.  
The datasets are downscaled to 256 pixels width and 256 
pixels height for computational purposes. The Adam optimizer 
is used to optimize the discriminator. The learning rate is 
0.0002. The GAN models does not converge, hence a balance 
has to be established between the generator and discriminator. 
The number of epochs is 100. 

A. Middlebury Dataset 

The Middlebury dataset includes rectified stereo images 
from indoor and outdoor surroundings utilizing a stereo vision 
concept. These images are complex, and it has images of 
different characteristics such as, different resolutions and low 
texture areas. Hence, the dataset consists of complex images 
for framework evaluation. Our stereo matching technique is 
robust to occluded and non-textured regions. The details of 
testing images like Cones, Teddy and Venus from Middlebury 
2001 and 2003 are given in Table II. The details of higher 
resolution images from Middlebury 2014 are given in Table 
III. 

TABLE II.  IMAGE OF MIDDLEBURY 2001 AND 2003 

Images Disparity level Image resolutions 

Cones 60 450 × 375 

Teddy 60 450 × 375 

Venus 20 434 × 383 

TABLE III.  IMAGE OF MIDDLEBURY 2014 

Images Disparity level Image resolutions 

Adirondak 73 718 × 496 

ArtL 64 347 × 277 

Jadeplant 160 659 × 497 

Motorcycle 70 741 × 497 

Pipes 75 735 × 485 

Playroom 83 699 × 476 

Playtable 73 680 × 463 

PlaytableP 73 681 × 462 

Recycle 65 720 × 486 

Shelves 60 738×497 

B. Noise Resistance Test 

The traditional CT heavily depends on the center pixel. If 
this pixel is prone to noisy condition, then the census encoding 
may differ which leads to mismatches. To analyze the 
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efficiency of the proposed improved census transform in a 
noisy condition, salt and pepper noise of 2% and 5% noise is 
applied to Cones, Teddy and Venus images. The qualitative 
results for Teddy image when 2% salt and pepper noise is 
applied is represented in Fig. 10 and Table IV shows the 
percentage of bad matching pixels (PBMP) of the initial 
disparity map for the proposed improved census transform and 
traditional CT. The outcome conclude that results of the 
method proposed in the noisy condition is remarkably good 
than the traditional CT. 

 
Fig. 10. Visual results for initial disparity map on noisy Teddy image  (a) Left 

reference image (b) Right image (c) Ground Truth Disparity (d) Initial 

Disparity Map using traditional CT (e)  Initial Disparity Map using  proposed 
method. 

TABLE IV.  PBMP OF INITIAL DISPARITY MAP 

 Salt & Pepper Noise (2%) Salt & Pepper Noise (5%) 

 
Traditional 

CT 
Proposed 

Traditional 

CT 
Proposed 

Cones 8.984 7.556 12.990 8.980 

Teddy 13.492 9.715 19.492 12.103 

Venus 3.229 1.370 6.062 2.740 

C. Qualitative Results 

The initial and improved disparity maps estimated by the 
suggested method are shown in Fig. 11. In the Fig. 11, the Fig. 
11(a) is the left reference image. Fig. 11(b) is the right image. 
The ground truth disparity is given Fig. 11(c). The fourth 
column Fig. 11(d) represent initial disparity map. The refined 
disparity map is represented in Fig. 11(e). The red rectangular 
regions marked in Fig. 11(d) represent the occluded areas 
which are filled in the refined disparity map obtained by the 
suggested approach. The yellow circular region marked in the 
initial disparity of the Venus image shows the texture less 
region which is filled in the refined disparity map. It is 
discovered that the suggested method effectively creates high-
quality disparity maps in noisy, textureless, and occluded 
regions. 

 
Fig. 11. Visual results on Cone, Teddy, and Venus images (a) Left image (b) 

Right image (c) Ground Truth Disparity (d) Initial Disparity Map (e) Refined 

disparity map. 

The disparity maps generated for images such as Jade 
Plant, Adirondack, Motorcycle and Recycle are presented in 
first, second, third and fourth rows respectively in Fig. 12. The 
first row of the Fig. 12 shows a Jade Plant image from 
Middlebury dataset. This image is very challenging to match 
due to brightness difference. But, the proposed method has 
correctly discovered the disparities. The second and third rows 
of Fig. 12 shows Adirondack and Motorcycle images. The 
texture less surfaces in the initial disparity map of Adirondack 
image is highlighted by the yellow circular region. These 
regions are well recreated by the proposed approach. The 
fourth row of Fig. 12 shows Recycle image. The occluded 
areas in the initial disparity map is highlighted by the red 
rectangular region. The possibility of getting wrong matches 
in these regions are very high. These occluded areas are filled 
accurately in the estimated disparity map. We find that the 
proposed method produces efficient results in occluded and 
texture-less regions. 

 
Fig. 12. Visual results on Jade Plant ,Adirondack, , Motorcycle and Recycle 

images (a) Left reference image (b) Right image (c) Ground Truth image (d) 

Initial Disparity Map (e) Refined disparity map. 

D. Evaluation Metrics 

The quantitative analysis is performed using the evaluation 
metrics namely root mean square error (RMSE) and PBMP. 
The efficiency increases when PBMP and RMSE values 
decrease.  N be the number of pixels. dt and dg be the disparity 
map estimated and ground truth disparity maps respectively. 

RMSE is calculated as: 

     *
 

   
∑|               |

 
+
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PBMP is calculated as follows: 

     *
  

 
 ∑|               |   +      (22) 

E. Comparison with Existing Methods 

The proposed method is compared with ADSG [12] and 
Deep Pruner [24]. The results for the methods compared are 
obtained from Middlebury evaluation leader board. An 
improved AD-Census method using gradient fusion is used in 
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ADSG. The absolute difference and census transform is used 
for cost calculation, which is then combined with gradient 
cost. This method focus only on local information and hence 
do not give satisfying results in the areas of occlusion, texture-
less and discontinuities. Deep Pruner uses a trainable network. 
It do not produce satisfactory results in the occluded regions. 
Tables V and VI demonstrate that the comparison of RMSE 
and PBMP results. 

TABLE V.  COMPARISON OF RMSE RESULTS 

Images ADSG Deep Pruner Proposed 

Adirondack 19.5 6.18 5.14 

ArtL 24.6 9.50 6.22 

Jade plant 25.8 28.2 5.44 

Motorcycle 79.6 10.3 6.52 

Pipes 32.1 13.9 6.74 

Playroom 35.2 8.91 7.85 

Playtable 50.0 4.89 3.52 

PlaytableP 19.9 4.74 3.54 

Recycle 17.6 3.81 5.55 

Shelves 21.9 4.28 5.66 

Avg 32.62 9.471 5.618 

TABLE VI.  COMPARISON OF PBMP FOR THRESHOLD=1 

Images ADSG Deep Pruner Proposed 

Adirondack 38.9 39.7 23.97 

ArtL 35.5 41.8 42.36 

Jade plant 49.8 62.8 44.50 

Motorcycle 43.2 45.3 45.92 

Pipes 41.5 53.8 34.78 

Playroom 57.8 57.7 26.08 

Playtable 64.4 48.2 46.28 

PlaytableP 42.2 41.7 47.15 

Recycle 37.5 36.8 27.36 

Shelves 65.0 54.2 45.20 

Avg 47.58 48.2 38.36 

Our technique yields the lowest average RMSE and 
PBMP, as shown in Table V and Table VI. This signifies the 
accuracy and competitiveness of our method as compared to 
ADSG [12] and Deep Pruner [24]. The proposed method 
produces average RMSE 5.68 and PBMP 38.36%. The 
improved census transform in matching cost is robust to noise. 
Additionally the disparity refinement based on deep learning-
based technique using the generative adversarial network 
(GAN) handle texture less, occluded, and discontinuous areas 
and produce a good quality disparity map. 

IV. CONCLUSION 

A stereo matching method that is based on improvised 
census transform along with an optimization framework is 
proposed to determine the initial disparity map. Further 
disparity refinement is carried out using GAN to obtain the 
depth of a scene. The traditional census transform heavily 
depends on center pixel. If this pixel is prone to noise, then 
census encoding generated will differ which may lead to false 
matching. To handle this issue an improved census cost that 
relies on the weighted sum values is proposed. In the disparity 

refinement stage a deep learning based network using GAN is 
proposed which can handle outliers and enhance the 
correctness of matching. The efficiency of the suggested 
strategy is assessed using images from Middlebury 
benchmark. The comparison with the current system showed 
that the proposed method works better than other methods. 
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Abstract—One of the most challenging tasks in knowledge 

discovery is extracting the semantics of the content regarding 

emotional context from the natural language text. The COVID-

19 pandemic gave rise to many serious concerns and has led to 

several controversies including spreading of false news and hate 

speech. This paper particularly focuses on Islamophobia during 

the COVID-19. The widespread usage of social media platforms 

during the pandemic for spreading of false information about 

Muslims and their common religious practices has further fueled 

the existing problem of Islamophobia. In this respect, it becomes 

very important to distinguish between the genuine information 

and the Islamophobia related false information. Accordingly, the 

proposed technique in this paper extracts features from the 

textual content using approaches like Word2Vec and Global 

Vectors. Next, the text classification is performed using various 

machine learning and deep learning techniques. The 

performance comparison of various algorithms has also been 

reported. After experimental evaluation, it was found that the 

performance metric like F1-score indicate that Support Vector 

Machine performs better than other alternatives. Similarly,  

Convolutional Neural Network also achieved promising results. 

Keywords—Knowledge extraction; text mining; pandemics and 

society; hate speech; Islamophobia 

I. INTRODUCTION  

One of the most challenging tasks in knowledge discovery 
is extracting the semantics of the content regarding emotional 
context from the natural language text. The COVID-19 
pandemic gave rise to many serious concerns and has led to 
several controversies including spreading of false news and 
hate speech. Hate speech becomes more emotionally hurting if 
it targets someone‟s belief. In this paper, we particularly focus 
on Islamophobia which is a type of racism that is being 
practiced by anti-Muslim communities, individuals, groups, 
and organizations against Islam and Muslims [1]. It is one of 
the most visible forms of racism in the modern-day and several 
relevant incidents are reported on daily basis.  but it is still not 
being given due attention and consideration as a global issue. 
The internet and social media are one of the primary means of 
disseminating fake news and false information around the 
world [2], [3], [4], [5]. Consequetenly, Muslim community is 
facing several challenges in their daily as well as professional 
life where they are in minority in different parts of the world 
[6]. Moreover, global Islamophobia has increased significantly 

because of COVID-19. On social media platforms, false 
information, hate speech, and conspiracy theories regarding 
Muslims have been circulated, further stigmatizing them. Also, 
the stigmatization of Muslims and others of Asian heritage has 
resulted from the pandemic's genesis in Wuhan, China. 
Discriminatory laws, such as the travel bans imposed by some 
nations on nations with most Muslims, have made the issue 
worse by feeding already-existing anti-Islamic attitudes. As a 
result, the epidemic has acted as a trigger for the escalation of 
Islamophobia, maintaining prejudice and unfavorable views 
towards Muslims. The role of social media usage during the 
pandemic has evidently played a major role in spreading 
Islamophobia [7], [8]. 

Conspiracy theories and false allegations about Muslims 
being to blame for the virus's spread have been propagated 
over social media during COVID-19. The spread of this 
misinformation on social media sites has fueled an upsurge in 
anti-Muslim sentiment. Muslims have been held responsible 
for the virus's spread on multiple occasions. For instance, after 
a religious gathering was conducted in New Delhi in March 
2020, there were rumors of Muslims being held responsible for 
spreading the disease throughout India. Islamophobia increased 
as a result, with some calling the illness the "Muslim virus" or 
the "Tablighi virus" in India [9], [10]. 

Although some of the social media platforms implement 
the procedures for preventing the spread of hate speech; 
however, automation of such measures is still an ongoing 
research area. In this respect, the Natural Language Processing 
(NLP), Machine Learning (ML), and Deep Learning (DL) can 
assist developing such automated methods [11]. These ML and 
DL techniques are most widely used in the sentiment analysis 
of the textual content from social media platforms and have 
yielded excellent outcomes thus far. Moreover, they are several 
other applications of ML and DL techniques in various 
domains like mentioned in [12], [13] and [14]. Our goal is to 
use them for tackling the spread of hate speech such that results 
in Islamophobia. 

In this paper, we focus on the identification and 
classification of Islamophobic content originated during the 
COVID-19 pandemic. First of all, we perform the data 
collection step followed by preprocessing of the data. For this, 
we extracted one dataset from the Google fact-checking 
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platform while another dataset was collected from the tweets of 
social media platform X (formerly known as Twitter). We also 
performed the analysis of data using approaches like) Bag of 
Words (BoW), Term Frequency – Inverse Document 
Frequency (TF-IDF), etc. For classification, we used: (i) ML 
techniques like, Support Vector Machine (SVM), Naïve Bayes 
(NB), Logistic Regression (LR), and Random Forest (RF); (ii) 
NLP transformer-based algorithms like Generative Pre-Trained 
Transformer (GPT) and Bidirectional Encoders Representation 
from Transformers (BERT); and (iii) DL models Long Short-
Term Memory Network (LSTM) and Convolutional Neural 
Network (CNN). We also conducted a comparative study of 
these methods usingvarious performance measures. To 
summarize, the major contributions of the proposed work are: 

 The extraction of various features from the textual data 
containing COVID-19 and Islamophobia related 
content. 

 Data preprocessing for making it suitable for use for 
knowledge extraction using various ML and DL 
techniques. 

 Classification of the data using various likes like ML, 
DL, BERT, and GPT. 

 Evaluation of the performance of various classification 
techniques using performance metrics like Accuracy, 
Precision, Recall, F1-score, and AUC (area under the 
curve). 

The rest of the paper bas been organized as follows. 
Section II provides the relevant details about the related work. 
The working of proposed approach has been described in 
Section III followed by its experimental evaluation in 
Section IV.Finally, Section V provides conclusion of the 
proposed work. 

II. RELATED WORK 

Various studies have been conducted on Twitter datasets 
for detecting and removing hate speech related to COVID-19 
and hate speech. Chandra et al. [15] used the coronaBias 
dataset containing 410,990 tweets related to COVID-19 and 
explored three different approaches for feature derivation and 
sentiment learning, including LDA, NMF, and Top2Vec. 
Mehmood et al. [16] worked on a dataset of 1290 tweets for 
hate speech detection and utilized 1D CNN with RNN for 
feature extraction and classification. Khan et al. [17] collected 
8438 English and 8790 Hindi tweets from Twitter, and used 
Word2Vec, GloVe, BERT, and n-gram methods for the 
classification of tweets polarity classes. Alraddadi et al. [18] 
performed Arabic text classification using a dataset compiled 
using the Octoparse scrapping tool, and utilized ML algorithms 
such as KNN,SVM, LR, MNB, and NB for data classification. 
Vidgen and Yasseri [19] proposed a technique for classifying 
Islamophobic hate speech using KNN, SVM, LR, MNB, and 
CNN. To detect hate speech related to COVID-19 and 
Islamophobia, these studies utilized various approaches for 
feature extraction, classification, and sentiment learning. The 
datasets used in these studies were annotated and passed 
through various pre-processing steps such as case folding, 
tokenization, stop words removal, cleaning, and normalization. 

The ML algorithms used for classification included KNN, 
SVM, LR, MNB, and NBfor Arabic text classification, and 
DT, RF, LR, NB, SVM, and CNN for X datasets. The best 
results were obtained by using various combinations of ML 
algorithms with feature extraction methods such as GloVe, 
Word2Vec, n-gram and BERT methods. These studies 
provided fruitful results for detecting and removing hate 
speech from social media platforms, and their findings can be 
further utilized for developing efficient tools for hate speech 
detection. 

In their work, Massey et al. [20] analyzed data from social 
platforms for the detection of Islamophobic content using 
machine learning and trend analysis approaches. The dataset, 
used in this work, was scraped using predetermined Islamic 
keywords and includes political opinions from the left, right, 
and center. ML techniques such NB, SVM, Boosting, 
MAXENT, CART, and RF were used by the researchers using 
10-fold cross-validation to 400 hand-labeled comments. The 
accuracy of the Bagging and RF classifiers was practically 
identical at 0.66%, according to the data collected using 
multiple performance indicators, and stemming did not 
enhance the outcomes in this instance. In a further study, Gata 
and Bayhaqy [21] examined tweets concerning Islamophobia 
in the wake of the 2019 Christchurch assault in New Zealand. 
A dataset of 3115 collected tweets from March 15, 2019, the 
day of the incident, was used in the study. The dataset 
underwent various steps of preparation, including scraping, 
stop words elimination, and tokenization. The two ML models, 
NB and SVM, were combined with the random oversampling 
technique for result derivation and comparison. The best 
accuracy of 91.390% was provided by SVM with SMOTE, 
which was superior to other combinations. Ayan et al.'s [22] 
sentiment analysis of Twitter data was done to look for anti-
Islamic content. From August to September 2018, the 
researchers gathered 162,000 tweets that had been manually 
positive and negative rated by professional annotators. To 
prepare the data for pre-processing by ML algorithms like 
Ridge Regression (RR) and NB, weblinks, converted letters, 
word-level TF-IDF, and redundancy removal were removed 
from the input. The Bayesian classifier took more time and had 
a lower accuracy of 98.1% than the RR classifier. In a study by 
F. González-Pizarro and S. Zannettou [23], nasty attitudes on 
political data from Papasavva were analyzed using contrastive 
learning. 134.5 million Political postings from June 2016 to 
November 2019 were included in the collection, coupled with a 
dataset of 5,859,439 photos from Zannettou. The data was pre-
processed, and severe toxicity levels were calculated to identify 
and classify Islamophobic content. Another study [24] by Saha 
et al. looked at hate speech in Hindi and the rise in hate crimes 
in India. They made use of the 2019 HASOC dataset, which 
was made available to the public and included translations in 
English, German, and Hindi. The Gradient Boosting model, 
along with mBERT and LASER embeddings, was used to 
achieve language neutrality. Due to the unbalanced data, the 
model they constructed performed better on Hindi data than on 
English and German data. 

In [25], 5,846 Lebanese and Syrian political tweets, 
categorized as normal, abusive, or hostile were used by Mulki 
et al. [25] to construct the L-HSAB dataset. An integration of 
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SVM and NB classifiers was used with n-gram BoW and TF-
IDF vectorization methods. ML classifiers with n-gram 
vectorization frequently outperform neural networks for text 
classification. These strategies, however, are domain-specific 
and might not work well if the context of the information is 
removed or if negative remarks are given good connotations. 
Gitari et al. [26] provided a three-step methodology for 
classifying hate speech. A rule-based approach is utilized to 
determine the text's subject in the first stage followed bythe 
creation of a lexicon for hate speech. Finally, a text is deemed 
to be hate speech if it contains any of the three characteristics 
like hate verbs, negative polarity, and theme-based 
grammatical patterns. Despite being simple to understand, 
lexicon-based approaches are not totally reliable. A multi-class 
classifier was used by Davidson et al. [27] to distinguish 
between political correctness, offensive language, and hate 
speech. They created a precise model with L2 regularization 
using LR, and the results were encouraging. By merging 
different techniques, hybrid approaches have also been 
employed to detect hate speech. For the classification of hate 
speech, Wester et al. [28] have presented a hybrid technique 
that blends learning and lexical-based methods. Using a 
lexicon-based technique, complicated syntactic and semantic 
aspects are extracted using this method, and a learning 
algorithm is then used. In comparison to the distinct lexical and 
learning approaches, the hybrid model has performed better. 
Although, the work in [28] address hate speech but a relevant 
problem that needs is Interest in the detection of Islamophobic 
textual content has increased because of the rise is: 
Islamophobic occurrences during COVID-19. However, 
because to the dearth of publicly accessible datasets and the 
sparse application of numerous textual features and 
transformer-based core NLP approaches, there has been little 
research in this field. There is a huge research gap because of 
the majority of studies concentrating on either traditional 
textual features or word embeddings with ML and DL models. 
For this, in this work, we attempt to overcome these research 
issues and construct an efficient model for accurate 
Islamophobic content identification in the proposed work. 

III. PROPOSED WORK 

This section will delve into the detailed discussion of the 
proposed framework along with justification of adopted 
methods. 

A. Proposed Fremwork 

Here, the presented framework will be demonstrated and 
discussed in detail. Fig. 1 provides a compact overview of 
proposed model. 

For classifying Islamophobia related social media 
content,first, datasets were collected from X and Google fact-
checking API. This step is followed by data preprocessing 
using various techniques such as stop words removal, data 
balancing, lemmatization, and tokenization. Additionally, for 
feature extraction through word embeddings and n-
grams,different methods like Word2Vec, GloVe, TF-IDF, and 
BoW are used. For classification, transformer-based techniques 
BERT and GPT, and topic modelingare utilized. After that, the 
classification is performed using some selected conventional 
ML, DL, and transformed-based techniques. Performance 

evaluation measures Accuracy, Precision, Recall, F-Measure, 
and AUC are recorded evaluating the performance of these 
classifiers. 

 
Fig. 1. Proposed model framework. 

B. Feature Extraction 

This phase involves extracting features that are particularly 
useful in experiments for achieving desirable outcomes. We 
present the detail of this phase in the following. 

1) TF-IDF: TF-IDFcalculates the frequency of words in 

each document by taking into the account the inverse 

frequency of such words appearing in multiple documents 

consistently [29]. The weight of each document in the corpus 

can be computed using Eq. (1): 

              
         

 

     
  (1) 

Where,        is denoted as the total weightage of both 

data points,        
  computes the frequency of occurrences of 

the data point d in c. N represents total number of documents in 

the corpus,         
 

     
  computes the log of all the 

documents present in the corpus with the frequency of data 
point d. 

2) BoW: To extract useful features from textual data for 

classification purposes, the Bag of Words (BoW) [30] method 

is employed. This approach considers a document or phrase as 

a set of its constituent words and checks for the presence of 

familiar words irrespective of their order. BoW generates 

word bags using Eq. (2), as follows: 

      ∑ 
          

          (2) 
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Where      denotes the documents that contain the 
concerned data point d.        

  are the scalar weights of the 
frequent word d for the data point c in the document. While 
        indicates the weight of frequent word d. 

3) Word2vec: The Word2Vec approach uses a three-layer 

deep neural network to analyze the context of a document and 

connect related phrases. Unlike BoW, Word2Vec offers two 

models - Continuous Bag of Words (CBoW) and Skip-Gram 

[31]. To ensure proper word embedding, it is recommended 

that Word2Vec is trained on a large and high-quality dataset. 

The computation of Word2Vec through the Skip-Gram 

method for an M-dimensional data corpus contain a word     

at location q can be seen in Eq. (3). 

 

 
∑ 

   ∑                                (3) 

Where                       denotes the logarithm of 

    with respect to placements and co-occurrences within the 
document. 

4) GIoVE: To perform unsupervised learning, GloVe 

generates word embedding by constructing a count-based 

matrix based on word co-occurrence and analyzing each term 

individually [32]. It uses a less-weight approach to produce 

factors and creates a lower-dimensional matrix. The entire 

working logic of GloVe can be seen in Eq. (4). 

   ∑ 
               

               
  (4) 

5) Transformer-based models: Language models in NLP 

are built on transformers, which consist of an Encoder and 

Decoder. In this work, we used two transformer-based models 

GPT and BERT. GPT is an autoregressive decoders model, 

and it has two versions:  GPT-2 and GPT-3 while BERT is a 

variant of bidirectional encoders-based models, and there are 

several types of BERT models. BERT uses Mask Language 

Modeling to overcomes the unidirectional constraint by 

utilizing and an attention mechanism and utilizes an encoder, 

decoder, and various layers. On the other hand, GPT is an 

autoregressive decoder model that works to benefit from 

unlabeled text datasets for using them on limited supervised 

datasets. GPT has two variants: GPT2 and GPT3, with the 

latter having 175 billion parameters and the capability to 

perform several NLP tasks such as text classification, question 

answering, text generation, and named entity recognition. 

Overall, these transformer-based models have revolutionized 

NLP tasks and continue to provide state-of-the-art 

performance. 

C. Topic Modeling 

To identify topics from a collection of documents, topic 
modeling is a useful technique. LDA is an effective approach 
for text classification in which the text of a document is 
classified based on its relation to a particular topic. The 
fundamental principle of LDA's functioning is demonstrated by 
Eq. (5). 

                        (5) 

Where        is the probability of the topic per document 
and        is the probability of words per topic equaling the  
       denoted as the probability of word with the topic. 

IV. EXPERIMENTS AND RESULTS 

To evaluate the performance of the proposed scheme, the 
experiments were conducted in systematic manner. In the first 
set of experiments, the n-gram method was used to extract 
features and classify the data using four ML algorithms. In the 
second set of experiments, word embedding features were 
classified using deep LSTM and CNN models. Next, LDA was 
applied to the data for topic modeling, and the classification 
step was performed. Finally, core NLP transformer-based 
methods, namely BERT and GPT, were evaluated. The dataset 
wqs balanced before conducting experiments. 

A. Datasets 

To investigate the global prevalence and impact of 
Islamophobia, we collected two distinct datasets. The first was 
obtained from the Google Fact Check platform and consisted 
of news articles that were fact-checked by websites such as 
PolitiFact and Snopes. We extracted articles relevant to Islam, 
including those with terms like Islam, Muslims, Quran, Jihad, 
and women, resulting in a total of 1555 articles. The second 
dataset was sourced from Twitter and included posts from 
users worldwide. We used predetermined hashtags, including 
#fuckIslam, #Jihadi, #Coronajihad, #Tablighijamat, and 
#TablighiJamaatVirus, as well as lexicons from Hatebase, to 
collect tweets from January 2020 to August 2020. The dataset 
is diverse as it retrieves data using an unbiased mechanism. 
The English-language dataset consists of 9612 tweets and was 
pre-annotated by three English-proficient annotators. During 
the annotation process, the annotators were not provided with 
any information about users‟ identities. The annotators were 
tasked with categorizing each tweet into one of three 
categories: Islamophobic, related to Islam but not 
Islamophobic, or neither about Islam nor Islamophobic. The 
annotations were assigned with great care, and in cases of 
disagreement, a majority vote was utilized. Of the 2930 tweets 
marked as Islamophobic, 4336 were related to Islam but not 
Islamophobic, and 2346 were neither Islamophobic nor related 
to Islam. 

B. Dataset Preprocessing and Balancing 

In the proposed work, various pre-processing techniques 
were applied, including converting all letters to lowercase, 
removing stop words and hyperlinks, and half-sentences. It 
also involves lemmatization, and tokenization. For data 
balancing, it is made sure in this phase that the balanced data is 
used for experiments and result analysis. 

After performing pre-processing and balancing the dataset, 
the vocabulary size was determined for the English data. The 
vocabulary size for unigrams was found to be 17861 with an 
average tweet length of 14 words. After pre-processing the data 
to contain 8 words per tweet, the vocabulary size decreased to 
16580 unigrams. Table I presents some of the most frequent 
words extracted from the dataset as part of feature extraction. 
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TABLE I. WORDS FRQUENCY IN DATASET AFTER PRE-PROCESSING 

Sr. No Words 

1 Muslim 

2 Islam 

3 Islamic 

4 Quran 

5 Pakistan 

6 Allah 

7 Radical 

8 Jehadi 

9 Mohammed 

10 Hindu 

It is important to mention here that the utilized dataset had 
an imbalanced distribution, which was addressed using under-
sampling. Tokenization and lemmatization were then applied 
to the pre-processed dataset, and during tokenization, both 
unigrams and bigrams were used, and the LDA model was 
employed to identify the best topics, which were visualized 
using an Intertypic Distance Map. The top 20 phrases from the 
first topic are visualized in Fig. 2 which account for 12.6% of 
the tokens. The bigram themes in the bar chart are 
distinguished from one another using an underscore. The use of 
these techniques can help identify the most pertinent phrases 
and topics in large datasets, making it easier to analyze and 
understand the data. 

 

Fig. 2. Visualizing the most salient terms of first topic using topic modeling. 

C. Machine Learning Algorithm with Textual Features 

In initial experiment, we evaluated the n-grams based 
features using SVM. Tables II and III present the performance 
of various ML classifiers with BoW and TF-IDF, respectively, 
while maintaining the performance standards mentioned 
earlier. In the proposed work, SVM with n-gram based textual 
feature extraction techniques were applied to the categorical 
Islamophobia data in Python language.  A train/test ration of 
90/10 was used.  The SVM model combined with the BoW 
method achieved a slightly higher accuracy of 91.7% compared 
to other counter parts. 

In the next experiment, the RF classifier is used to detect 
Islamophobic content based on the same n-gram features as 
before. RF-BoW achieves significantly higher accuracy than 
RF-TF-IDF. The following experiment uses LR classifier for 

categorical data classification. LR-BoW outperforms LR-TF-
IDF. In the last experiment, GNB is used for classification with 
the same features as before. TF-IDF was observed to achieve 
better results than BoW. 

TABLE II. RESULTS OF VARIOUS ML MODELS WHILE USING TF-IDF 

TF – IDF 

Algorithm Accuracy (%) F1 Score (%) AUC (%) 

RF 86.7 87.0 97.3 

SVM 90.5 91.0 97.8 

LR 90.3 90.0 97.8 

NB 86.9 87.0 90.2 

TABLE III. RESULTS OF ML MODELS WITH BOW 

BoW 

Algorithm Accuracy (%) F1 Score (%) AUC (%) 

RF 87.6 88.0 97.0 

SVM 91.7 92.0 98.0 

LR 91.6 92.0 98.5 

NB 77.4 77.0 82.6 

D.  Word Embeddings with Deep Learning Algorithms 

We examined the performance of four ML models that 
used derived n-gram features and then explored the 
effectiveness of DL models with word embeddings as input. 
We experimented with a customized CNN, which is a type of 
deep neural network designed for rapid classification of 
vectorial data, using features extracted from the GloVe and 
Word2Vec word embedding models. We trained and tested the 
CNN model using the same data split as the ML algorithms, 
first with Word2Vec features using 32 epochs and a batch size 
of 10 and then with GloVe features using 100 epochs and a 
batch size of 32. For validation, the batch size remained the 
same while the number of epochs was set to 5. The results of 
both embedding models with CNN showed that CNN performs 
marginally better with GloVe than Word2Vec, exhibiting 
better accuracy and evaluation rates. The next experiment 
involves LSTM, which uses a batch size of 10, 20 epochs, and 
essential layers, including embedding, dense, and SoftMax 
layers. The accuracy of the LSTM model improves over time 
for both GloVe and Word2Vec features with a decrease in the 
loss ratio as the number of epochs increases. It was observed 
that the results of Word2Vec Features with LSTM were better 
than results with GloVe with Accuracy =88.6%, Precision, 
recall, and F1-score=89%, and AUC=97.2%. 

The results indicate that Word2Vec embeddings provide 
better representation of the text data for the LSTM model. 
These findings are consistent with previous research that 
suggests that the choice of word embeddings can significantly 
impact the performance of deep learning models in natural 
language processing tasks. Therefore, selecting the appropriate 
word embeddings is crucial for the effectiveness of the model. 

In another set of experiments, we test various machine 
learning algorithm with topic modeling which includes the 
experiments conducted using the LDA algorithm and ML 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

565 | P a g e  

www.ijacsa.thesai.org 

models. The derived topics are then scaled using a standard 
scalar before being classified. The selection of these topics is 
based on their grammar weightage, which helps identify the 
most relevant and significant terms for each topic. 

Next experiment involved extracting unigrams and bigrams 
from the pre-processed dataset, which were then used as input 
for LDA. The LDA algorithm generated extracted topics after 
fine-tuning of the model. Again, four ML classifiers were then 
evaluated on the selected topics using the same split of 90/10 
for training and testing sets respectively. The results of this 
experiment have been presented in Fig. 3. 

 
Fig. 3. Comparison of ML model's performance with LDA selected topics. 

E. Using Transformer-based Techniques for Classification 

As mentioned earlier, we also investigated the use of two 
popular transformer-based models, BERT and GPT, for the 
NLP task. BERT model is fed with the pre-processed dataset as 
input, which is then encoded into an embedding representation. 
After performing several transformations on the embeddings, 
the representations are decoded back into vocabulary-based 
representations. From the results, it was observed that GPT 
outperforms BERT, achieving an accuracy of 91.6% compared 
to BERT accuracy of 89%%. Similarly, the precision, recall, 
and f1-score values also show a similar trend, where GPT 
outperforms BERT. These results indicate that GPT is more 
effective in extracting contextual features and capturing the 
nuances of the text data for classification tasks. 

The performance of the transformer-based NLP models, 
BERT and GPT, was also evaluated. The pre-processed dataset 
is fed into BERT and classification results are recorded. Fig. 4 
shows the results of this experiment. The BERT model 
outperforms other models with a significantly higher accuracy 
of 89.31%. The results of this experiment demonstrate the 
effectiveness of BERT in text classification tasks and highlight 
its potential as a powerful NLP tool. 

 
Fig. 4. Comparison of BERT and GPT based on various performance 

measures. 

In the final part of the experiment, GPT-2 was used for text 
classification. The results of this experiment indicated that the 
GPT-2 model achieved an accuracy of 91.6%, which is 
significantly higher than the accuracies by other models. 

F.  Comparison of Results among Applied Techniques 

From the results reported in the previous section, we got the 
motivation for comparing the results of various techniques. The 
results of the first experiment showed that BoW outperformed 
other techniques, particularly when TF-IDF is used with GNB 
models. These results suggest that BoW-based features are 
better suited for use during classification. During the 
classification, SVM showed the best performance achieving an 
accuracy of 90.7%. We believe this is because SVM is able to 
get good parameter settings without parameter tuning. Next, 
two DL models, LSTM and CNN, were compared using GloVe 
and Word2Vec. The results indicated that the custom CNN 
model outperformed LSTM in when evaluated against various 
performance metrics. This experiment highlights the 
importance of selecting the appropriate DL model and word 
embedding for achieving optimal performance in natural 
language processing tasks. It is worth noting that the 
performance of the ML and DL models can vary depending on 
the specific task and dataset. Therefore, it is crucial to conduct 
comprehensive experiments and compare the results before 
selecting the optimal model for a particular task. Fig. 5 shows 
the comparison of performance of CNN while using Word2vec 
and GloVe. 

 
Fig. 5. Comparison of performance of Word2Vec and GloVe while using 

CNN. 

In the second experiment, the LSTM model was used to 
classify Islamophobic content using the same word embedding 
models, Word2Vec and GloVe. The results showed that the 
LSTM-Word2Vec model had decent performance when 
compared to GloVe. In contrast to the CNN model, where the 
combination of CNN and Word2Vec performed better, the 
LSTM model with Word2Vec had better results. This 
comparison is also presented in Fig. 6. The comparison of 
different models and feature extraction techniques is important 
to determine the best approach for a given task. In this study, it 
was found that BoW-based features performed better than TF-
IDF-based features when used with ML models, while CNN-
GloVe outperformed LSTM-Word2Vec in DL models for 
classifying Islamophobic content. These findings can be useful 
in future studies and real-world applications for detecting and 
addressing hate speech online. 
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Fig. 6. Comparison of performance of Word2Vec and GloVe while using 

LSTM. 

The second DL model, CNN, achieved the highest accuracy 
of 90.6% in the second experiment. LDA topic modeling 
combined with ML classifiers showed that LR and RF 
performed best among the classifiers. LR achieved the highest 
accuracy of 74.9%. The last experiment includes transformer-
based models BERT and GPT, with BERT achieving an 
accuracy of 89.31%, which is in between the maximum 
accuracies of ML and DL models. Fig. 7 shows the comparison 
of BERT results with ML‟s best performing algorithm: SVM, 
DL models, and LDA‟s best performing model LR. 

 
Fig. 7. Performance comparison of BERT with other classifiers. 

In the next phase of the experiment, GPT-2 was utilized for 
the classification of Islamophobic content. The results indicate 
that GPT-2 outperformed all the previous methods used in this 
study. The F1 score achieved by GPT-2 was 92%, which is 
significantly higher than the other models. The comparison of 
GPT-2 results with other best-performing models can be 
visualized in Fig. 8. These findings highlight the effectiveness 
of GPT-2 in the classification of Islamophobic content and 
suggest that it could be used in similar tasks. 

G. Comparison of Proposed Technique with Existing 

Islamophic Classification Techniques 

In this section, we compare the results of the proposed 
study with those of prior art. It should be noted that previous 
studies did not use both textual features and word embeddings 
to test the performance of classification models. Nevertheless, 
we have compared their results with those achieved in the 
proposed study. Table IV presents a comparison of the F1 
score results obtained by previous studies and the proposed 
study for Islamophobic content detection. It is evident from this 
table that the proposed study achieved better results than the 
previous studies, indicating that utilizing both textual features 

and word embeddings is an effective approach for improving 
the performance of classification models in this domain. 

 
Fig. 8. Comparison of GPT with other classifiers. 

TABLE IV. PERFORMANCE COMPARISON OF PROPOSED SCHEME WITH 

PRIOR ART 

Ref Algorithm Results 

Chandra et al. [15] BERT F1 score = 88.0 

Mehmood et al. [16] CNN F1 score = 90.1 

Alraddadi et al. [18] NB F1 score = 89.0 

Vidgen et al. [19] SVM F1 score = 77.3 

Massey et al. [20] RF F1 score = 66.0 

Proposed Model 

CNN, RF-LDA 

BERT, RF, SVM,  
GPT 

CNN – F1 score  = 91.0 

RF – F1 score  = 88.0 

BERT – F1 score  = 91.9 
SVM – F1 score  = 92.0 

GPT – F1 score  = 92.0 

Table IV demonstrates that the proposed study 
outperformed the earlier investigations, even though the earlier 
studies did not make use of various Transformer technique 
variations or DL techniques with various word embeddings.  

The main limitations of the proposed work, as noted by the 
findings of the experimental evaluation, are that more data is 
required to get better result that needs to be improved and can 
be a potential research area. Similarly, knowledge extraction 
from other hate speech related content related to any pandemic 
and its potential impact on the society can also to be 
investigated by extension of the proposed work. 

V. CONCLUSION 

Globally, there has been a substantial increase in content 
that is anti-Islamic because of the COVID-19 pandemic. 
Rapidly proliferating erroneous information and narratives 
have influenced negative attitudes and actions. Automated 
methods based on data science and AI, however, have emerged 
as useful resources for identifying and classifying racist 
content, enabling the detection and avoidance of damaging 
narratives. The proposed classifier performance evaluation in 
this study extracted significant features from the data using 
processes like Word2Vec, GloVe, etc. In addition, important 
themes were identified using topic modeling using LDA. 
Several ML and DL methods, such as LSTM and CNN with 
word embeddings and transformer-based models like BERT 
and GPT, were tested in this study. With an F1 score of 92%, 
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GPT was found to be the model that performed the best. Future 
studies might concentrate on employing various GPT 
iterations, such as GPT-3, and investigating additional DL 
models, such as RNN and GANs. Additionally, expanding the 
dataset can enhance the precision of the findings. Society may 
lessen Islamophobia and foster greater acceptance and 
tolerance by using these tools. To find bad content, stop it from 
spreading, and encourage a more open and tolerant society, it is 
essential to keep developing and improving automated tools. 
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Abstract—Plant diseases significantly harm agriculture, 

which has an impact on nations' economies and levels of food 

security. Early plant disease detection is essential in smart 

agriculture. For the diagnosis of plant diseases, a number of 

methods, including imaging, have been used recently. Some of the 

existing methods for plant disease detection using imaging have 

limitations as firstly, high computational cost, some methods 

require complex image processing algorithms or manual design 

of features that can increase the time and resources needed for 

the detection. Secondly, low accuracy, most of the methods rely 

on simple classifiers or handcrafted features that may not 

capture the subtle differences between different diseases or 

healthy leaves. Thirdly, dependency on expert knowledge, some 

methods need human intervention or prior knowledge of the 

diseases and pests to perform the detection. These limitations are 

not suitable for the problem at hand because they can affect the 

efficiency of the detection system. In this study, three apple tree 

leaf diseases—apple black spot, Alternaria, and Minoz blight—

are detected using a neural network (NN) and a digital image 

processing technique. The sample images are prepared, 

processed, and used to extract attributes using a digital image 

processing approach, and the NN is used to classify the diseases. 

An evaluation of the proposed system's performance in 

identifying illnesses in apple trees shows satisfactory accuracy 

and strong overall performance. Additionally, when compared to 

other techniques already in use, this strategy is more effective at 

diagnosing. 

Keywords—Smart agriculture; plant disease; apple leaf disease; 

image processing; neural network  

I. INTRODUCTION 

According to the statistics of FAO, America has managed 
to earn 1.1 billion dollars by producing 4.08 million tons of 
apples on average, in addition to meeting the domestic demand 
to be the largest exporter of this product worldwide [1-3]. 
Principally, the price and balanced market of agricultural 
products depend on the quality. Plant diseases can significantly 
reduce product quality and quantity, leading to a decline in the 
economies of nations that depend on exporting agricultural 
products [4]. If identified in the earliest stages of development, 
these disorders may, in some cases, be prevented and 
controlled. In this regard, some countries are looking for ways 
to diagnose plant diseases early [5]. 

Among the most common solutions in the past has been the 
visual diagnosis of the disease by experienced experts, which, 
in large farms, typically costs a lot and calls for ongoing plant 
pathologist monitoring [6]. However, many diseases don't have 
obvious symptoms in the first stages of the disease, and it is 

difficult to identify them with the naked eye. For this reason, it 
is necessary to investigate and provide a fast, automatic, low-
cost, and precise tool for identifying plant diseases. In recent 
decades, the growth of technology has increased progress in 
various branches of science, industry, and agriculture; 
therefore, various researchers have sought to use new 
technologies for the early and timely diagnosis of various plant 
diseases [7]. The technologies used are mainly in two parts, the 
type of sample processing system and classification models. 
Among the different sample processing systems, we can 
mention the types of imaging systems, the smelling machine, 
and the tasting machine. The different types of statistical 
models, data mining, and artificial intelligence can also be 
mentioned from the different classification models [8]. 
Usually, sample processing systems are selected according to 
the type and symptoms of plant diseases [2]. 

The imaging system has attracted much attention recently 
due to its advantages, such as non-destructiveness, reduction of 
human resources costs, and high accuracy. Different 
researchers of this system diagnose palm leaf nutritional 
disease, classify minnow, black spot, and Alternaria (apple tree 
leaf) diseases, and diagnose tea leaf disease [9]. The diseases 
are internal powdery mildew, bacterial angular spot, ring spot, 
spot, gray rot, anthracnose, and powdery mildew [10]. Since no 
signs of them can be seen in the beginning and spread of the 
disease, more advanced systems than usual imaging should be 
used to extract the characteristics of the disease. Therefore, the 
researchers considered the hyperspectral imaging system 
because this system, in addition to the spatial features related to 
the disease, also extracts the spectral features, which are very 
useful in the early diagnosis of the disease. On the other hand, 
this system is costly, time-consuming, and requires trained 
people, which may only be possible for some farmers to use. 
The odor machine is another type of sample processing system 
that has advantages such as non-destructiveness, high 
reliability, and easy and fast use, and it is not effective in cases 
where there are no signs of discoloration of the disease in the 
samples [11]. 

Researchers have also developed more accurate 
classification models by studying the recent research done by 
different researchers to diagnose plant diseases, which can be 
advanced image processing systems [12]. In this regard, the 
classification model can be used in a study to diagnose and 
classify diseases (mosaic, leaf rust, and round spot) of apple 
tree leaves as well as diseases (brown spot, grey spot, and 
round spot) of corn. 
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This study proposes a method to identify and categorize 
three apple tree leaf diseases using digital image processing 
and a neural network (apple black spot, Alternaria, and Minoz 
blight). The proposed method aims to overcome these 
limitations by using a neural network and a digital image 
processing technique that can extract features and classify 
diseases with high accuracy and low complexity. 

The main contributions of this study are as follows: 

1) The study, which focuses on the disease of apple tree 

leaves, provides a digital image processing technique 

specifically made for identifying plant diseases. The 

preparation, processing, and extraction of pertinent properties 

from sample images made possible by this technique enable 

precise and effective disease identification. 

2) This study investigated a neural network (NN) to 

classify diseases and trained it using information gathered 

from digital image processing technology. This strategy shows 

how NNs are effective at correctly classifying and diagnosing 

diseases of apple trees, advancing automated and trustworthy 

plant disease diagnosis systems. 

The rest of this paper structure as follows, Section II 
reviews the related works. Section III discuss about proposed 
method. Section IV presents results and discussion. Finally, 
this paper concludes in Section V. 

II. RELATED WORKS 

In study [13], a method presented for detecting apple leaf 
disease. This approach is according to technologies for pattern 
recognition and image processing. The input RGB (Blue, 
Green, and Red) picture was first given a color transformation 
structure, and the RGB model was then transformed into the 
Hue, Saturation, and Intensity (HSI), YUV, and grey models. 
Following removing behind-the-scenes, the sickness spot 
image was segmented using a region-growing algorithm 
(RGA) and a predefined threshold value. Each spot picture had 
thirty-eight color, texture, and form classification 
characteristics extracted. Combining (GA) with a genetic 
algorithm allows for correlation-based feature selection of the 
most critical factors, enhancing the apple leaf disease detection 
accuracy while minimizing the feature space's complexity 
(CFS). 

An automated disease leaf recognition approach is 
proposed for identifying and grading leaf diseases using 
machine vision and digital image processing [14, 15]. The 
proposed system is broken up into two phases. The plant is 
recognized in the first stage according to the characteristics of 
its leaves. This phase involves pre-processing leaf image data 
and feature extraction, followed by training and classification 
using an artificial neural network to identify leaf features [16]. 
In the second phase, the disease that affects the leaf is 
categorized, which entails segmenting the defective area using 
k-means, feature extraction from the wrong area, and disease 
classification using an artificial neural network (ANN). The 
degree of disease present in the leaf is then considered when 
assigning a disease grade. 

A prediction model for plant leaf disease detection and 
classification utilizing computer vision and machine learning 
approaches was proposed in [17]. Pre-processing, 
segmentation, and extraction of properties, including shape, 
color, texture, vein, and so on, are done on the raw picture of a 
leaf. Several machine-learning classifiers are used to categorize 
the leaf image. The experimental outcomes are assessed and 
contrasted with those of K-Nearest Neighbor, Random Forest, 
Support Vector Machine, and Artificial Neural Network. 

For precisely identifying plant leaf disease, the Boosted 
support vector machine-based Arithmetic optimization 
algorithm (BSVM-AOA) has been presented [18]. In this 
instance, the greyscale co-occurrence matrix is employed for 
feature extraction, and the vector value active contour model is 
used for picture segmentation. Furthermore, performance 
indicators, such as f-rating, recall, accuracy, and specificity, are 
used to gauge how well the proposed technique performs. The 
proposed method is compared to the various existing processes 
in a comparative analysis. Their findings revealed that the 
BSVM-AOA technique had a 98.6%. 

III. PROPOSED METHOD 

In this study, to diagnose apple tree leaf diseases, a method 
consisting of an image processing method and a neural network 
model has been developed. Fig. 1 depicts the proposed 
approach. 

A. Pre-processing 

1) Dataset collection: This research investigated three 

apple tree leaf diseases: Apple black spot, Alternaria disease, 

and minnow pest. Some sample images are collections 

inspired by [19]. Six hundred forty different samples of apple 

tree leaves, including data augmentation described in the next 

section, the dataset contains 320 leaves infected with 

Alternaria disease, 184 infected with apple black spot disease, 

and 136 infected with Minoz pest. 

2) Data augmentation: Preparing images of leaf samples 

to prepare pictures of leaves and produce sample images using 

data augmentation. In this data augmentation, filters such as 

noising, blurring, contrast, and brightness are added to the 

sample images to extend the dataset [19]. Fig. 2 displays 

examples of the dataset's photos. 

3) Image conversion: This step is image conversion RGB 

channel to L*a*b* (Lab*) channel. The Lab* is a color space 

that is based on the opponent color model of human vision, 

where red and green form an opponent pair and blue and 

yellow form an opponent pair. It expresses color as three 

values: L* for perceptual lightness and a* and b* for the four 

unique colors of human vision: red, green, blue and yellow. 

RGB to Python programming language and the Open CV 
library are employed for image processing and system 
implementation [20]. Image processing steps are composed of 
removing the background, removing leaf tails, removing 
unwanted regions such as noises, and the RGB channel to the 
L*a*b* channel conversion of the picture due to the proximity 
of this channel to the human visual system and removing the L 
component to eliminate the effect of brightness. 
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Fig. 1. The proposed method. 

   

  

Fig. 2. Sample images in the dataset. 

4) Images segmentation: Segmentation was done based on 

the area by extracting the contaminated area using the k-

means technique. Image clustering commands were applied to 

only *a and *b components using the k-means method, and 

the images were divided into healthy and infected leaf areas. 

After this stage, because the disease spot had a smaller surface 

than the leaf surface, this area was selected. The remaining 

image processing and feature extraction operations were used 

on the picture of the diseased spot. 

5) Feature extraction: In this stage, a collection of 

characteristics is extracted to describe the contaminated 

regions. It is according to color, shape, and textural attributes 

used to describe the regions. Since the elements of color and 

texture are different for each apple leaf disease, only these 

features are used for classification. The wavelet and co-

occurrence matrix from the grey level is used for texture 

features. Hence, a maximum element including 14 color 

features including intensity, angle, four statistical features 

belonging to the *a as well as *b components of the *L*a*b 

and R space from the RGB space, and 24 wavelet features, 

two statistical elements for four coefficients in three Wavelet 

level, 32 features consisting of the co-occurrence matrix, eight 

statistical characteristics in four directions of 0, 45, 90 and 145 

degrees were extracted for each type of disease. 

6) Training preparation: In this section, the structure of 

different sets of neural networks is generated. This network 

structure divides the dataset into training, verification, 

likewise testing sets. In this study, training data accounted for 

70% of the total data, 10% was used for validation data, and 

20% was considered for the testing set. 

B. Post-Processing 

1) Proposed NN classification model: Choosing a suitable 

architecture for the neural network significantly impacts its 

classification and diagnosis performance. In this study, a 

multi-layer perceptron (MLP) neural network has been used, 
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where the first layer has 33 input nodes, and the last layer 

contains one output node. 

It is also essential to choose the correct number of hidden 
layers and neurons for each layer. According to extensive 
experimental and results comparison, the structure of the MLP 
involves 70 nodes for the input layer and one node for the 
output layer. Furthermore, one and two hidden layers were 
used, and the number of 3 to 5 neurons was also considered for 
each of these layers. For the neurons of the network's hidden 
layers, the hyperbolic and sigmoid tangent transfer function 
was selected. For the last layer, it was decided to use the linear 
transfer function. 

2) Model testing: After proposing the NN model, it is 

required to test the classification using testing data. In this 

research, to assess the accuracy of the proposed model, two 

assessment metrics are used Correlation Coefficient (CC) and 

Mean Square Error (MSE). 

𝐶𝐶 =  
∑ (𝑋𝑖−𝑋)(𝑌𝑖−𝑌)𝑁

𝑖=1

√(𝑋𝑖−𝑋)(𝑌𝑖−𝑌)
   (1) 

𝑀𝑆𝐸 =  √
1

𝑁
∑ (𝑋𝑛 − 𝑌𝑛)2𝑁

𝑁=1   (2) 

In the above Equations, N is the number of data, Yi is the 
predicted value, Xi is the measured value, and 𝑋  , 

𝑌  respectively represent the average measured and predicted 

values. In the performance evaluation of the proposed NN 
model, the input data enters the network through the first layer. 
After passing through the different layers of the network, the 
network's output is obtained. Now, having the network output 
and the measured output value, the error value (RMSE) is 
calculated. 

3) Model generation: After ensuring the effectiveness of 

the proposed system in classification, it must be utilized as a 

tool for diagnosing apple tree leaf disease. 

IV. RESULTS AND DISCUSSION 

This section provides the experimental result, performance 
evaluation and discussion of the proposed method in this study. 
In the next sub-section, the discussion is also presented to 
discuss in detail the results and clarify the efficiency of the 
method. 

A. Experimental Results and Performance Evaluation 

The first step to collecting the proposed model results is to 
prepare the data presented in full in the previous section. The 
next step is choosing the neural network architecture. To 
achieve the best neural network model, various network 
architectures were implemented and evaluated. As mentioned 
above, the MLP architecture was used as a high-efficiency 
architecture for neural network training. Fig. 3 shows 
experimental results using the generated model. In Fig. 3, leaf 
disease and non-disease are shown in red and green color 
boxes. 

Table I evaluates the ability of the neural network trained 
by the NN model algorithm to diagnose apple tree diseases. 
Moreover, experimental results for the proposed method and 
Support Vector Regression (SVR) model were collected for 
apple tree disease detection, and their results were evaluated 
and compared. Table II indicates the result of the SVR model. 

Six hundred forty data samples are available in the dataset 
to test the models. Among the available data, 320 of these 
leaves were infected with Alternaria disease, 184 were infected 
with apple black spot disease, and 136 were infected with 
Minoz blight. Table III shows how each model could correctly 
diagnose the number of disease samples. For example, the 
neural network model has been able to accurately analyze 316 
samples of 320 samples related to Alternaria disease and 
wrongly diagnose four samples as black spot disease. 

 
Fig. 3. Experimental results (includes leaf disease and non-disease). 
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TABLE I.  PERFORMANCE EVALUATION FOR THE PROPOSED MODEL 

Class 
The proposed NN model 

0 1 2 3 4 Total Performance 

1 0 316 4 0 0 320 0.98 

2 0 4 179 1 0 184 0.97 

3 0 1 5 130 0 136 0.95 

Total 0 321 188 131 0 640 - 

TABLE II.  PERFORMANCE EVALUATION FOR THE SVR MODEL 

Class 
SVR model 

0 1 2 3 4 Total Performance 

1 2 313 3 2 0 320 0.97 

2 1 2 174 7 0 184 0.95 

3 3 0 5 128 0 136 0.94 

Total 6 315 182 137 0 640 - 

TABLE III.  RESULTS OF EVALUATION METRICS 

Model 
Training data Testing data 

RMSE CC RMSE CC 

ANN 0.091 0.978 0.098 0.976 

SVR 0.12 0.978 0.30 0.963 
 

Table III demonstrates that the proposed model's CC index 
for the test data is equivalent to 0.976, which is higher than the 
CC values obtained from other models. In addition, the RMSE 
index of the proposed model for the test data is equal to 0.098, 
which is lower than the values of other models. As a result, it 
can be said that the proposed model performs superior to other 
models in diagnosing the type of apple tree leaf disease. 

B. Discussion 

This section presents a discussion and in more detail of the 
proposed methodology in this research. As discussed earlier, 
this research emphasizes evaluating and comparing the 
proposed approach for identifying apple tree illnesses, which is 
based on a neural network (NN) model algorithm. The 
proposed method's outcomes are contrasted with the Support 
Vector Regression (SVR) model. 

The evaluation of the neural network trained using the NN 
model technique for identifying diseases in apple trees is 
shown in Table I. We gathered and compared the experimental 
findings for the SVR model and the proposed method. The 
dataset utilized to test the models included 640 data samples, as 
shown in Table II. 320 of these samples contained Alternaria 
disease, 184 contained apple black spot disease, and 136 
contained Minoz blight infections. 

The effectiveness of each model in diagnosing the various 
illness samples is detailed in Table III. For instance, the neural 
network model correctly identified Alternaria disease in 316 
out of 320 samples but mistakenly identified black spot disease 
in four samples. The proposed model outperformed other 
models in terms of the CC index, which is shown in Table III 
as having a value of 0.976 for the test data. The proposed 
model's RMSE index for the test data is also 0.098, which is 
lower than the results produced by previous models. 

Finally, based on these findings, we observed that the 
model performs better than previous models in identifying the 

specific apple tree leaf disease type. The proposed method 
outperforms previous models in detecting and classifying apple 
tree illnesses, according to the high CC index and low RMSE 
index. 

V. CONCLUSION 

The paper presents a novel method for detecting three apple 
tree leaf diseases: apple black spot, Alternaria, and Minoz 
blight. The method consists of two main components: digital 
image processing and neural network (NN) techniques. The 
digital image processing component is responsible for 
preparing, processing, and extracting features from the leaf 
images. The neural network component is responsible for 
classifying the diseases based on the features. The paper 
describes the details of each component and evaluates the 
performance of the method using a dataset of 300 leaf images. 
The paper also compares the method with other existing 
methods and shows that the proposed method achieves higher 
accuracy and performance in identifying the apple tree leaf 
diseases. The paper concludes by suggesting some future 
directions for improving the method, such as extending it to a 
deep learning-based model and exploring various 
convolutional neural networks (CNN) for better feature 
extraction and classification. 
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Abstract—Our hands play a crucial role in daily activities, 

serving as a primary tool for interacting with technology. This 

paper explores using hand gestures to control presentations, 

offering a dynamic alternative to traditional devices like mice or 

keyboards. These conventional methods often limit presenters to 

a fixed position and depend on the device's proximity. In 

contrast, hand gesture controls promise a more fluid and 

engaging presentation style. This study utilizes the HaGRID 

dataset, supplemented by custom-recorded data, divided into 

80% for training, and 10% each for validation and testing. The 

data undergoes preprocessing and a linear classifier with four 

dense layers and a SoftMax activation layer is employed. The 

model, optimized with the Adam optimizer and a learning rate of 

1e-1, incorporates a motion classifier (LSTM) with two dense 

layers and an LSTM layer, tailored for long-distance body pose 

estimation. The resulting application, a local desktop tool 

independent of internet connectivity, uses tkinter for its user 

interface. It demonstrates high accuracy in classifying gestures, 

achieving 90.1%, 89%, and 90% in training, validation, and 

testing, respectively, for the linear classifier. The motion classifier 

records 79.8%, 72%, and 70.1%. The model effectively 

recognizes and categorizes dataset gestures, capturing live 

camera feeds to manage presentations. Users benefit from 

various features, including PowerPoint selection, distance mode, 

gesture toggling and assignment, and appearance mode. This 

study illustrates how hand gesture control can enhance 

presentation experiences, merging technology with natural 

human movement for a more seamless interaction. 

Keywords—Hand gesture; linear classifier; motion classifier; 

LSTM; interface 

I. INTRODUCTION 

Our hands are more flexible when it comes to the usage of 
our body and when it comes to movement, so they are involved 
greatly in our day-to-day activities. It is a natural occurrence 
that someone uses their hands immediately when they wake up 
or want to get something. Researchers have been going over 
ways of interacting with computers and other devices and the 
aim is trying to increase human-computer interaction (HCI) 
through a communication channel from the user to the device. 
One of the ways we can communicate with a computer is with 
our “hands” making movements which are said to be hand 
gestures. The use of hand gestures as a means of interacting 
with technology has become increasingly popular and allows 
users to interact more naturally and intuitively and it has started 
entering the field of presentation [1]. Hand gestures have been 
used as a form of major communication in presentations for 
ages. Hand gestures have been effectively used in presentations 
by renowned presenters and public figures across past times, 
including Martin Luther King Jr., Winston Churchill, and Steve 
Jobs, to captivate audiences and convey compelling messages 

[2]. This historical setting highlights the importance of hand 
gestures as an important part of effective communication. Hand 
gestures in the field of presentation enhance communication 
performance, especially for presenters who may experience 
stage fright. While slides are often seen as the focal point, 
effective hand gestures can captivate the audience and draw 
their attention into the presentation. It then aids in emphasizing 
essential points, drawing focus on significant details, and 
illustrating ideas or operations. Presenters can improve listener 
understanding and recollection of information by adopting 
gestures that correspond to the topic [3]. Non-verbal indicators, 
such as hand gestures, are an important part of communicating. 
These aid in the general comprehension and understanding of 
the information. Presentations get better when presenters 
enhance their verbal communication, express emotions, and 
include richness in their presentations by integrating intentional 
and well-timed gestures [4]. 

In recent years, many eyes have been on various 
technologies to offer improved user interfaces that enable 
computer interactions as intuitive as human interactions. 
Furthermore, standard gadgets such as a keyboard and mouse 
cannot entirely fulfil human interaction needs in presentations 
[5]. The study on controlling presentations using hand gestures 
is significant as it aims to enhance user experience, increase 
interactivity, improve accessibility, enable seamless 
integration, and drive innovation in presentation delivery. By 
developing a presentation package that allows presenters to 
control their presentations using hand gestures, the study seeks 
to provide a more intuitive and natural interaction method. This 
approach eliminates the need for physical devices or complex 
keyboard shortcuts, making the presentation process seamless 
and enjoyable. Incorporating hand gestures in presentations 
enhances interactivity, captures the audience's attention, and 
promotes engagement. The study also emphasizes the 
importance of seamless integration with popular presentation 
software and contributes to the advancement of interaction 
techniques and innovative presentation delivery methods [6]. 

In summary, this paper investigates the gap focusing on the 
practical implementation of hand gesture recognition. Section 
II delves into the existing literature on the subject, establishing 
the foundation for our study. Section III outlines the research 
methodology employed, followed by Section IV which 
presents the results and discussion. Section V presents the user 
implementation. Finally, Section VI concludes the paper. 

II. RELATED WORK 

When a 15th-century author describes an individual as 'cute 
of gesture', they are not referring to mere clapping or shaking 
performed gracefully. Instead, the author is highlighting the 
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person's graceful movements and posture [7]. This broader 
bodily movement was referred to as 'gesture'. The study of 
gestures is not a recent endeavor. Various physiognomists, 
such as G. B. Della Porta, Charles Le Brun, and J. C. Lavater, 
have explored the representation of gestures since the Medieval 
period. In the 17th Century, Francis Bacon emphasized the 
importance of gestures as a primary form of symbolism. 
Giovanni Bonifacio and John Bulwer discussed a universal 
language of gestures that could facilitate international trade and 
interactions [8] [9] [10]. Charles Darwin's work on the 
expression of emotions in humans and animals in the 18th 
century provided further evidence for the biological inheritance 
of expressions [11]. Present-day ethologists emphasize the 
similarities between human and animal bodily movements used 
to convey emotions such as resentment, superiority, or 
possessiveness. Certain emotional facial expressions like 
laughter, tears, yawning, and giggling are nearly universal, 
transcending linguistic and geographical boundaries [12]. 
However, contemporary views suggest that a global language 
of gestures is not feasible, as cultural, and social differences 
play a significant role. There are also various types of gestures 
and languages [12]. 

In the early 19th century, Andrea de Jorio attempted to 
recreate the mimicry of classical antiquity using Neapolitan 
gestures. Anthropologist Marcel Mauss, in his work 'The 
Techniques of the Body' (1935), highlighted the vast cultural 
variations in bodily activities. These differences became 
apparent when people from different cultures watched foreign 
films or encountered unfamiliar gestures. Marcel Mauss' 
insights led to cross-cultural studies of body language and 
facial expressions. David Efron's research explained how 
Italians and Eastern Europeans adapted to the gesture culture of 
the United States [13] [14]. After World War II, interest in 
communication surged once again. New development theories 
introduced powerful models for enhancing communication 
through analogue and digital codes. The language was seen as 
an example of digital code, while elements of changing natural 
behaviour were also considered as forms of language. 
Gestures, although frequently mentioned, received limited 
attention in this context [15]. This distinction gave rise to the 
concept of "nonverbal communication," distinct from oral 
language, focusing on interpersonal relationship building [16] 
[17]. Ray L. Birdwhistell introduced the concept of kinesics, 
aiming to study body movement communication 
systematically, although this didn't lead to extensive studies of 
gesture [18] [19]. The coalescence of nonverbal 
communication studies was dedicated to aspects of behaviour 
not directly linked to spoken language. Ray L. Birdwhistell's 
contribution was notable, but his definition of kinesics 
overlooked the analysis of gestures. Some authors, like Morton 
Wiener and Paul Ekman, attempted to incorporate gestures into 
nonverbal communication theory, but their efforts remained 
somewhat isolated [20] [21]. 

Gordon Hewes' influential study reignited interest in 
gestures as a key topic of discussion. Hewes argued that 
original language might have been gestural and cited Gardner's 
discovery of sign language in juvenile monkeys as a significant 
foundation. The study of sign languages progressed rapidly 
after William Stokoe's work on American Sign Language. 

Although sign language differs from spoken language, it poses 
a challenge to linguistic models and necessitates its 
incorporation into linguistic perspectives [22][23]. Gesture and 
sign language are intertwined, and the resurgence of interest in 
sign language has contributed to the recognition of gesture as a 
significant research area once again. A lot of techniques have 
been used in advancing hand gestures. The research in [24] 
used CNN and LSTM for gesture recognition. The authors 
used the CNN approach followed by the CNN+LSTM 
approach with a skeleton model (hand points), and they 
empirically showcased the capability of extracting pertinent 
attributes from 3D skeleton data. This extraction serves as a 
precursor to effectively address activity recognition through the 
utilization of LSTM. The result shows a high performance. 
Gesture identification, tracking and classification were carried 
out. K. V. Eshitha et al., [25] firstly, segment the hand gestures 
by using the skin colour model and AdaBoost classifier based 
on the type of skin colour, which also segments the hand from 
the background. It is monitored by the Cam Shift algorithm and 
classified by CNN to recognize 10 common digits. The result 
shows a 98.3% accuracy. A. Ikram et al., [26] carried out 
gesture acquisition, segmentation, feature extraction and 
classification by compiling different gesture datasets, and these 
gestures are distinguished from an input image using colour-
based segmentation then the Histogram of Gradient technique 
is used to extract features in this case. After segmentation, the 
gestures are classified into left-hand and right-hand gestures, 
together with labels, and then sent to an artificial neural 
network for training. The result shows a high accuracy. The 
authors combined CNN and RNN to increase the accuracy of 
gesture classification using dynamic hand gestures. The result 
obtained is 85.46% H. Y. Chung et al., [27] I. Dhall et al.,[28] 
carried out hand gesture classification of people with stroke. 
The data set contains 140 gestures and is trained using CNN. 
Accuracy gotten is 99%. P. Parvathy et al., [29] used CNN to 
improve the accuracy of gesture recognition using the OpenCV 
library and the result shows a 99.13% accuracy. A. Mujahid et 
al. [30] proposed a lightweight model based on YOLO and 
DArkNet-53. The gestures are obtained from the Cambridge 
hand gesture dataset and are pro-processed and segmented 
using various techniques and then classified using deep CNN. 
The result shows a 96.66% accuracy. However, despite 
extensive research in gesture recognition and classification, 
deployment has been limited. 

III. SYSTEM ANALYSIS AND DESIGN 

This section outlines a comprehensive methodology 
employed in this research. It covers the step-by-step procedure 
and methods utilized for using hand gestures as a tool for 
presentation. Additionally, it discusses the process of data 
acquisition, feature extraction and deployment of the model. 

Fig. 1 illustrates a comprehensive block diagram of the 
system starting from data gathering, followed by Mediapipe 
hands for preprocessing and extraction then a hybrid model 
comprising of linear classifier and LSTM will be used to 
develop the model. This hybrid architecture has been 
thoughtfully designed to combine the strengths of both 
components, thereby enhancing the model's overall 
performance and predictive capabilities. The utilization of the 
LSTM component holds significant promise in capturing 
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temporal dependencies within the data, further elevating the 
model's predictive prowess. The training environment is the 
Jupital Notebook and finally, the model will be deployed in a 
model as a package. 

 
Fig. 1. Block diagram of the system. 

A. Data Gathering 

This is the first stage in the development of the model. 
There are two datasets used in the model. The first dataset is 
called HaGRID (Hand Gesture Recognition Image Dataset) for 
hand gesture recognition (HGR) systems. HaGRID size is 
716GB and the dataset contains 552,992 (1920p × 1080p) RGB 
images divided into 15 classes of gestures as seen in Fig. 2. 
The data were split into training 80% for the training set 10% 
for the validation set and 10% for the test set. 

The set contains at least 34,730 distinct individuals and 
scenes. The subjects range in age from 18 to 65. The dataset 
was primarily gathered at home, with significant variance in 
lighting, encompassing both artificial and natural light. 
Furthermore, the collection contains photographs captured 
under severe situations, such as facing and backing away from 
a window. In addition, the subjects were instructed to perform 
motions between 0.5 and four meters away from the camera. 

The second dataset is a custom-made dataset for finger 
swipe motion which contains five seconds for each video and 
four classes of gestures. 

 

Fig. 2. Sample of HaGRID dataset. 

B. Data Preprocessing 

This process utilizes functions provided by the OpenCV 
library: 

1) Color channel conversion: The initial step involves 

converting the image captured by the webcam from the BGR 

(blue, green, red) colour channel mode to the RGB mode. This 

transformation is vital because the models we are using expect 

images in the RGB format for accurate processing and 

analysis. 

2) Horizontal flipping: To ensure that the image is 

properly oriented for analysis, a horizontal flip is applied. 

Since webcams typically capture images facing the subject, 

this step prevents the image from being displayed in an 

inverted manner. It ensures that the hand gestures appear as 

intended when processed by the subsequent stages. 

3) NumPy array conversion: Once the colour and 

orientation adjustments are made, the image is converted into 

a NumPy array. A NumPy array is a fundamental data 

structure used in Python for efficient numerical computations. 

In this case, the image is transformed into a format that can be 

readily understood and manipulated by deep learning models. 

4) Adjusting array shape: The shape of the NumPy array 

is then modified to adhere to TensorFlow's specific 

requirements for input data. TensorFlow, a popular deep 

learning framework, expects the arrangement of data in a 

specific order. Therefore, the shape of the array is adjusted to 

have the colour channels come first, followed by the width 

and height dimensions. This ensures that the input data 

conforms to TensorFlow's expectations, enabling smooth 

processing and analysis by the deep learning models. 

C. Feature Extraction 

This is done using the media pipe hands model and is 
divided into two phases: 

1) Hand detection model: In this phase, a Convolutional 

Neural Network (CNN) is employed to analyze images or 

video frames. The primary goal is to detect the presence and 

location of one or more hands within the visual data. This 

involves generating a bounding box or a region of interest 

(ROI) that encapsulates the hand(s). Before entering the CNN, 

the input image or frame undergoes preprocessing to ensure it 

is suitable for analysis. This might involve actions such as 

scaling, normalization, and data transformation into a format 

compatible with the neural network's requirements. 

The architecture of the CNN is meticulously designed to 
learn patterns and features associated with hands. Comprising 
multiple layers, including convolutional, pooling, and 
activation functions, CNN focuses on extracting spatial 
features from the input data. Throughout this feature extraction 
process, the CNN discerns important elements like edges, 
textures, shapes, and spatial relationships that distinguish hands 
from the background or other objects. 

The acquired features are then utilized for classification. 
Each portion of the input data is assigned a probability or 
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confidence score, indicating the likelihood of containing a 
hand. 

2) Landmark detection model: After successfully 

identifying the hand's location using the bounding box, the 

focus shifts to the more precise estimation of hand landmarks. 

To achieve this, a specialized CNN is employed, fine-tuned to 

predict the positions of landmarks on the hand. This CNN 

operates on the hand ROI extracted from the previous phase. 

Similar to the hand detection model, the landmark 
estimation network comprises layers dedicated to feature 
extraction. These layers meticulously analyze the hand ROI to 
capture vital visual patterns, encompassing edges, textures, and 
other defining characteristics that aid in pinpointing landmarks. 

Drawing from these extracted features, the landmark 
estimation network generates predictions for the coordinates of 
each hand landmark. These landmarks, totalling 21 key points 
as seen in Fig. 3, represent precise positions within the image 
or video coordinate system. These points correspond to crucial 
locations on the hand, aiding in accurate identification and 
analysis. 

These two phases work collaboratively to provide an 
integrated solution for hand gesture analysis. The hand 
detection phase establishes the presence and location of hands, 
while the landmark detection phase refines this information, 
pinpointing specific landmarks on the hand. This dynamic 
process enables precise and nuanced hand gesture recognition, 
forming the foundation for effective communication and 
interaction. 

 

Fig. 3. The 21 key landmarks. 

D. The Linear Classifier Model 

To commence, the landmark features obtained from hands 
within the HaGRID dataset using the Mediapipe hands model 
serve as the input for training the linear classifier. This 
classifier is structured with four dense layers, also known as 
fully connected layers. In this arrangement, each neuron is 
connected to every neuron in the preceding layer and Rectified 
Linear Activation Units (ReLU) are placed between these 
neurons. The final layer employs a SoftMax activation, 
effectively converting logits into probabilities that facilitate 
classification. The architecture of the linear classifier model 
can be visualized in Fig. 4, offering a visual summary of its 
components and connectivity. 

During the optimization process, the model is fine-tuned 
using the Adam optimizer, which utilizes a learning rate of 1e-
1. This optimizer plays a pivotal role by iteratively adjusting 
the weights and biases of the network throughout the training 
process. It effectively manipulates these parameters to 

minimize the loss function, thereby enhancing the model's 
predictive accuracy. 

The Adam optimizer operates with the inclusion of two 
beta parameters: β1 and β2. These parameters govern the decay 
rates of moving averages of gradients and squared gradients, 
respectively. In this context, β1 is set to 0.9, and β2 is set to 
0.99. These values essentially dictate the extent to which past 
gradients and squared gradients influence the current weight 
adjustments during training. 

To improve training accuracy and mitigate overfitting, a 
dropout mechanism is applied across all layers with a rate of 
0.2. Dropout involves randomly deactivating a portion of 
neurons during each training iteration. This deliberate 
deactivation reduces interdependencies between neurons, 
encouraging the network to acquire more generalized and 
robust representations, ultimately enhancing its ability to 
perform well on new, unseen data. 

E. The Motion Classifier Model 

To achieve motion detection, we employed a specialized 
neural network called LSTM, which stands for Long Short-
Term Memory. This LSTM network is designed to analyze 
sequences of landmarks captured throughout 30 consecutive 
frames or steps. To facilitate training, we utilized a dataset 
specifically recorded to capture different types of motion. 
Using the Mediapipe model, we extracted landmark features 
from this custom motion dataset. These extracted landmark 
features were then used as input to train the LSTM network. 
The motion classifier layer diagram is shown in Fig. 5 and the 
summary of the motion classifier model is shown in Fig. 6. 

 
Fig. 4. Linear classifier model architecture. 

 

Fig. 5. Model classifier layer diagram. 
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Fig. 6. Summary of the motion classifier model. 

The key strength of the LSTM network lies in its ability to 
recognize and comprehend patterns within motion data over an 
extended period. It achieves this by capturing both short-term 
and long-term dependencies present in the sequential landmark 
information. This capability enables the LSTM network to 
understand the intricate nuances of motion sequences, making 
it adept at detecting and interpreting motion patterns. 
Throughout the training process, the LSTM network 
continually adjusts its internal parameters to minimize the 
disparity between the predicted motion labels and the actual, 
true motion labels present in the dataset. By iteratively fine-
tuning its parameters, the LSTM network effectively learns to 
classify and differentiate various types of motions. This 
process involves learning the distinctive characteristics and 
patterns associated with different motions, enhancing its ability 
to accurately detect and classify motions within new, unseen 
data. 

F. Combining the Linear Classifier and the LSTM Model 

Employing an LSTM (Long Short-Term Memory) model to 
analyze every individual frame in real-time for prediction is 
computationally demanding. Due to its high computational 
needs, we adopt a different strategy by integrating the two 
previously described models. 

First, the linear classifier is applied to each frame captured 
in real time. The linear classifier, known for its computational 
efficiency, operates on the landmarks or features extracted 
from individual frames. It predicts the corresponding gesture or 
action for each frame efficiently. If the linear classifier 
confidently detects a meaningful gesture or action in a frame, 
indicating the potential presence of significant motion, a 
sequence of frames is then directed to the LSTM model for 
further motion analysis. The linear classifier's outcome serves 
as a trigger for the LSTM model's involvement. Specifically, 
the sequence of frames encompasses the present frame along 
with a set of previous frames. This sequence is inputted to the 
LSTM model, which has been designed to excel at capturing 
temporal patterns and dependencies within motion data. 

By analyzing this sequence of frames over time, the LSTM 
model comprehends the evolving motion pattern. The LSTM's 
ability to account for sequential information empowers it to 
provide more precise predictions regarding the detected 
motion. This innovative approach involves the strategic fusion 
of the linear classifier and the LSTM model, thereby enhancing 
computational efficiency. The linear classifier rapidly 
processes individual frames, identifying potential gestures 

swiftly. However, the more computationally intensive LSTM 
model is only engaged when the linear classifier detects a 
gesture or action, ensuring resource-intensive calculations are 
focused precisely on moments of interest. 

This approach effectively enables real-time motion 
detection while mitigating the overall computational demands. 
By leveraging the strengths of both models, we strike a balance 
between efficiency and accuracy, resulting in a streamlined and 
effective system for motion analysis. 

G. Setting up Body Pose Estimation 

To cater to situations in which users are situated at a 
significant distance from the camera, a specialized feature 
known as Long-Distance Mode is introduced for Body Pose 
Estimation. While the standard Mediapipe feature extraction 
excels when users are in proximity (<2m), it might not 
accurately capture hand landmarks for individuals located far 
away. 

The concept is illustrated in Fig. 7, which presents a body 
pose diagram. In this context, we focus on specific points of 
interest, specifically points 13 to 22 that correspond to the 
location of the hands. Instead of relying on the precise 
detection of hand landmarks, the approach involves utilizing an 
estimated bounding box that encapsulates the hands' spatial 
extent. This bounding box, serving as input for the classifier 
layers, becomes the basis for making predictions. In this 
scenario, the classifier operates on the information derived 
from the bounding box rather than individual hand landmarks. 
This adjustment allows the classifier to predict and classify 
gestures or actions based on the overall position and region of 
the hands within the bounding box. 

By incorporating the Long-Distance Mode and leveraging 
the bounding box estimation from the Mediapipe pose 
extraction, the system adeptly handles situations where users 
are positioned at a considerable distance from the camera. This 
innovation ensures that the system remains versatile and 
capable of accurately analyzing hand gestures, even when users 
are far away. 

 
Fig. 7. Body pose diagram. 
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H. Flow Chart of the Model 

The flow chart of the working of the model can be 
visualized in Fig. 8. The algorithm for the flow chart is as 
follows. 

Step 1: Start 

Step 2: Gather the data 

Step 3: Carry out Preprocess and Data extraction  

Step 4: Select the neural network to use for the model 

Step 5: Set up body pose estimation 

Step 6: Train, test and validate the model 

Step 7: Is Performance Satisfactory? 

 - If Yes, Go to Step 8 

 - If No, Go to Step 4 

Step 8: Save Model 

Step 9: Stop 

 
Fig. 8. Flow chart of the system. 

I. Model Deployment 

The model is built as a local desktop application that does 
not require any internet connection during usage. The user 
interface for the application was made using custom tkinter – a 
python library which uses the tkinter as its baseline but adds 
customizations to make the interface more user-friendly; also 
the models are deployed using TensorFlow lite (tflite) models 
to speed up inference. 

Various diagrams as seen in Fig. 9 and Fig. 10 are used to 
illustrate the working of the deployed model as software. The 
diagrams are the use case diagram and the flow chart 
respectively. Fig. 9 shows the Unified Modeling Language 
(UML) of the system functions and responses, and Fig. 10 
shows the flow of the deployed system. 

 
Fig. 9. Use case diagram. 

 

Fig. 10. Model deployed flow chart. 
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IV. RESULT AND DISCUSSION 

This section discusses the results and execution of the 
model from the previous section and the performance of the 
system when evaluated. It defines the system constraints and 
tells us a bit more about the effectiveness of the system. 

A. Model Training and Validation 

The linear classifier model was trained using a strategy of 
10 epochs, which means the entire dataset was processed 10 
times. In each epoch, a batch of 128 data points was used for 
training. The entire training process took approximately three 
minutes, with each epoch lasting about 16 seconds. Notably, as 
the epochs progressed, the accuracy of the model consistently 
improved while the loss decreased. This is a positive sign that 
the model was learning effectively without becoming 
overfitted. 

Throughout the training phase, the model achieved high 
levels of accuracy across different datasets: the training dataset, 
the validation dataset, and the testing dataset. Specifically, after 
the completion of 10 epochs, the model achieved accuracy 
rates of 90.1%, 89%, and 90% on the training, validation, and 
testing datasets, respectively. This indicates that the model had 
become well-acquainted with the dataset and was capable of 
accurately classifying the gestures within it. 

Fig. 11 illustrates the model's training progress over each 
epoch. This visualization focuses on key metrics: loss, 
accuracy, val_loss (loss on the validation dataset), and 
val_accuracy (accuracy on the validation dataset). These 
metrics are tracked and displayed after every epoch to provide 
insight into the model's performance. 

 
Fig. 11. Output of the linear classifier model‟s training process. 

Here's a breakdown of what these metrics represent: 

1) Loss: This metric indicates how much the model's 

predictions deviate from the actual values (labels) in the 

training dataset. It quantifies the error between predicted and 

actual values. 

2) Accuracy: This metric represents the proportion of 

correctly classified data points in the training dataset. It shows 

how well the model is performing in terms of correctly 

predicting gestures. 

3) Val_loss: Similar to the loss metric, val_loss measures 

the error between predicted and actual values, but it 

specifically pertains to the validation dataset. 

4) Val_accuracy: Like accuracy, val_accuracy indicates 

the proportion of correctly classified data points, but on the 

validation dataset. It provides insight into how well the model 

generalizes to unseen data. 

Fig. 12 and Fig. 13 provide a visual representation of the 
trends highlighted in Fig. 11, offering a closer look at the 
training and validation accuracy of the model as well as the 
corresponding training and validation loss throughout the 10 
epochs. The x-axis on these figures denotes the number of 
epochs, while the y-axis illustrates the model's accuracy and 
loss. 

From Fig. 12, it becomes evident that during the initial 
stages of training, the model's training accuracy starts at a 
relatively low point. At this early phase, the model lacks the 
understanding to accurately identify static hand gestures and is 
essentially making random guesses. However, as training 
progresses through each epoch, there is a steady and gradual 
improvement in accuracy. This trend signifies that the model is 
learning and becoming more adept at recognizing and 
distinguishing various hand gestures over time. 

Examining Fig. 13, the graph portrays the trajectory of the 
model's loss on both the training and validation datasets across 
the epochs. Initially, during the early epochs, the training loss 
was notably high. This is attributed to the model's nascent 
stage, where it generates random and unrefined predictions, 
resulting in higher discrepancies between predicted and actual 
values. However, as the number of epochs advances, the 
training loss consistently diminishes. This decline indicates that 
the model is progressively honing its ability to accurately 
identify hand gestures within the training dataset. 

Furthermore, the graph reveals the validation loss, which 
pertains to the model's accuracy in recognizing hand gestures 
on unseen validation data. As the epochs unfold, the validation 
loss follows a similar downward trajectory, signifying the 
model's enhanced capacity to generalize its learning from the 
training dataset to effectively identify hand gestures in new, 
previously unseen data. 

 
Fig. 12. Training and validation accuracy curves of the linear classifier model. 
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Fig. 13. Training and validation loss curve of the linear classifier model. 

In essence, these graphical representations within Fig. 12 
and Fig. 13 align with the narrative conveyed in Fig. 11, 
collectively providing a comprehensive insight into the model's 
iterative learning process. The figures underscore the model's 
journey from initial uncertainty and randomness to increasingly 
accurate and refined hand gesture recognition, ultimately 
attesting to its growing proficiency in this specific task. 

The motion classifier model (LSTM) underwent training 
with a total of 200 epochs, where each epoch involved 
processing a batch of 64 data points. The entire training 
process took approximately 33 minutes, with each epoch 
lasting about 10 seconds. Similar to the linear classifier, the 
accuracy of the motion classifier increased while the loss 
decreased consistently with each successive epoch. 

Throughout the training phase, the motion classifier model 
demonstrated high accuracy levels across different datasets: the 
training dataset, the validation dataset, and the testing dataset. 
Specifically, after the completion of the training process, the 
model achieved accuracy rates of 79.8%, 72%, and 70.1% on 
the training, validation, and testing datasets, respectively. This 
performance indicates that the model had become well-
acquainted with the dataset and was proficient in correctly 
classifying different types of motions. 

 
Fig. 14. Output of the motion classifier (LSTM) model's training process. 

The training progress and performance of the motion 
classifier model are visualized in Fig. 14, 15, and 16. Fig. 14 
provides an overview of the model's output during the training 
process, highlighting key metrics such as accuracy and loss 
across epochs. Fig. 15 and 16 depict the training and validation 
accuracy curves, as well as training and validation loss curves 
respectively, providing a graphical representation of the 
model's learning journey. 

 
Fig. 15. Training and validation accuracy curve of the LSTM model. 

 
Fig. 16. Training and validation loss curves of the LSTM model. 

In Fig. 15, it is observable that the accuracy initially starts 
at a lower point, similar to the linear classifier model. As 
training progresses over the epochs, the accuracy gradually 
improves, reflecting the model's increasing ability to recognize 
and classify motion patterns. 

Fig. 16 displays the training and validation loss curves, 
illustrating a similar pattern observed in the linear classifier. At 
the start of training, the training loss is relatively high due to 
the model's random guesses. However, as the epochs advance, 
the training loss consistently decreases, indicating improved 
accuracy in recognizing motion patterns. The validation loss 
also follows a similar trajectory, indicating the model's 
enhanced ability to generalize its learning to unseen data. 

B. Performance Index 

Table I presents a comprehensive summary of how well the 
linear classifier model performed using various evaluation 
metrics. These metrics provide insights into the model's ability 
to accurately classify hand gestures. 

 Accuracy: This metric measures the overall correctness 
of the model's predictions. The reported accuracy of 
90% indicates that the model correctly classified 90% 
of the gestures in the dataset. 

 Precision: Precision refers to the ratio of true positive 
predictions to the total number of positive predictions 
made by the model. In this case, the precision score of 
92% implies that when the model predicts a gesture as 
positive (i.e., a certain hand gesture), it is correct 92% 
of the time. 
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 Recall: Recall, also known as sensitivity or true positive 
rate, calculates the ratio of true positive predictions to 
the total number of actual positive instances in the 
dataset. A recall of 90% indicates that the model 
correctly identified 90% of the actual hand gestures. 

 F1-score: The F1-score is the harmonic mean of 
precision and recall, providing a balanced measure of 
the model's performance. An F1 score of 91% suggests 
that the model achieves a balanced trade-off between 
precision and recall. 

TABLE I.  PERFORMANCE OF THE LINEAR CLASSIFIER MODEL 

Accuracy Precision Recall F1-score 

90% 92% 90% 91% 

Fig. 17 visually represents the model's performance in 
terms of accuracy, precision, recall, and F1 score using a bar 
chart. This chart offers a clear overview of the model's 
strengths in terms of accuracy and precision, indicating its 
ability to make accurate predictions, particularly with high 
precision. However, it may miss some positive cases, as 
indicated by the relatively lower recall score. 

 
Fig. 17. Bar chart showing the linear classifier's performance. 

 
Fig. 18. The confusion matrix of the linear classifier model. 

Fig. 18 and Fig. 19 present confusion matrices for the linear 
classifier model and the LSTM model, respectively. These 
matrices provide a visual depiction of the model's classification 
performance across different classes. They allow us to see how 
well the model correctly predicted each class and where it 
might have made errors. 

Table II delves into the performance of individual classes. 
It provides a breakdown of precision, recall, and F1-score 
metrics for each class. For instance, for class 0, the precision 
score of 0.97 means that when the model predicted class 0, it 
was correct 97% of the time. The recall score of 0.92 indicates 
that the model correctly identified 92% of instances belonging 
to class 0. The F1-score of 0.94 represents a balanced measure 
of precision and recall for class 0. 

 

 

Fig. 19. The confusion matrix of the LSTM model. 

TABLE II.  PRECISION, RECALL AND F1-SCORE OF THE CLASSES 

Class Precision Recall F1-Score 

0 0.97 0.92 0.94 

1 0.99 0.90 0.94 

2 0.99 0.91 0.94 

3 0.98 0.88 0.93 

4 0.92 0.90 0.91 

5 0.95 0.91 0.93 

6 0.98 0.91 0.94 

7 0.73 0.90 0.81 

8 0.88 0.91 0.90 

9 0.97 0.88 0.92 

10 0.92 0.89 0.90 

11 0.64 0.94 0.76 

12 0.97 0.88 0.93 

13 0.93 0.92 0.92 

14 0.94 0.89 0.91 
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V. USER IMPLEMENTATION 

A. The PowerPoint Selection 

The interface permits users to choose which presentation 
file to open. The file browser approach is used to do this. The 
interfaces include a file browser which enables users to search 
the file system of their device for the desired PowerPoint 
presentation file. When selected, the slides pop up in the 
background as shown in Fig. 20. 

 

Fig. 20. Power point selection. 

B. Distance Mode Selection 

The user can select which mode is needed based on his/her 
distance from the system. A short distance is used in this 
operation. This can be visualized in Fig. 21. 

C. Gesture Selection and Assignment 

The interface allows the user to select gestures, and their 
functions and then assign them. In Fig. 22, the gesture used in 
this case is “call” and it is assigned to a function called 
“next_slide” which moves the slides page by page, the other 17 
gestures in this model can also be assigned to other functions. 

 
Fig. 21. Input distance mode. 

 

Fig. 22. Gesture selection and assignment. 

D. Gesture Toggler 

After assigning the gesture needed by the user, the user can 
turn on or off gestures based on their preferences as shown in 
Fig. 23, Fig. 24 And Fig. 25 shows that when the user toggles 
off a gesture, the gesture can no longer be recognized by the 
system and cannot perform its assigned function on the slides. 
When the gesture is toggled on, the system recognizes the 
gesture and the action assigned to it on the slides. 

 

Fig. 23. Gesture toggler. 

 
Fig. 24. Toggling OFF a gesture. 
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Fig. 25. Toggling ON a gesture. 

E. Flow Chart 

Fig. 26 shows the flow of the working of the package from 
the first stage to the end. This shows how the user should 
operate the software package. 

 
Fig. 26. Interface flowchart. 

VI. CONCLUSION 

In this study, we developed a software package that 
controls presentations using hand gestures. The system's 
performance was thoroughly examined through various 
evaluation metrics and visualization tools. Our findings 
highlight the effectiveness of the developed models in 
accurately identifying and classifying hand gestures. 

The linear classifier model demonstrated impressive results, 
achieving an overall accuracy of 90%. This model's strong 
precision and recall scores further emphasize its ability to make 
accurate predictions while effectively identifying positive 
cases. The bar chart depicting the model's performance 
underscored its proficiency in precision, shedding light on its 
potential for minimizing false positive predictions. The 
confusion matrix provided valuable insights into the model's 
classification patterns. By analyzing true positives, true 
negatives, false positives, and false negatives, we gained a 
clearer understanding of where the model excelled and where 
improvements could be made. This granular analysis helps 
guide future refinements and optimizations of the system. 
Additionally, the LSTM model, designed to capture temporal 
patterns in motion data, demonstrated its efficacy in motion 
detection. While achieving lower accuracy compared to the 
linear classifier model, the LSTM model's performance 
remained solid, with an accuracy of 70.1% on the testing 
dataset. This model's potential for capturing long-term 
dependencies and recognizing complex motion patterns 
positions it as an asset for more nuanced applications. The 
study also addressed challenges related to distance by 
implementing Long-Distance Mode, which enhanced the 
system's adaptability to users situated far from the camera. This 
innovation showcases the system's robustness in 
accommodating varying scenarios and environments. 

In conclusion, the developed system, consisting of a linear 
classifier and LSTM model, exhibits strong potential for real-
time and accurate hand gesture identification. The combination 
of efficient classification and temporal analysis provides a 
comprehensive approach to gesture recognition. As a result, 
this system holds promise for a wide range of applications, 
from interactive presentations to virtual reality interfaces, 
enhancing user experience and interaction. Further research 
and optimization can propel this system towards even greater 
accuracy and utility in real-world settings. 
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Abstract—SMS facilitates the transmission of concise text 

messages between mobile phone users, serving a range of 

functions in personal and business domains such as appointment 

confirmation, authentication, alerts, notifications, and banking 

updates. It plays a vital role in daily communication due to its 

accessibility, reliability, and compatibility.  However, SMS 

unintentionally generates an environment where smishing can 

occur. This is because SMS is extensively available and reliable. 

Smishing attackers exploit this trust to trick victims into 

divulging sensitive information or performing malicious actions. 

Early detection saves users from being victimized. Researchers 

introduced different methods for accurately detecting smishing 

attacks. Machine Learning models, coupled with Language 

Processing methods, are promising approaches for combating the 

escalating menace of SMS phishing attacks by analyzing large 

datasets of SMS messages to differentiate between legitimate and 

fraudulent messages. This paper presents two methods 

(SmishGaurd) to detect smishing attacks that leverage machine 

learning models and language processing techniques. The results 

indicate that TF-IDF with the LDA method outperforms Weight 

Average Word2Vec in precision and F1-Score, and Random 

Forest and Extreme Gradient Boosting demonstrate higher 

accuracy. 

Keywords—Smishing; phishing; SMS; machine learning; 

natural language processing; TF-IDF 

I. INTRODUCTION 

SMS (Short Message Service) is a pervasive mode of 
communication that spans geographic boundaries and device 
types in the digital world. It delivers information, warnings, 
and notifications quickly and reliably, making it essential for 
personal and professional interactions. However, this 
convenience raises the risk of smishing. Smishing, a malicious 
combination of "SMS" and "phishing," represents a grievous 
and pervasive threat to cybersecurity [1].  It is a particularly 
effective vector for cybercriminals due to the prevalence of 
mobile phones and the inherent trust in text messages, that 
causes serious harm to both individuals and organizations.  
Many victims are tricked into giving over personal 
information, clicking on harmful links, or unintentionally 
installing malware on their mobile devices, compromising 
their financial security, privacy, and digital identity [2]. The 
compromise of sensitive personal information can lead to 
identity theft, unauthorized account access, and additional 
intrusions. Smishing is especially dangerous because attackers 
are constantly changing their strategies, and with the low 

technical barrier to entry, attackers of all ability levels can 
participate, making this danger widespread.  They use social 
engineering and psychological tricks to make text messages 
that look real and trustworthy. Even the most cautious people 
can be tricked by urgent messages posing as from banks, 
governments, or well-known businesses, forcing them to take 
steps that would benefit the attackers [3]. Additionally, when 
personal and financial information is stolen, it makes people 
more likely to be victims of hacking in the future, since 
attackers can use this information for damaging purposes. 

In this dynamic environment, machine learning (ML) 
arises as a formidable ally in the defense against 
smishing attacks [4]. By their very nature, machine learning 
algorithms excel at pattern recognition, allowing for the 
detection of nuanced clues within text messages that reveal 
fraudulent intent. Most importantly, machine learning systems 
always learn from new data and adapt to the changing 
strategies used by smishing attackers. This adaptability is 
crucial because smishing attacks evolve to avoid detection and 
capitalize on emergent trends. Furthermore, machine learning 
scales well, enabling real-time analysis of enormous amounts 
of SMS messages across large mobile networks, enabling 
proactive detection and prevention. One of the main goals of 
machine learning in smishing detection is to reduce false 
positives, which prevents valid SMS messages from being 
inadvertently tagged as suspicious and protects the integrity of 
communication channels. Machine Learning with Natural 
Language Processing (NLP) methods enhance the detection of 
smishing attacks. ML-NLP models excel at identifying 
linguistic anomalies and patterns within SMS messages, 
distinguishing smishing-specific keywords, phrases, and 
grammatical inconsistencies [5]. 

Researchers introduced several smishing detection 
strategies using deep and machine learning techniques. Most 
methodologies use machine learning or deep learning models 
to extract features from textual content for classification. 
Generating features from textual data, such as counting the 
number of words or special characters in a document, provides 
structural insights and facilitates data representation.  
However, these features are not concerned with the context or 
semantics of the text but rather with its structural 
characteristics. Sometimes, the generated features may not 
optimize the potential of the dataset. Particularly in smishing 
detection, the context of the textual content is more critical 
than structural characteristics. By capturing the relationships 
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between words and contextual meaning, NLP methods for 
fully vectorizing text, such as TF-IDF (Term Frequency 
Inverse Document Frequency) or word embeddings, provide a 
richer grasp of the text's semantic content and make 
complicated analysis and machine learning tasks possible [6]. 
This paper introduces two novel methods (SmishGuard), 
which use TF-IDF with LDA (Latent Dirichlet Allocation) 
topic proportion score and Average Word2vec with TF-IDF 
score as weight for smishing detection and compares the 
performances. The results show that algorithms using random 
forest and extreme gradient boosting attain higher accuracy. 

Contribution of the work: 

 Two novel methods (SmishGuard) for smishing 
detection. 

 The first method combines TF-IDF with LDA topic 
proportion scores to improve smishing detection by 
providing a comprehensive view of SMS messages that 
captures both term-level and underlying topics. 

 The second method uses Average Word2Vec with TF-
IDF scores as weights for smishing detection 
capitalizing on the strengths of both approaches, 
capturing semantic information and term importance. 

 Proposed methods decrease false positives and enhance 
cybersecurity by enabling more precise and context-
aware detection. 

 Experimental evaluation and Performance 
Comparisons. 

The research work's sections are arranged as follows. 
Section I delineates the problem's significance and outlines the 
proposed research works. The background is in Section II. In 
Section III, related works are highlighted. Section IV 
describes the proposed methodologies in detail. Experimental 
results are explained in Section V. The paper concludes with 
Section VI. 

II. BACKGROUND 

Smishing attacks, a form of phishing that utilizes SMS or 
text messaging, pose a serious cybersecurity risk. In these 
attacks, scammers typically send false communications to 
victims to coerce them into disclosing personal information, 
opening malicious links, or downloading dangerous files. 
Machine learning analyses content, sender information, and 
message context to detect smishing using natural language 
processing methods. Through training models on labeled 
datasets that include examples of both smishing and real 
messages, machine learning systems can identify patterns, 
language indications, and typical behavioral oddities. This 
proactive approach enhances the capability to automatically 
identify and flag suspicious messages, thereby protecting users 
from smishing frauds and boosting the security of mobile 
communication channels. This section describes the key 
technologies utilized in the proposed methods. 

 TF-IDF Vectorizer: Using vectorizers, the unstructured 
text data are transformed into a numerical 
representation that machine learning algorithms can 
process.  They convert text to numerical vectors. TF-

IDF vectorizer creates a matrix where each document is 
a row, and each distinct word is a column from a set of 
text documents. A term's TF-IDF score is calculated by 
multiplying TF and IDF. TF counts how frequently a 
term appears in a document, while IDF measures a 
word's rarity across the corpus [7]. 

 Latent Dirichlet Allocation (LDA): LDA plays a key 
role in detecting smishing (SMS phishing) by revealing 
hidden themes and topics in SMS communications. It 
enables the identification of underlying linguistic 
patterns frequently observed in fraudulent messages, 
enabling the classification of incoming texts as either 
legitimate or potentially malevolent. By leveraging 
LDA, smishing detection systems acquire the ability to 
distinguish context and content nuances, making them 
more adept at recognizing attacker‟s deceptive 
techniques [8] [9]. 

 Average Wor2Vec Word Embedding: It expands on 
Word2Vec word embeddings by providing a method for 
representing entire sentences or documents as dense 
vectors. Average Word2Vec computes the vector 
representation of a sentence by calculating the average 
of the word vectors in it rather than considering each 
word separately. The approach involves converting 
each sentence word to its Word2Vec form and 
determining the mean of these vectors. Thus, the whole 
phrase is a short, fixed-length vector that captures its 
meaning. Average Word2Vec efficiently represents 
sentences while preserving semantic links and context 
from the Word2Vec model. It helps machine learning 
algorithms understand sentences and documents of 
different lengths by providing a constant vector 
dimension [10]. 

 Machine Learning Algorithms (ML): In detecting 
smishing messages, machine learning models are quite 
effective [11]. They are essential in recognizing and 
classifying smishing messages with dangerous or 
harmful information, which helps to improve cyber 
security and shield users from potential risks. Most of 
the research work utilizes different machine learning 
algorithms for smishing detection using SMS text, such 
as Logistic Regression (LogR), Support Vector 
Machine (SVM), Multinomial Naive Bayes (MNB) 
Gaussian Naive Bayes (GNB), Naïve Bayes (NB), 
Decision Tree (DT), Random Forest (RF), Gradient 
Boosting (GB), Ada Boosting (AB), Extra Tree (ET) 
and Extreme Gradient Boosting (XGB). 

III. RELATED WORKS 

Detecting and preventing smishing attacks is essential for 
safeguarding individuals and organizations from potential 
harm. Effective methods for detecting smishing attempts have 
been developed using machine learning and deep learning 
(DL) approaches. The most recent findings from research 
conducted in this area are presented in this section. 

Boukari et al. [12] proposed a fraud detection system that 
utilizes the TF-IDF method to convert SMS text into a 
vectorized representation. A dataset of 5000 emails was used 
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for smishing. The importance of each word in the SMS is 
determined using the TF-IDF algorithm. The experiment‟s 
findings indicate a high level of accuracy, with the RF 
algorithm achieving an accuracy of 98.15% and the NB 
approach achieving an accuracy of 90.59%. Mishra et al. [13] 
developed an efficient smishing detection system using an 
artificial neural network. The dataset utilized in the 
experiment consisted of 5858 messages, with 538 classifieds 
as smishing messages and 5320 as valid messages. Seven 
distinctive features were extracted from the dataset. The 
neural network was implemented with seven features, 
including email, URL, phone number, etc. The performance 
results for NB, DT, and Neural Network were 96.29 %, 93.40 
%, and 97.40 %, respectively. Ulfath et al. [14] employed the 
N-grams and TF-IDF techniques for feature extraction and the 
statistical feature selection method. The vocabulary only 
includes the top 10,000 terms across the SMS dataset.  The 
dataset was obtained from UCI's machine learning library.  
Five machine learning algorithms, XGB, DT, RF, SVM, and 
AB were employed. The outcome reveals that the SVM 
classifier obtains a higher accuracy of 98.39%. Smishing 
messages from various Internet sources were collected by 
Mishra et al. [15]. There are 638 smishing, 489 spam, and 
4844 ham messages in the 5971 samples. Finally, five features 
were extracted and used in the experiment. ML algorithms 
such as NB, RF, and DT were employed. The performance 
outcomes for NB were 94.06%, RF 94.64%, and DT 93.96%. 
Maqsood et al. [16] used both ML and DL classifiers to detect 
spam SMS.  The dataset was obtained via Kaggle, (SMS Spam 
Collection Dataset). The process of extracting features was 
conducted via the Bag-of-Words and TF-IDF methodologies.  
The gathered features served as input for three distinct 
machine learning models and CNN in deep learning. The 
SVM demonstrated a high level of accuracy, outperforming 
the other models with a performance of 99.6% for spam SMS. 

Ramanujam et al. [17] compiled a multiple languages SMS 
dataset, which encompasses both spam and non-spam 
messages in English and four distinct Indian languages. The 
SMS data contains 2,757 ham and 525 spam messages. A deep 
learning hybrid model (CNN-LSTM) has been proposed 
without feature engineering. The model exhibits a 97.7% 
accuracy rate. Jain et al. [18] presented a method to classify 
messages as smishing messages. The model was trained using 
multiple machine learning techniques with the Almeida spam 
data collection of 5169 messages, 362 of which are smishing 
and 4817 non-smishing. In addition, the model's accuracy has 
been determined for across datasets. The voting classifier that 
integrates KNN, RF, and ET Classifier (ETC) achieves an 
accuracy of 99.03% and a precision of 98.94%. Using 
machine learning, Mishra et al. [19] extracted the five most 
effective text message features for smishing detection. The 
dataset used for smishing detection contains 5858 text 
messages, 538 of which are smishing and 5320 valid.  For the 
experimental results, RF, NB, DT, and Backpropagation 
Algorithm were used. The Backpropagation Algorithm 
outperformed the competition with a 97.93% accuracy rate. 
Sjarif et al. [20] used an algorithm incorporating TF-IDF and 
machine learning algorithms to identify SMS spam messages. 
The UCI Repository provided the dataset.  The collection 
includes 5,574 English raw text messages categorized as 
ham or spam. Of these messages, 4,827 are classified as ham 
and the remaining 747 as spam. Five ML algorithms were 
used combined with the TF-IDF method for experimental 
purposes. The TF-IDF and RF combination produced an 
impressive 97.50% accuracy rate. 

In existing research, feature extraction and vectorization 
from the SMS dataset are prioritized. Understanding the 
content of the message is essential for improved classification. 
The existing related works summary is shown in Table I. 

TABLE I.  RELATED WORKS SUMMARY 

Author Dataset 
Feature generation 

method 
Accuracy Issues 

Boukari et al. 

[12] 

Smishing dataset 

5000 messages 
TF-IDF Vectorizer 

Naïve Bayes: 90.59% 

Random Forest: 98.15% 

Contextualization of text is not 

included. 

Mishra et al. [13] 
Smishing dataset 
Smishing messages=538 

Legitimate messages=5320 

Feature Extraction 
Naïve Bayes: 96.29 
Decision Tree: 93.40 

Neural Network:97.40 

A limited number of features. 
The system does not fully utilize 

the dataset. 

Ulfath et al. [14] 
UCI Dataset (SMS-Spam Collection) 
Spam messages=1197 

Legitimate messages=4377 

TF-IDF Vectorizer 
Support vector machine: 

98.39 

Contextualization of text is not 

included. 

Mishra et al. [15] 

Smishing dataset 

Smishing messages=638, Spam messages=489 
Legitimate messages=4844 

Feature Extraction 

Nave Bayes: 94.06, 

Random Forest: 94.64, 
Decision Tree: 93.96 

The system is based on 5 

features. The system does not 
fully utilize the dataset. 

Maqsood et al. 

[16] 

Kaggle- SMS Spam Collection Dataset. 

Spam messages=750, 
Legitimate messages=4250 

Count (BoW) and TF-

IDF Vectorizer 

Support vector machine: 

99.6 

Contextualization of text is not 

included. 

Ramanujam et al. 

[17] 

Multilingual SMS Dataset. 

Legitimate messages=2,757, Spam 
messages=525 

-- CNN-LSTM model: 97.7 
Ne specific feature engineering 

was adopted. 

Jain et al. [18] 

Almeida spam data set. 

Spam Messages=362, 

Legitimate Messages=4817 

TF‐IDF Vectorizer 

Voting classifier with 

KNN, RF, and ET 

Classifier (ETC) =99.03 

Time-consuming method 

Mishra et al. [19] 

Smishing dataset 

Smishing messages=538 

Legitimate messages=5320 

Feature Extraction 
Backpropagation 
Algorithm: 97.93 

A limited number of features. 

The system does not fully utilize 

the dataset. 

Sjarif et al. [20] 
UCI Dataset 
Legitimate message=4,827 Spam messages= 747 

TF-IDF Vectorizer RF:97.50 
Contextualization of text is not 
included. 
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IV. PROPOSED METHODS 

Our proposed methods (SmishGuard) include two different 
systems for smishing (SMS phishing) detection that employ 
ML and NLP methods to improve mobile communications 
security. Most of the existing methodologies extract features 
from textual content for classification using ML or DL 
models. Generating features from textual data, such as 
counting the number of words or special characters in a 
document, provides structural insights and facilitates the 
representation of data. However, these features are not 
concerned with the context or semantics of the text, but rather 
with its structural characteristics. Sometimes, the generated 
features may not optimize the potential of the dataset. The 
primary goal of the proposed system is to maximize the 
utilization of the dataset through the implementation of several 
natural language processing methods, including TF-IDF with 
LDA and average Word2Vec with TF-IDF. NLP methods 
fully vectorizing text, such as TF-IDF or word embeddings, 
provide a richer grasp of the text's semantic content and make 
complicated analysis and machine learning tasks feasible. The 
outcomes of both methods exhibit a higher level of 
performance in comparison to the currently available methods. 
The process flow of the proposed system is shown visually in 
Fig. 1. 

A. Dataset 

For experiments, two distinct data sources are combined. 
Table II provides information about the data sources. 
Combining data from multiple sources necessitates the 
elimination of duplicate entries from the dataset. After 
removing duplicates, the final dataset used for our 
experiment is presented in Table III. 

TABLE II.  DATA SOURCES 

Data Set Features 

SMS Phishing Dataset [21] 
Smishing =1127 
Legitimate messages=4844. 

SMS Spam Collection [22] 
Legitimate Messages=4825 

Spam messages=747 

TABLE III.  COMBINED DATASET 

Data Set Features 

SMS_PHISH 
Smishing Messages =1627 

Legitimate messages=5634 

 

Fig. 1. Process flow of the proposed system. 

B. Preprocessing 

Text preprocessing is a crucial initial stage for Natural 
Language Processing and Machine Learning tasks that involve 
textual data. Effective text preprocessing is essential for 
maintaining data integrity and eliminating irrelevant 
information, enabling NLP and ML models to concentrate on 
extracting valuable insights and discerning patterns from 
textual data [23] [24]. Common procedures include 
lowercasing, tokenization, stop word elimination, and special 
character handling, etc. Algorithm 1 describes the 
preprocessing procedures. 

Algorithm 1: Processing 

1. Input: Raw Text 
2. Output: Preprocessed Text 
3. Import required libraries (nltk for natural language processing and 

re for regular expressions). 
4. Load the raw text data. 
5. Convert text to lowercase for consistency. 
6. Remove any special characters, punctuation, and numerical values 

using regular expressions. 
7. Break the text down into individual words or tokens. 
8. Eliminate stop words as they do not contribute much to the 

meaning. 
9. Join the tokens back into a preprocessed text string. 

C. Method 1: TF-IDF Vectorization with LDA Topic 

Proportion Score (TF-IDF-LDA) 

Combining TF-IDF vectorization and LDA text proportion 
scores is an effective approach. Through TF-IDF, text 
messages are transformed into numerical feature vectors that 
highlight the significance of phrases in each message, 
allowing machine learning algorithms to identify patterns 
suggestive of attempted smishing. Along with LDA topic 
proportion scores (The number of topics is set to 2 for our 
experiment) improve the identification accuracy of fraudulent 
messages. These scores provide a numerical representation of 
the subjects present in each message by applying LDA to SMS 
content. Smishing attempts often use certain language patterns 
or themes. LDA can reveal hidden motifs in smishing efforts, 
helping models distinguish between authentic and suspect 
communications. High proportions of topics relating to fraud, 
urgency, or deceptive content can serve as strong indicators of 
smishing, enabling the development of robust detection 
systems that protect users from phishing threats concealed 
within text messages. 

Term Frequency (TF) for a word in a document [25] 

TF (w, d ) = 
    

  
 

nw,d  = The frequency of occurrences of the term w in 

document d. 

Nd  = Total word count in document d. 

Inverse Document Frequency (IDF) for a word in the 
corpus: 

IDF (w) =    (
 

  
) 

 
N= Number of documents contained in the corpus 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

590 | P a g e  

www.ijacsa.thesai.org 

nw = Count of documents that contain the word w  

TF-IDF Score for a word in the document is obtained by 
multiplying TF and IDF. 

Topic Proportion Calculation for a Document [26] 

For a given document D and topic T: 

P(T|D) = 
           

    
 

where: 

P(T|D) is the probability (proportion) of topic T in 
document D. 

P(T) is the topic's prior probability over the entire corpus. 
It represents the proportion of documents within the entire 
dataset that are assigned to topic T. 

P(D|T) is the probability of document D being generated 
from topic T. It determines the probability that the words in 
document D are generated by topic T. 

P(D) is the probability of observing document D in the 
corpus. 

D. Method 2: Weighted Average Word Embedding 

Generation 

After preparing the raw textual contents, preprocessed data 
is prepared for the experiment. To determine the weight of 
words within a corpus through the utilization of TF-IDF 
vectorization, the initial step involves the computation of TF-
IDF scores for every individual word encompassed within the 
entirety of the corpus. The TF-IDF metric quantifies the 
significance of a word within a particular document by 
considering its frequency in that document and inversely 
comparing it to its frequency across all documents. After 
obtaining these TF-IDF scores, the next step is to compute the 
weighted average Word2Vec embedding for machine learning 
using these scores as weights. The Word2Vec model is 
utilized to represent words as continuous vectors that capture 
semantic relationships. To calculate the weighted average 
Word2Vec embedding for a document, the vector of 
Word2Vec for each word is multiplied by its corresponding 
TF-IDF score. The result is a weighted vector. Then the sum 
of all weighted vectors of the document is divided by the sum 
of all weights of a document. Every document in the corpus 
finally gets a single weighted average word vector. This 
weighted average Word2Vec representation includes word 
importance and semantic context for downstream machine-
learning tasks. The entire process is presented in Algorithm 2. 

Weighted Average Word2Vec Computation for a 
document „d‟ [27] 

Multiply each word‟s Word2Vec vector by its 
corresponding TF-IDF score. The weighted average word 
embedding is calculated using the equation below: 

Weighted Average Word2Vec (d) = 

∑  (                                )    

∑ (               )   

 

where, w represents the word and d represents the 
document. 

Where n is the number of words in a document. 

Algorithm 2: Weighted Average Word2Vec 

Input: TF-IDF matrix, Word2Vec embeddings 

Output: Weighted Average Word2Vec representation for a 

document. 

1. Multiply each word's Word2Vec vector by its TF-IDF score 

in the matrix. 

2. Calculate the weighted average word embeddings for each 

of the document's words. 

E. Training and Testing 

Finally, K-fold validation trains and tests machine learning 
models using vectorized data/ word embedding. K-fold cross-
validation is a widely employed technique utilized for the 
assessment of a model's performance and the mitigation of 
overfitting [28]. In this technique, the dataset is partitioned 
into K subsets, sometimes referred to as "folds," which are 
approximately of similar size. K-fold cross-validation trains 
and evaluates the model K times. For each iteration, one-fold 
is marked as the validation set, and K-1 folds are used for 
training.  The performance metric is determined by calculating 
the average of K evaluation results. 

V. EXPERIMENTS AND RESULTS 

The experiments employ Jupyter Notebook and Python's 
sklearn package on Windows 10. Accuracy, precision, recall, 
and the f1-score are performance parameters that are 
considered. Table IV presents the experimental result of the 
TF-IDF Vectorization with the LDA Topic Proportion Score 
(TF-IDF-LDA) method. Fig. 2 shows the ROC AUC curve. 

The outcome demonstrates that the methods used in 
Random Forest and Extreme Gradient Boosting attains 
accuracy levels of 98.42% and 98.47%, respectively. 
Additionally, they obtained respective F1-Scores of 96.52% 
and 96.30%. 

Table V presents the parameter details of the Word2Vec 
model. Table VI presents the experimental result of the 
weighted average word2vec (WAW2Vec) method. Fig. 3 
shows the ROC AUC curve for the Random Forest and 
Extreme Gradient Boosting Algorithm. 

TABLE IV.  PERFORMANCE OF TF-IDF-LDA METHOD 

ML Algorithm Accuracy % Precision % Recall % F1-Score % 

LogR 96.97 95.26 91.03 93.07 

SVC 98.33 98.33 94.16 96.17 

MNB 97.52 98.58 90.22 94.19 

DT 97.42 94.60 93.85 94.20 

RF 98.42 99.53 93.36 96.30 

GB 97.08 95.85 90.90 93.27 

AB 97.22 94.97 92.50 93.70 

XGB 98.47 97.91 95.20 96.52 
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Fig. 2. ROC-AUC curve for TF-IDF-LDA method. 

TABLE V.  PARAMETER OF WORD2VEC MODEL 

Parameter Value 

Vector Size 100 

Window 5 

Min_count 1 

Sg 0 

TABLE VI.  PERFORMANCE OF WAW2VEC METHOD 

ML Algorithm Accuracy Precision Recall F1-Score 

LogR 86.08 85.35 90.07 87.34 

SVC 91.23 91.23 92.55 91.78 

GNB 82.83 87.58 79.18 82.53 

DT 94.13 85.61 88.62 87.05 

RF 96.09 92.50 89.79 91.07 

GB 94.33 88.67 85.61 87.09 

AB 93.04 84.94 83.83 84.34 

XGB 96.21 92.23 90.71 91.42 

 

 

Fig. 3. ROC-AUC curve for WAW2Vec method. 

The results indicate that Random Forest and Extreme 
Gradient Boosting obtained an accuracy of 96.09% and 
96.22%, respectively. They also obtained respective F1-Scores 
of 91.07% and 91.42%. 

Confusion matrix is crucial to classification model 
evaluation as it provides extensive insights into model 
performance. It divides the predictions and actual outcomes of 
the model into four categories: true positives, true negatives, 
false positives, and false negatives. Fig. 4 and Fig. 5 illustrate 
the performance of the proposed model by displaying fewer 
false positives and false negatives. 
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Fig. 4. Confusion matrix for TF-IDF-LDA method. 

 

 

Fig. 5. Confusion matrix for WAW2Vec method. 

The results demonstrate that the TF-IDF with LDA 
approach (Method-1) exhibits superior accuracy and F1-Score 
compared to the Weight Average Word2Vec method 
(Method-2). However, both methods produce better outcomes 
than existing methods as shown in Fig. 6. 

 
Fig. 6. Performance comparison (accuracy). 

VI. CONCLUSION 

Cybercriminals are increasingly using smishing, also 
known as SMS phishing, as a sneaky way to trick and deceive 
people and businesses. The expanding usage of mobile 
devices and text messaging for communication and 
transactions has increased the risk of smishing attacks. 
Attackers typically imitate reputable organizations to trick 
victims into disclosing critical information or committing 
crimes. So, smishing detection systems are vital for 
maintaining the security of vital infrastructure, protecting 
private and financial information, and maintaining public 
confidence in digital communication. Using ML and NLP 
methods for Smishing Detection is a promising way to counter 
the growing menace of SMS phishing attempts. This 
approach improves smishing detection by analyzing message 
content and contextual information. 

This paper presents two methods based on ML 
algorithm and NLP methods for smishing detection. The 
results indicate that the TF-IDF with LDA approach (Method-
1) achieves greater precision and F1-Score than the Weight 
Average Word2Vec technique (Method-2). Nevertheless, both 
methodologies yield outcomes that exhibit enhancements 
compared to current approaches. This empirical evidence is 
crucial to cybersecurity research since it refines methods and 
guides future study. Proposed method enhances the overall 
security of digital communication and transactions by 
contributing to the development of effective tools to counter 
evolving cyber threats. 

Despite the potential of the proposed smishing detection 
system to mitigate the exponential growth of the smishing 
threat, the current system's capabilities are restricted to 
smishing messages in the English language. The task of 
managing diverse languages is progressively becoming more 
difficult. 

REFERENCES 

[1] A.Kanaoka and T.Isohara, “Beyond Mobile Devices: A Cross-Device 
Solution for Smishing Detection and Prevention”, USENIX Symposium 
on Usable Privacy and Security, pp. 6–8, 2023. 

[2] Smishing: https://dgc.org/en/smishing/ . (Last access: 20/9/2023). 

[3] Malware: https://www.malwarebytes.com/what-is-smishing. (Last 
access: 20/9/2023). 

https://dgc.org/en/smishing/
https://www.malwarebytes.com/what-is-smishing


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

593 | P a g e  

www.ijacsa.thesai.org 

[4] A.Mahmood and S.Hameed, “Review of Smishing Detection Via 
Machine Learning,” Iraqi Journal of Science, 64(8), pp. 4244–4259, 
2023. https://doi.org/10.24996/ijs.2023.64.8.42. 

[5] A.Alhogail and A.Alsabih, “Applying machine learning and natural 
language processing to detect phishing email,” Computers and Security, 
vol.1,10, 2021. https://doi.org/10.1016/j.cose.2021.102414. 

[6] B.Sharma and P.Singh, “An improved anti-phishing model utilizing TF-
IDF and AdaBoost,” Concurrency Computation Practice and 
Experience. 34(26):e7287, 2022. https://doi.org/10.1002/cpe.7287. 

[7] Mukesh, “TF-IDF Vectorizer scikit-learn," 
https://medium.com/@cmukesh8688/tf-idf-vectorizer-scikit-learn-
dbc0244a911a. (Last access: 20/9/2023). 

[8] E.Gualberto, R.Sousa, T.Vieira, J.Costa and  C.Duque, “From Feature 
Engineering and Topics Models to Enhanced Prediction Rates in 
Phishing Detection,” in IEEE Access, vol. 8, pp. 76368-76385, 2020. 
doi: 10.1109/ACCESS.2020.2989126. 

[9] S.Lee, S.Kim, S.Lee, J.Choi, H.Yoon, D.Lee and J.Lee, “LARGen: 
Automatic Signature Generation for Malwares Using Latent Dirichlet 
Allocation,” in IEEE Transactions on Dependable and Secure 
Computing, vol. 15, no. 5, pp. 771-783, 2018. doi: 
10.1109/TDSC.2016.2609907. 

[10] Word embedding: https://www.analyticsvidhya.com/blog/2017/06/word-
embeddings-count-word2veec/. (Last access: 20/9/2023). 

[11] J.Nabi, “Machine Learning Fundamentals,” 2018 
https://towardsdatascience.com/machine-learning-basics-part-1-
a36d38c7916. (Last access: 20/9/2023). 

[12] B.Boukari, A.Ravi and M.Msahli, “Machine Learning detection for 
SMiShing frauds,” IEEE 18th Annual Consumer Communications & 
Networking Conference (CCNC), 2021. 

[13] S.Mishra and D.Soni, “Implementation of „Smishing Detector: An 
Efficient Model for Smishing Detection Using Neural Network,” SN 
Computer Science, Springer. 2022. https://doi.org/10.1007/s42979-022-
01078-0. 

[14] R.Ulfath, I.Sarker, M.Chowdhury and M.Hammoudeh, “Detecting 
Smishing Attacks Using Feature Extraction and Classification 
Techniques,” Proceedings of the International Conference on Big 
Data,IoT, and Machine Learning, Lecture Notes on Data Engineering 
and Communications Technologies, 95, 2022. 
https://doi.org/10.1007/978-981-16-6636-0_51 

[15] S.Mishra and D.Soni, “SMS Phishing Dataset for Machine Learning and 
Pattern Recognition,” Proceedings of 14th International Conference on 
Soft Computing and Pattern Recognition, Lecture Notes in Networks 
and Systems, 648, pp. 597–604, 2023. https://doi.org/10.1007/978-3-
031-27524-1_57 

[16] U.Maqsood, S.Rehman, T.Ali, K.Mahmood , T.Alsaedi and M.Kundi, 
“An Intelligent Framework Based on Deep Learning for SMS and e-mail 

Spam Detection,” Applied Computational Intelligence and Soft 
Computing, 2023.  https://doi.org/10.1155/2023/6648970. 

[17] E.Ramanujam, K.Shankar and A.Sharma, “Multi-lingual Spam SMS 
detection using a hybrid deep learning technique,” IEEE Silchar 
Subsection Conference (SILCON), pp. 1-6, 2022. doi: 
https://doi.org/10.1109/SILCON55242.2022.10028936 

[18] A.K.Jain , B.B Gupta, K. Kaur, P.Bhutani, A.Almomani  and 
W.Alhalabi, “A content and URL analysis‐based efficient approach to 
detect smishing SMS in intelligent systems,” International Journal of 
Intelligent Systems. 2022. https://doi.org/10.1002/int.23035 

[19] S.Mishra and D.Soni, “DSmishSMS-A System to Detect Smishing 
SMS,” Neural Computing and Applications. Springer. 35, pp. 4975–
4992, 2023. https://doi.org/10.1007/s00521-021-06305-y. 

[20] N.Sjarif, N.Azmi, S.Chuprat, H.Sarkan, Y.Yahya and S.Sam, “SMS 
Spam Message Detection using Term Frequency-Inverse Document 
Frequency and Random Forest Algorithm,” Procedia Computer Science, 
vol. 161, pp. 509-515, 2019. https://doi.org/10.1016/j.procs.2019.11.150. 

[21] S.Mishra and D.Soni, https://data.mendeley.com/datasets/f45bkkt8pr/1. 
(Last access: 20/9/2023). 

[22] UCI Dataset: https://www.kaggle.com/datasets/uciml/sms-spam-
collection-dataset. (Last access: 20/9/2023). 

[23] Y.Kerner, D.Miller and Y.Yigal, “ The influence of preprocessing on 
text classification using a bag-of-words representation,” PLoS One. 
1;15(5):e0232525, 2020. doi: 10.1371/journal.pone.0232525.  

[24] A.Saleem, B.Sundarvadivazhagan, R.Vijayarangan and S.Veeramani, 
“Malicious Webpage Classification Based on Web Content Features 
using Machine Learning and Deep Learning, International Conference 
on Green Energy,” Computing and Sustainable Technology (GECOST), 
Miri Sarawak, Malaysia, pp. 314-319, 2022. doi: 
10.1109/GECOST55694.2022.10010386. [Included in IEEE Xplore] 

[25] S.W.Kim and J.M.Gil, “Research paper classification systems based on 
TF-IDF and LDA schemes,” Human-centric Computing and Information 
Sciences, vol. 9, no. 1, pp 1–21, 2019. https://doi.org/10.1186/s13673-
019-0192-7 

[26] J.Gan  and Y.Qi, “Selection of the Optimal Number of Topics for LDA 
Topic Model-Taking Patent Policy Analysis as an Example,” Entropy 
(Basel). 3;23(10):1301. 2021, doi: 10.3390/e23101301.  

[27] A.Elsaadawy, M.Torki and  N.Makky, “A Text Classifier Using 
Weighted Average Word Embedding,” 2018 International Japan-Africa 
Conference on Electronics, Communications and Computations (JAC-
ECC), Alexandria, Egypt, pp. 151-154, 2018. doi: 10.1109/JEC-
ECC.2018.8679539. 

[28] J.Brownlee, A Gentle Introduction to k-fold Cross-Validation,  
https://machinelearningmastery.com/k-fold-cross-validation/ (Last 
access: 20/9/2023). 

 

https://doi.org/10.24996/ijs.2023.64.8.42
https://doi.org/10.1016/j.cose.2021.102414
https://doi.org/10.1007/s42979-022-01078-0
https://doi.org/10.1007/s42979-022-01078-0
https://doi.org/10.1155/2023/6648970
https://doi.org/10.1109/SILCON55242.2022.10028936
https://doi.org/10.1007/s00521-021-06305-y
https://doi.org/10.1016/j.procs.2019.11.150
https://data.mendeley.com/datasets/f45bkkt8pr/1


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

594 | P a g e  

www.ijacsa.thesai.org 

Sleep Apnea Detection Method Based on Improved 

Random Forest

Xiangkui Wan, Yang Liu, Liuwang Yang, Chunyan Zeng, Danni Hao* 

Hubei Key Laboratory for High-efficiency Utilization of Solar Energy and Operation Control of Energy Storage System, Hubei 

University of Technology, Wuhan, 430068, China 

 

 
Abstract—Random forest (RF) helps to solve problems such 

as the detection of sleep apnea (SA) by constructing multiple 

decision trees, but there is no definite rule for the selection of 

input features in the model. In this paper, we propose a SA 

detection method based on fuzzy C-mean clustering (FCM) and 

backward feature rejection method, which improves the 

sensitivity and accuracy of SA detection by selecting the optimal 

set of features to input to the random forest model. Firstly, FCM 

clustering is performed on the RR interval features of ECG 

signals, and then the backward feature rejection method is used 

to combine the intra-cluster tightness, inter-cluster separation 

and contour coefficient metrics to eliminate redundant features 

to determine the optimal feature set, which is then inputted into 

the RF to detect SA. The experimental results of this method on 

Apnea-ECG database data show that the SA detection accuracy 

is 88.6%, sensitivity is 90.5%, and specificity is 85.5%, and the 

algorithm can adaptively select a smaller number of more 

discriminative features through FCM to reduce the input 

dimensions and improve the accuracy and sensitivity of the RF 

model for sleep apnea detection. 

Keywords—Sleep apnea; fuzzy c-means; backward feature 

elimination method; random forest 

I. INTRODUCTION 

Sleep apnea (SA) leads to nocturnal hypoxia and 
hypercapnia, which makes elevated blood pressure and heart 
rate [1], and may lead to cardiovascular diseases such as 
hypertension, coronary artery disease, and cardiac arrhythmia, 
and even cause serious consequences such as heart failure and 
sudden death [2-3]. Studies have shown that SA is also 
associated with neurological disorders such as Alzheimer's, 
Parkinson's disease and depression. Owen, et al. first identified 
Alzheimer's-like amyloid plaques in the brains of people who 
are clinically proven to have obstructive SA [4]. Patients with 
SA in middle age are more likely to develop Alzheimer's 
disease in old age [5]. Parkinson's disease patients have 
degeneration in the brain stem area that controls breathing, 
which can cause reduced respiratory muscle function, and 
sleep-disordered breathing. Yang, et al. propose a method to 
detect Parkinson's disease and predict disease severity by 
breathing at night [6]. SA can also cause neurasthenia, which 
affects the classification of autistic patients using 
electroencephalography [7]. Therefore, timely, accurate and 
convenient detection of SA is of great significance. 

Scholars have carried out a lot of exploration and research 
in SA monitoring. Tagluk, et al. proposed a SA detection 
method based on wavelet transform and artificial neural 
network [8], which utilizes multi-resolution wavelet transform 

to decompose the abdominal breathing signal into multiple 
spectral components, and these spectral components are 
inputted into the artificial neural network to classify the SA 
condition of patients. However, detecting abdominal breathing 
often requires the use of larger devices, which impacts the 
patient's daily life. Mendez, et al. investigated a method for 
detecting SA based on empirical mode decomposition (EMD) 
and wavelet analysis (WA) of ECG signals [9], whereby 
features are extracted from the decomposition results, a heart 
rate variability time-domain measure and three additional 
nonlinear measures are used as inputs to a linear discriminant 
classifier. However, this method requires lot input feature 
parameters and complex computational model, thus the 
robustness needs to be improved. Iwasaki, et al. analyzed the 
adjacent R-wave intervals in the ECG signals and used a long 
and short-term memory model to detect SA [10]. Urtnasan, et 
al. proposed a deep learning architecture based on a 
convolutional neural network using a single-lead ECG signal 
for SA classification [11]. However, such deep learning models 
usually require multiple experiments to get the algorithm 
parameters and lack of interpretability. 

Among the commonly used machine learning algorithms, 
the random forest (RF) algorithm has been widely used in 
biomedical signal processing due to its ability to handle high-
dimensional data, capture nonlinear relationships, reduce the 
risk of overfitting, and possess the advantages of noise 
immunity [12-13]. The RF algorithm can also help to solve the 
problems of signal classification and anomaly detection [14-
15]. However, the RF algorithm has no definite rules for input 
features selection. Although the algorithm itself measures the 
contribution of each feature by means of feature importance 
assessment [16], this is only a relative metric, which does not 
reflect which features are absolutely important and should be 
selected. Selecting appropriate features is a relatively 
subjective process that depends on the specific dataset and 
problem domain [17]. 

To address the problem of how to select appropriate input 
features, this paper proposes a SA detection method based on 
Fuzzy C-means clustering (FCM) and backward feature 
rejection method, which selects appropriate input features 
through FCM clustering index, reduces the dimensionality of 
the input features, reduces the complexity of model training 
and prediction, and avoids too much noise and irrelevant 
information from causing model Interference. Feature selection 
allows the model to focus more on important features, thus 
better capturing patterns and relationships in the data and 
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improving the accuracy and sensitivity of the RF model for SA 
detection. 

The focus of this paper is to improve the random selection 
process of input features in the traditional RF method. FCM 
was applied to the input features, and the index of intra-cluster 
tightness, inter-cluster separation and contour coefficient of the 
samples were calculated. Combined with the method of reverse 
feature elimination, redundant features are eliminated to 
determine the optimal selection. Better classification accuracy 
of SA can be obtained by using only a small number of distinct 
features. The structure of this paper is as follows: Section II 
describes the data set and the method used in this paper, 
Section III is the experimental results and analysis, Section IV 
is the discussion, and Section V is the conclusion. 

II. MATERIALS AND METHODS 

A. Datasets 

Apnea-ECG database [18]: the database consists of 70 
records divided into a training set containing 35 records (a01 to 
a20, b01 to b05 and c01 to c10) and a test set of 35 records 
(x01 to x35). The individual records in the database range in 
length from seven to ten hours and are sampled at a frequency 
of 100 Hz. Each record consists of the ECG signal, a set of 
manual apnea annotations and a set of machine-generated QRS 
annotations. In addition, eight records (a01 to a04, b01, and 

c01 to c03) were accompanied by four additional signals: chest 
and abdominal respiratory signals obtained using respiratory 
inductive plethysmography, oronasal airflow and oxygen 
saturation recorded with nasal thermistor. 

B. Extracting ECG Signal Features 

SA causes changes in the autonomic nervous system and 
cardiovascular regulation, leading to prolongation or 
shortening of the RR interval [19]. In this paper, the Pan-
Tompkins algorithm was adapted to identify QRS wave 
clusters [20], and the RR interval was determined by the time 
difference between adjacent R peaks, and the feature 
information was extracted from the RR interval sequence. 

QRS wave detection: the raw ECG signals were processed 
in one-minute segments according to the annotation file. Per-
segment SA detection determines whether each one-minute 
segment is SA or normal, and it is an important basis for SA 
diagnosis in suspected patients [21]. Band-pass filtering, 
differential amplification, squaring operation, moving window 
integration and threshold detection were performed on each 
segment using the Pan-Tompkins algorithm to locate the R-
wave, as shown in Fig. 1. 

Feature extraction: combined with the results of literature 
[22-23], we per-formed feature extraction on the obtained RR 
intervals as shown in Table Ⅰ. 

 

Fig. 1. QRS wave detection of ECG signals. 
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TABLE I.  LIST OF RR INTERVAL FEATURES 

No Feature Description 

1 AVRR 
     

 

 
∑   

 

   

                               

The average of all RR intervals. 

2 SDRR 
     √

 

   
 ∑(      ̅̅ ̅̅ )

 
 

   

             

The standard deviation of all RR intervals. 

3 RMSSD 

      √
 

   
 ∑(         )

 
   

   

       

The root mean square value of the difference 

between all neighboring RR intervals. 

4 PRR 
                               

The peak value of all RR Intervals. 

5 PNN50 

      
    

 
                            

Percentage of the number of heartbeats where the 

difference between two neighboring RR intervals 

is greater than 50ms. 

6 KRR 

    
          

          
                       

The degree of bias and kurtosis of the RR interval 

signal. 

7 SDHR 
     

 

 
 √∑(         ̅̅ ̅̅ )

 
 

   

          

The standard deviation of heart rate. 

8 LHFHRatio 

          
  

  
                         

LF：Total power of 0.04 to 0.15Hz; HF：Total 

power of 0.15 to 0.4Hz. 

C. Determining the Best Subset of Features 

There is redundancy among the RR interval features, which 
affects the accuracy of classification [24-25], therefore feature 
selection is needed before classification. The backward feature 
elimination method used in this paper is a kind of greedy 
algorithm [26], which and obtains a feature set that has the 
smallest number of features and the highest correct 
classification rate. The specific process of the method is 
described as follows: 

 Initialization: Determine the complete feature set 
containing all features. 

 Random feature elimination: Randomly eliminate one 
feature from the feature set to form a new feature set. 

 FCM feature clustering [27]: It make the new feature 
sample into n fuzzy clusters                 . 
Utilizing the fuzzy cluster’s degrees of membership 
ranging from 0 to 1, iteratively optimize the objective 
function S to find the minimum value. 

                ∑ ∑      
      

      
   

 
    (9) 

{
 
 

 
 
   ∑      

   
 
    ∑      

  
   

      ∑  
   

   
 

 

    
   

∑    
 
     

       
           

 (10) 

   denotes the clustering centroid of the ith class;     
denotes the degree of membership between the kth 
sample and the ith class;     denotes the euclidean 
distance between the center of the ith class and sample 

 . Compare the degree of membership    
   

and    
     

, 

if     
     

    
   

    (the given sensitivity threshold), 

it means that the objective function S has reached the 
minimal value, and the final clustering result has been 
obtained; otherwise, continue iterating until the 
convergence condition is satisfied. 

 Calculate the clustering metrics: calculate the average 
intra-cluster compactness (AIC), average inter-cluster 
separation (AIS) and average silhouette coefficient 
(ASC) for each cluster. 

 AIC indicates the degree of compactness of the sample 
points within the FCM clusters. The lower the value, 
the more compact the sample points within the clusters. 

{
    

 

 
 ∑   

          

   
 

   
 ∑        

   

  (11) 

 Where   is the number of samples in the cluster,   is 
the number of clusters, and        is the distance 
between the     sample and the     sample, and    
denotes the average distance of each data point to the 
clustering center. 

 AIS measures the separation between different clusters, 
and higher values indicate higher separation between 
different clusters, clearer boundary between clusters. 

{
    

 

 
 ∑   

         

   
 

      
 ∑          

   

     (12) 

 Here,          is the distance between the center of the 
    cluster and the center of the     cluster, and    
denotes the average distance between two clustering 
centers. 

 AIS measures the separation between different clusters, 
and higher values indicate higher separation between 
different clusters, clearer boundary between clusters. 

    
 

 
 ∑   

   
           

                
  (13) 

 Here,   is the total number of samples,       average 
distance between sample point   and all the samples in 
the nearest cluster, and       denotes the average 
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distance between sample point   and the other samples 
within the same cluster. 

 Determine the best feature subset: It compare the 
clustering metrics before and after the removal of 
features, if the metrics after the removal of features are 
increased, then continue to perform steps (2) ~ (4); 
otherwise, keep the feature. Go through remaining 
features until all the corresponding metrics are reduced, 
then stop the search process and determine the set of 
features before removal as the best feature subset. 

 The overall flow chart of the backward feature 
elimination method is shown in Fig. 2. 

D. Detecting Sleep Apnea 

The best feature subset determined from the last step was 
used as input to the RF classifier, and the classification 
accuracy of SA was calculated using the 10-fold cross 
validation method and the confusion matrix. 

 Extraction of the best feature subset. From the best 
feature subset D, n samples (sub-training set) are drawn 
randomly with put-back to form a new training set as 
samples at the root node of the decision tree. The 
remaining samples form the out-of-bag dataset (OOB) 
as the final test set. 

 Attribute selection. Assume each sample has   
attributes, m attributes are randomly selected from these 

  attributes when each node of the decision tree needs 
to be split (where m is less than  ). 

 Calculate the Gini index and node splitting. Assume   
is an attribute of data set  . Attribute   has   different 
values            . Under the condition        
        , the dataset   is partitioned into two parts    
and   , and the Gini index of this partition is: 

    (      )  
|  |

 
   ∑ (

|  |

 
)
  

   
  

|  |

 
   

∑ (
|  |

 
)
 

 
 

   
 (14) 

 Select the attribute with the smallest Gini index and its 
corresponding splitting node as the optimal attribute 
and optimal splitting node, generate two child nodes, 
and distribute the remaining training data into the two 
child nodes. 

 Construct a random forest. Repeat step (3) in the sample 
subset of each child node, and recursively perform node 
splitting until all leaf nodes are generated; repeat (2) to 
(4) to obtain   different decision trees. 

 Sleep apnea detection. Each decision tree performs a 
10-fold cross validation calculation for each piece of 
data in the test set, and the category with the most votes 
in k classification results is the final category for that 
sample. 

Initial subset of features

Random eliminating 

one of the features

Calculation of FCM 

clustering metrics

Eliminate this feature to 

form a new set of features

Whether the values of 

the clustering metrics 

all increase

Stop eliminating the feature

Keep the current feature set

Y

N

Determine the best 

subset of features

Y

NWhether all features are 

traversed

 
Fig. 2. Flowchart of backward feature elimination method. 
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E. Evaluation Criteria 

The performance of the method was evaluated by 
calculating the metrics of accuracy, sensitivity and specificity 
for SA detection through a confusion matrix. 

        
     

           
     (15) 

            
  

     
  (16) 

            
  

     
  (17) 

Where TP denotes the number of true samples classified as 
positive (true positive); TN denotes the number of true samples 
classified as negative (true negative); FP denotes the number of 
false samples classified as positive (false positive); and FN 
denotes the number of false samples classified as negative 
(false negative). 

III. RESULTS 

In this paper, 70 records from the Apnea-ECG database are 
used as experimental samples, and each ECG signal of these 
records is segmented into one-minute segment by annotation 
file. The RR interval features of ECG signals are extracted by 
Pan-Tompkins algorithm. The best subsets of features are 
selected using the backward feature elimination method as: 
AVRR, RMSSD, PRR and KRR. 

In Fig. 3, by visualizing the membership matrix U, the 
membership distribution of the data points between the clusters 
before and after the removal of features are illustrated. The 
data membership distribution in Fig. 3(a) is more centralized, 
and the feature points have fuzzy attribution relationships 
among multiple clusters, which make it difficult to be clearly 
classified into specific clusters. In contrast, the distribution of 
data membership in Fig. 3(b) is more dispersed, and the 
attribution of feature points is more explicit and differentiated. 

Features with greater divergence are more favorable, since 
they allow the classifier capture and represent the characteristic 
patterns of different types of SA events with higher accuracy. 

The average intra-cluster tightness, average inter-cluster 
separation, and average contour coefficient were calculated 
before and after the removal of the features, and the two sets of 
features were input into RF classifier to evaluate the SA 
detection accuracy, as shown in Table Ⅱ, respectively: 

The above four RR period features were matched with 
apnea labels to reconstruct the database as input to the RF 
classifier, and the classification accuracy of SA detection is 
calculated using the 10-fold cross validation method and the 
confusion matrix. The performance comparison with existing 
studies using the Apnea-ECG dataset is given in Table Ⅲ. 

  
(a) Visualization of the affiliation matrix for 8 features (b) Visualization of the affiliation matrix for 4 features 

Fig. 3. Visualization results of the affiliation matrix of RR interval features. 

TABLE II.  COMPARISON OF CLUSTERING METRICS AND SA CLASSIFICATION PERFORMANCE BEFORE AND AFTER FEATURE REMOVAL 

Subset of features Feature number AIC AIS ASC Acc (%) Sen (%) Spe (%) 

Features before elimination 8 98.42 232.65 0.58 87.7 89.1 85.3 

Features after elimination 4 190.44 816.17 0.77 88.6 90.5 85.5 

TABLE III.  COMPARISON OF SA DETECTION ACCURACY OF DIFFERENT METHODS 

Method Feature number Acc (%) Sen (%) Spe (%) 

WA+HT [9] 40 90.5 84.9 93.7 

EMD+RAS [9] 20 88.9 80.6 94.4 

MLP [28] 18 81.4 74.3 85.7 

SVM [29] 11 85.6 79.1 88.9 

Proposed method 4 88.6 90.5 85.5 
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IV. DISCUSSION 

As shown in Table Ⅱ, the feature clustering metrics are all 
increased by using backward feature elimination, indicating 
that the optimal feature subset has greater variability and 
differentiation, which is consistent with the visualized 
membership matrix in Fig. 3 Inputting the features after 
elimination to the RF classifier yields a classification with 
higher accuracy, sensitivity, and specificity, it is shown that the 
method adaptively removes irrelevant features and reduces the 
dimensionality of the input features so that the RF classifier 
can better capture patterns and relationships in the data and 
improve the accuracy of the detection of SA. 

Table Ⅲ compares the SA detection results of different 
methods. Although the method based on WA and Hilbert 
transform can achieve the detection accuracy of up to 90.5%, 
the number of features used in it is as high as 40, which 
undoubtedly increases signal pre-processing process and the 
overall algorithm complexity. The methods based on EMD and 
redistributed spectra require half the number of features to 
achieve similar results, indicating that the nonlinear features 
calculated by the former do not play an important role in 
classification [9]. The number of hidden layers and neurons in 
the Multilayer Perceptron classifier depends on experience, and 
the detection accuracy of sleep apnea is only 81.4%. Support 
Vector Machine also has problems with optimization of 
regularization coefficient and kernel function parameters. 
Compared with the above method, the number of features used 
by SA is the least, but the detection performance is not ideal. 

Under the same dataset, the accuracy of our method for SA 
detection is 88.6%, sensitivity is 90.5% and specificity is 
85.5%. It outperforms other existing methods in terms of 
sensitivity, high sensitivity means that the model can detect as 
many true apnea events as possible, reducing the possibility of 
underreporting, and is comparable to WA and EMD methods 
in terms of accuracy. This method reduces the computation and 
storage requirements by selecting fewer and more 
discriminative features using the FCM method. Moreover, it 
improves the model's sensitivity to key information and 
enhances the robustness of the model. 

The discussion and evaluation of proposed algorithm on 
different data sets will be carried out in the future. Driving by 
the need of integrating the algorithm into wearable devices, 
how to further improve the running speed and efficiency of the 
algorithm is our improving direction. 

V. CONCLUSION 

In this paper, an improved RF-based SA detection method 
is proposed. FCM and backward feature elimination method 
are used to select the RR interval features of ECG signals. And 
a small number of the best feature subsets with obvious 
differences are obtained as inputs to the RF classifier, which 
improve the sensitivity of the RF model to key information and 
obtain a better SA detection accuracy. 
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Abstract—Anomaly detection in network data is a critical task 

in various domains, and graph-based approaches, particularly 

Graph Convolutional Networks (GCNs), have gained significant 

attention in recent years. This paper provides a comprehensive 

analysis of anomaly detection techniques, focusing on the 

importance and challenges of network anomaly detection. It 

introduces the fundamentals of GCNs, including graph 

representation, graph convolutional operations, and the graph 

convolutional layer. The paper explores the applications of GCNs 

in anomaly detection, discussing the graph convolutional layer, 

hierarchical representation learning, and the overall process of 

anomaly detection using GCNs. A thorough review of the 

literature is presented, with a comparative analysis of GCN-

based approaches. The findings highlight the significance of 

graph-based techniques, deep learning, and various aspects of 

graph representation in anomaly detection. The paper concludes 

with a discussion on key insights, challenges, and potential 

advancements, such as the integration of deep learning models 

and dynamic graph analysis. 

Keywords—Anomaly detection; deep learning; dynamic graphs; 

Graph Convolutional Networks (GCNs); Graph Neural Networks 

(GNNs); network data 

I. INTRODUCTION 

Graph anomaly detection has gained significant attention 
in various domains, including insider threat detection, fraud 
detection, and network security [1]. The increasing prevalence 
of complex network data, such as social networks, financial 
transactions, and blockchain networks, has posed challenges 
for traditional anomaly detection approaches in capturing the 
inherent structural dependencies and contextual information 
encoded in graph-structured data [2]. As a result, there has 
been a growing interest in leveraging deep learning 
techniques, particularly graph convolutional networks 
(GCNs), to address these limitations and achieve more 
effective anomaly detection [3]. The primary objective of 
graph anomaly detection is to identify abnormal patterns, 
behaviors, or entities within a given graph. This involves 
analyzing the connections, relationships, and attributes of the 
nodes and edges in the graph to distinguish between normal 
and anomalous instances [4]. Deep learning-based approaches, 
especially GCNs, have shown promising results in capturing 
the complex dependencies and learning meaningful 
representations from graph-structured data [2]. 

In this paper, we aim to provide a comprehensive 
introduction to graph anomaly detection, with a particular 
focus on GCN-based methods. We will discuss the 
foundational concepts and techniques in anomaly detection, 
highlighting the unique challenges posed by graph-structured 

data. Additionally, we will look into the advancements made 
in the field, with a specific focus on the utilization of GCNs 
for modeling and analyzing graphs. We will explore how 
GCNs leverage graph convolutions to propagate information 
between nodes, enabling them to capture both local and global 
structural information. 

This study analyzes the field of graph-based anomaly 
detection in network data in the subsequent sections, 
beginning with the background and motivation in Section II. 
Section III explores the details of anomaly detection in 
network data, establishing the foundation for an in-depth 
comprehension of its complexities. Section IV then expands 
on the fundamental backbone of this study, Graph 
Convolutional Networks (GCNs), providing insights into its 
structure and pivotal role in anomaly detection. Section V, 
describes the methodology used for analysis. Section VI then 
presents a comprehensive overview of the existing literature, 
focusing on GCN-based techniques and their comparative 
analysis. Section VII summarizes the findings and conclusions 
obtained from the review and the discussion section VIII 
discusses the essential insights, limitations, and issues 
encountered in graph-based anomaly detection, answering the 
three research questions of this study. Section IX provides a 
concise summary of the findings and future research 
prospects. Finally, in Section X, the conclusion summarizes 
the findings and implications established during the study. 

II. BACKGROUND AND MOTIVATION 

Graph anomaly detection has emerged as a critical task in 
various domains, including network security, fraud detection, 
and anomaly monitoring in dynamic systems. Traditional 
methods often rely on handcrafted features or statistical 
techniques, which may lack the ability to capture complex 
patterns and hidden anomalies. In recent years, the advent of 
deep learning and graph convolutional networks (GCNs) has 
provided new opportunities for more effective and automated 
graph anomaly detection [1] [5]. 

The motivation behind this research stems from the 
growing need to develop advanced techniques that can 
effectively detect anomalies in complex graph-structured data. 
With the increasing scale and complexity of real-world 
networks, there is a pressing demand for anomaly detection 
methods that can handle large-scale graphs and capture 
intricate relationships between entities [4] [45]. By leveraging 
the power of GCNs and deep learning, it is possible to extract 
high-level representations from graphs and capture both local 
and global patterns, leading to more accurate and robust 
anomaly detection [6]. 
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III. ANOMALY DETECTION IN NETWORK DATA 

A. Overview of Anomaly Detection Techniques 

Anomaly detection is a critical task in network data 
analysis, aiming to identify abnormal patterns or behaviors 
that deviate from the expected norm. Various techniques have 
been proposed to tackle this problem. Traditional approaches 
include statistical methods, clustering algorithms, and rule-
based systems [1] [2]. However, these methods often struggle 
to capture complex dependencies and subtle anomalies in 
large-scale network data. Recent advancements in deep 
learning and graph theory have led to the emergence of novel 
anomaly detection techniques that leverage the structural 
information of networks. These techniques have shown 
promising results in detecting anomalies in diverse domains, 
including cybersecurity, fraud detection, and insider threat 
detection [5]. 

B. Importance and Challenges of Network Anomaly Detection 

Network anomaly detection plays a vital role in 
maintaining the security and integrity of network systems. 
Anomalies in network data can indicate malicious activities, 
system failures, or emerging threats. However, detecting 
anomalies in complex networks poses several challenges. 
First, networks often exhibit dynamic behavior, making it 
difficult to distinguish between normal fluctuations and 
anomalous events [6]. Second, network data is high-
dimensional and heterogeneous, containing various attributes 
and interdependencies. Third, anomalies can manifest in 
different forms, such as structural changes, attribute 
deviations, or unusual patterns. These challenges highlight the 
need for advanced anomaly detection techniques that can 
effectively capture the complex characteristics of network data 
and adapt to evolving network dynamics [7] [8] [9]. 
Furthermore, the work of [11] proposes new approaches to 
address these challenges. 

C. Graph-based Anomaly Detection Methods 

Graph-based anomaly detection methods have gained 
significant attention due to their ability to model and exploit 
the inherent structure of network data. These methods 
represent network data as graphs, where nodes represent 
entities (e.g., users, devices) and edges capture relationships or 
interactions. By leveraging graph theory and network analysis 

techniques, graph-based anomaly detection methods can 
effectively capture local and global dependencies, identify 
abnormal patterns, and distinguish between different types of 
anomalies [12]. These methods often utilize graph-based 
features, such as node degrees, clustering coefficients, and 
centrality measures, to detect anomalies [5]. Furthermore, [21] 
introduced a novel graph-based anomaly detection algorithm 
that incorporates additional attributes and contextual 
information associated with nodes and edges. 

D. Introduction to Graph Convolutional Networks (GCNs) 

Graph Convolutional Networks (GCNs) have emerged as a 
powerful deep learning technique for graph-based anomaly 
detection [13]. GCNs extend convolutional neural networks 
(CNNs) to operate directly on graph-structured data. They 
leverage a localized aggregation scheme, where each node 
aggregates information from its neighboring nodes, capturing 
the graph's structural properties. By stacking multiple graph 
convolutional layers, GCNs can capture hierarchical 
representations of the network data [14]. This hierarchical 
representation allows GCNs to learn discriminative features 
and identify anomalous patterns in the network. Moreover, 
GCNs can handle attributed graphs, where additional features 
are associated with nodes or edges, enabling the integration of 
both structural and attribute information for more accurate 
anomaly detection [11] [16]. The researchers in [41] propose 
an enhanced version of GCNs for graph-based anomaly 
detection. 

IV. GRAPH CONVOLUTIONAL NETWORKS (GCNS) 

A. Fundamentals of Graph Convolutional Networks (GCNs) 

Graph Convolutional Networks (GCNs) have emerged as a  
powerful deep learning technique for analyzing graph-
structured data. GCNs extend the convolutional operation 
from regular grids, such as images, to irregular graph 
structures, enabling effective representation learning and 
analysis of complex relational data [48]. Graph Convolutional 
Networks provide a powerful framework for learning 
representations and analyzing graph-structured data. Through 
graph convolutional layers, spectral-based or spatial-based 
approaches, and effective training techniques, GCNs enable 
deep learning on complex relational data, offering promising 
solutions in diverse application domains [47] [49]. 

 

Fig. 1. Graph Convolutional Network (GCN) applied to a sample graph.



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

603 | P a g e  

www.ijacsa.thesai.org 

B. Graph Representation 

A graph is a mathematical representation that consists of 
nodes and edges, where nodes represent entities or elements, 
and edges capture relationships or connections between nodes. 
Graphs are widely used to model various real-world systems, 
such as social networks, citation networks, and biological 
networks. Formally, a graph can be represented as G = (V, E), 
where V denotes the set of nodes and E represents the set of 
edges connecting pairs of nodes [47]. 

C. Graph Convolutional Operations 

The core operation in GCNs is the graph convolution, 
which generalizes the convolutional operation to graph-
structured data. In traditional convolutional neural networks 
(CNNs), convolutions are performed on regular grids using 
fixed-size filters. In contrast, GCNs leverage the graph 
structure to define a neighborhood aggregation scheme. Given 
a graph G = (V, E) with node features X∈R

N×D
, where N is the 

number of nodes and D is the feature dimension, the graph 
convolution operation aims to update the node representations 
by aggregating information from their neighboring nodes [48]. 

D. Graph Convolutional Layer 

The graph convolutional layer is the building block of 
GCNs. It combines the graph convolution operation with non-
linear transformations to learn expressive node 
representations. The output of a graph convolutional layer can 
be computed as H = σ(AXW), where H∈R

N×F
 is the output 

matrix of node representations, A is the adjacency matrix that 
encodes the graph structure, X is the input node feature 
matrix, W is the learnable weight matrix, and σ denotes the 
activation function. By iteratively stacking multiple graph 
convolutional layers, GCNs can capture increasingly complex 
and abstract features [48]. 

E. Spectral-based and Spatial-based Approaches 

GCNs can be categorized into spectral-based and spatial-
based approaches based on the underlying mathematical 
framework. Spectral-based GCNs leverage the graph 
Laplacian matrix to transform the graph convolution operation 
into the spectral domain, where the eigenvectors of the 
Laplacian matrix serve as the basis for filtering the node 
features. Spatial-based GCNs, on the other hand, operate 
directly on the spatial relationships between nodes without 
relying on the eigenvalue decomposition. They typically 
employ local neighborhood aggregation schemes to capture 
information propagation on the graph [45] [46]. 

F. Training and Learning 

GCNs are trained using labeled data through a supervised 
learning process. The training objective typically involves 
minimizing a loss function that measures the discrepancy 
between the predicted labels and the ground truth labels. To 
mitigate overfitting and enhance generalization, regularization 
techniques such as dropout and weight decay can be applied. 
Moreover, the backpropagation algorithm, coupled with 
gradient descent optimization, is employed to update the 
parameters of the GCN model iteratively [48]. 

G. GCNs in Anomaly Detection 

Graph Convolutional Networks (GCNs) have gained 
significant attention in anomaly detection due to their ability 
to capture complex relational information and extract 
meaningful features from graph-structured data. GCNs 
leverage graph convolution operations to propagate 
information among nodes and learn node representations that 
encode both local and global structural characteristics of the 
graph. By exploiting the relational dependencies encoded in 
the graph, GCNs can effectively capture complex patterns and 
identify anomalies that would be challenging to detect using 
traditional methods. Several studies have demonstrated the 
effectiveness of GCNs in anomaly detection across various 
domains, such as insider threat and fraud detection [1], 
Ethereum blockchain network [5], and network anomaly 
detection [7]. Researchers have explored techniques like 
adaptive graph convolutional layers, local and global 
aggregation strategies [4], data augmentation [8], and 
community detection [9] to enhance the performance of GCNs 
in anomaly detection. Continued research aims to develop 
novel GCN architectures and techniques to further improve 
accuracy and robustness in diverse application domains. 

Fig. 1 represents a Graph Convolutional Network (GCN) 
model applied to a sample graph. The visualization consists of 
three subplots: the input layer, the hidden layer, and the output 
layer. In the input layer, nodes are shown as circles with light 
blue colors representing the input features. In the hidden layer, 
nodes are colored based on the features extracted by the GCN 
model using the 'coolwarm' colormap. Finally, in the output 
layer, nodes are colored according to the predicted class labels 
using the 'Set1' colormap. This visualization helps understand 
how the GCN model transforms the input features, captures 
meaningful representations in the hidden layer, and makes 
predictions in the output layer, providing insights into the 
model's inner workings. Anomaly detection using GCNs 
involves computing anomaly scores, which quantify the 
likelihood of an anomaly, by comparing predicted 
representations with reconstructed representations. Training 
on labeled data allows GCNs to learn normal patterns and 
discriminate between normal instances and anomalies. The 
mathematical equations that underpin GCN-based anomaly 
detection provide a formal framework for understanding the 
key components of the approach. 

1) Graph convolutional layer: Node Representation 

Update: The update rule for a single graph convolutional layer 

can be defined as: 

  
     

   (∑   
   

 
   

) (1) 

Here, 

   
   

 represents the representation of node v at layer l, 

 
   

denotes the learnable weight matrix at layer l, 

  is an activation function, and the sum is taken over the 
neighboring nodes u of v. 

2) Hierarchical representation learning: Stacked Graph 

Convolutional Layers: Multiple layers of graph convolutions 
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can be stacked to capture increasingly complex patterns and 

higher-order relationships. The hierarchical representation 

learning can be expressed as, 

  
   

        
     

    (2) 

Here, 

  
   

 represents the final representation of node v after L 
layers of graph convolutions, 

GCN denotes the graph convolutional operation, and 

A is the adjacency matrix representing the graph structure. 

3) Anomaly detection anomaly score calculation: 

Anomaly detection can be performed by computing anomaly 

scores for nodes based on their predicted representations and 

reconstructed representations. The anomaly score can be 

calculated as: 

        
   

   
    

   (3) 

Here, 

   represents the anomaly score assigned to node v, 

  
   

 is the predicted representation of node v using the 
GCN, 

  
    

 is the reconstructed representation of node v, and 

f is a function that measures the difference between the 
predicted and reconstructed representations. 

 
Fig. 2. Bar chart visualization of the anomaly detection results, allowing for 

quick identification of nodes with higher anomaly scores and potential outliers 

in the graph. 

Fig. 2 provides a visualization of anomaly scores for each 
node in the graph. The x-axis represents the nodes, numbered 
from 0 to 9, and the y-axis represents the anomaly scores. The 
height of each bar corresponds to the anomaly score of the 
respective node. 

The blue bars in the chart represent the anomaly scores of 
the nodes, indicating the level of deviation from the expected 
pattern. Higher bars indicate higher anomaly scores, 
suggesting nodes with more significant deviations. The red 
dashed line represents the anomaly threshold, separating the 
nodes into normal and anomalous categories. Nodes above the 
threshold are considered anomalous, while nodes below the 
threshold are considered normal. 

4) Training and evaluation training on labeled data: 

GCNs can be trained on a labeled dataset containing normal 

and anomalous instances to learn to distinguish between them. 

The training objective can be defined as: 

   ∑               
   

     (4) 

Here, Loss is a loss function that compares the predicted 
labels y_v^  with the ground truth labels, and the sum is taken 
over all nodes in the training dataset. 

V. METHODOLOGY 

This systematic literature review (SLR) follows the 
Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) [10] guidelines to investigate the topic of 
"Graph Anomaly Detection with Graph Convolutional 
Networks." Fig. 3 shows the PRISMA flow diagram. The 
purpose of this SLR is to provide a comprehensive analysis 
and synthesis of the existing literature on the application of 
graph convolutional networks (GCNs) for detecting anomalies 
in graph-structured data. 

A. Research Questions 

The following research questions guide this review: 

RQ1. What are the current approaches and techniques for 
graph anomaly detection using GCNs? 

RQ2. What are the challenges and limitations of existing 
GCN-based graph anomaly detection methods? 

RQ3. What are the emerging trends and future directions 
in this field? 

B. Search Strategy  

Our search strategy, which initially relied on automated 
techniques using logical operators, was followed by rigorous 
manual curation. We have exercised our expertise to select 
articles that met our stringent criteria for quality and 
relevance. This dual approach ensures the inclusion of the 
most relevant and high-quality sources. A systematic search 
was conducted in major academic databases, including IEEE 
Xplore, ACM Digital Library, Springer, Elsevier, Scopus, and 
Google Scholar. The search terms used included variations of 
"graph anomaly detection," "graph convolutional networks," 
"graph neural networks," and "anomaly detection in graph 
data." The search was limited to articles published between 
2019 and 2023. 
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Fig. 3. PRISMA flow diagram. 

C. Study Selection 

The inclusion and exclusion criteria were defined to ensure 
the relevance and quality of the studies. Included studies were 
required to: 

 Focus on the application of GCNs for graph anomaly 
detection. 

 Present novel methodologies, techniques, or 
frameworks. 

 Include evaluation metrics and datasets. 

 Be published in peer-reviewed journals or conference 
proceedings. 

Studies that did not meet the inclusion criteria, such as 
review articles, tutorials, or studies unrelated to graph 
anomaly detection, were excluded. 

D. Data Extraction 

Data from the selected studies were extracted using a 
standardized form. The extracted information included: 

 Author(s) and publication details. 

 Key contributions. 

 Methodologies, techniques, and algorithms used. 

 Datasets employed for evaluation. 

 Evaluation metrics and performance results. 

 Limitations and future research. 

E. Data Synthesis 

A qualitative synthesis was performed to analyze the 
findings from the selected studies. The key themes, 
methodologies, challenges, and trends in graph anomaly 
detection with GCNs were identified. The studies were 
analyzed to identify commonalities, differences, and gaps in 
the existing literature. 

F. Quality Assessment 

The quality and rigor of the selected studies were assessed 
using predefined criteria. The criteria included aspects such as 
research design, clarity of methodology, use of appropriate 
datasets, and statistical analysis. 

G. Results Presentation 

The findings of this SLR will be presented in a narrative 
format, organized thematically based on the identified 
research areas, methodologies, challenges, and trends. The 
results will be accompanied by tables, figures, and visual 
representations to enhance understanding and facilitate 
comparisons. 

H. Limitations 

The limitations of this SLR include potential publication 
bias, language limitations, and the possibility of missing 
relevant studies despite the comprehensive search strategy. 

VI. REVIEW OF LITERATURE 

A. Overview of Selected Studies 

Anomaly detection has become a critical task in various 
domains, such as cybersecurity, finance, healthcare, and 
industrial systems. Researchers have been investigating the 

 

Articles identified through database search, n= 
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Articles identified through other sources, n= 

46 

Articles excluded,      n = 160 

Articles after duplicates removed,        n = 224 

Full-text articles excluded with reason, n = 

25 
Out of scope =9 

Insufficient detail = 11 
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Articles screened,     n= 224 

Full-text articles considered for inclusion,  n 
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use of graph-based methods for anomaly detection, leveraging 
the power of graph neural networks (GNNs) and deep learning 
techniques. A comprehensive survey by [2] provides an 
extensive overview of graph anomaly detection with deep 
learning, highlighting the advancements and challenges in this 
field. Several studies have focused on leveraging GNNs for 
anomaly detection, such as the work by [1], who proposed 
using graph convolutional networks (GCNs) for insider threat 
and fraud detection. The researchers in [3] also explored graph 
anomaly detection with graph neural networks, discussing the 
current state and challenges in this area. Various approaches 
have been proposed to enhance the performance of graph 
anomaly detection. For instance, Ding and Li (2022) presented 
AnoGLA, an efficient scheme for improving network anomaly 
detection, while [5] developed a graph deep learning-based 
anomaly detection model specifically for Ethereum blockchain 
networks. The researchers in [6] introduced graph fairing 
convolutional networks for anomaly detection, aiming to 
address the fairness issue in graph-based models. The 
researchers in [7] proposed a rethinking of graph neural 
networks for anomaly detection, exploring novel architectures 
and techniques. The researchers in [8] developed DAGAD, a 
data augmentation method for graph anomaly detection, to 
enhance the performance of anomaly detection models. 
Furthermore, researchers have focused on incorporating 
domain-specific features and knowledge into graph anomaly 
detection. The researchers in [9] proposed COMGA, a 
community-aware attributed graph anomaly detection method 
that considers community structures in graphs. The 
researchers in [11] introduced GCCAD, a graph contrastive 
learning approach for anomaly detection, which leverages the 
contrastive learning framework. The researchers in [13] 
developed a high accuracy and adaptive anomaly detection 
model using a dual-domain graph convolutional network for 
insider threat detection. The researchers in [18] proposed 
Guard Health, a secure data management system that 
combines blockchain technology with graph convolutional 
networks for anomaly detection in smart healthcare. The 
literature also includes studies focusing on temporal aspects of 
graph anomaly detection. For example, the paper [19] 
addressed motif-level anomaly detection in dynamic graphs, 
while [21] proposed structural temporal graph neural networks 
for anomaly detection in dynamic graphs. The researchers in 
[41] introduced a multi-scale contrastive learning network 
with augmented view for graph anomaly detection. The 
researchers in [39] presented a synergistic approach that 
combines pattern mining and feature learning for graph 
anomaly detection. The researchers in [44] explored 
addressing heterophily in graph anomaly detection by 
considering the graph spectrum. 

These selected studies highlight the diverse approaches 
and advancements in graph anomaly detection using deep 
learning techniques. From leveraging GNNs and GCNs to 
incorporating domain-specific knowledge and addressing 
temporal aspects, researchers are continuously striving to 
improve the accuracy and effectiveness of graph-based 
anomaly detection methods. 

B. Comparative Analysis of GCN-based Approaches 

A comprehensive comparative analysis of various Graph 
Convolutional Network GCN-based approaches for anomaly 
detection is presented in this section. The analysis is 
conducted in a tabular format, considering several key 
parameters to evaluate and compare the different approaches. 
The parameters include the reference source, graph type, 
method, category, objective function employed, measurement 
metrics used for evaluation, and the outputs of the approaches. 
This comparative analysis provides insights into the 
similarities, differences, and effectiveness of different GCN-
based approaches in addressing anomaly detection tasks. By 
examining these parameters, we aim to identify the strengths 
and limitations of each approach, facilitating a better 
understanding of their performance and applicability in real-
world scenarios. 

Table I provides an analysis of various studies focused on 
anomaly detection using graph-based approaches. It includes 
information about the types of graphs used, specific methods 
employed, categories of anomaly detection, objective 
functions used measurement metrics for evaluation, and the 
outputs of these approaches. The table offers a comprehensive 
overview of different studies, highlighting their techniques, 
evaluation criteria, and intended applications. These studies 
utilize diverse types of graphs, such as attribute graphs, social 
graphs, blockchain transaction graphs, dynamic graphs, etc., 
and employ methods like Graph Convolutional Networks 
(GCNs), graph deep learning, community-aware attributed 
graph anomaly detection, contrastive learning, among others. 
The evaluation metrics primarily consist of precision, recall, 
F1-Score, AUC-ROC, and accuracy, showcasing the 
effectiveness of these approaches in detecting anomalies 
across various domains and graph types. 

C. Gaps in the Existing Literature 

The existing scenario of graph-based anomaly detection 
has advanced significantly, employing machine learning, 
specifically Graph Convolutional Networks (GCNs), to 
identify complex relationships and patterns. However, 
persistent constraints highlight critical gaps in existing 
literature. Scalability concerns [39] exist in large-scale graph 
processing, demanding more efficient techniques for real-time 
anomaly detection. The reliance on domain expertise [1] to 
perform feature engineering poses challenges, reducing 
detection accuracy. Existing approaches are mostly focused on 
static graphs, making it difficult to capture dynamic patterns 
adequately [27]. Heterogeneous graph structures [4] present 
modeling and analysis challenges, requiring advanced 
integration of various data sources. Furthermore, the 
interpretability [9] of graph-based models, such as GCNs, is 
still a challenge. These challenges and limitations will be 
examined in detail in the subsequent section. Addressing these 
limitations represents a significant gap in current 
understanding, necessitating the development of novel 
methodologies to improve scalability, reduce dependability on 
expertise, manage dynamic graphs effectively, accommodate 
heterogeneous structures, and enhance model interpretability, 
establishing the possibility of robust anomaly detection in 
real-world scenarios. 
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TABLE I. ANALYSIS OF INCLUDED STUDIES 

Reference Graph Type Method Category Objective Function Measurement Outputs 

Jiang et al. 

(2019) [1] 
Attribute Graph 

Graph Convolutional 

Networks (GCNs) 

Insider Threat, 

Fraud 

Binary Cross-Entropy 

Loss 

Accuracy, 

Precision, Recall, 
F1-Score 

Anomaly 

Detection 

Ding & Li (2022) 

[4] 
Social Graph 

AnoGLA: Graph Link 

Anomaly Detection 

Anomaly 

Detection 

Link Anomaly 

Detection, Modularity 
Maximization 

AUC-ROC, F1-

Score 

Link Anomaly 

Detection 

Patel et al. (2020) 
[5] 

Blockchain 

Transaction 

Graph 

Graph Deep Learning 
Anomaly 
Detection 

Reconstruction Error 
Precision, Recall, 
F1-Score 

Anomaly 
Detection 

Mesgaran & 

Hamza (2020) 

[6] 

Attribute Graph 
Graph Fairing Convolutional 
Networks (GFCNs) 

Anomaly 
Detection 

Reconstruction Error 
Precision, Recall, 
F1-Score 

Anomaly 
Detection 

Liu et al. (2022) 

[8] 

Attributed Graph, 

Temporal Graph 

Data Augmentation for Graph 
Anomaly Detection 

(DAGAD) 

Anomaly 

Detection 

Reconstruction Loss, 
Discriminative Loss, 

Triplet Loss 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Luo et al. (2022) 

[9] 
Attributed Graph 

Community-aware attributed 
graph anomaly detection 

(COMGA) 

Anomaly 

Detection 

Reconstruction Loss, 
Discriminative Loss, 

Entropy Regularization 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Chen et al. 

(2022) [11] 
Attributed Graph 

Graph Contrastive Learning 

(GCCAD) 

Anomaly 

Detection 

Contrastive Loss, 

Reconstruction Loss 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Ding et al. (2019) 

[12] 
Attributed Graph 

Deep Anomaly Detection on 

Attributed Networks 

Anomaly 

Detection 
Reconstruction Loss 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Li et al. (2023) 

[13] 

Dual-Domain 

Graph 

Dual-Domain Graph 

Convolutional Network (DD-
GCN) 

Insider Threat 

Detection 

Binary Cross-Entropy 

Loss 

Accuracy, 

Precision, Recall, 
F1-Score 

Anomaly 

Detection 

Wu et al. (2022) 

[14] 

Industrial IoT 

Graph 

Graph Neural Networks 

(GNNs) 

Anomaly 

Detection 
Reconstruction Loss 

Accuracy, 

Precision, Recall, 
F1-Score 

Anomaly 

Detection 

Cao et al. (2022) 

[15] 
Video Graph 

Adaptive Graph 

Convolutional Networks 
(AGCN) 

Anomaly 

Detection 
Reconstruction Loss 

Accuracy, 

Precision, Recall, 
F1-Score 

Anomaly 

Detection 

Ma et al. (2022) 

[2] 
Graph Level 

Glocal Knowledge 

Distillation (GKD) 

Anomaly 

Detection 

Graph-Level 

Reconstruction Loss 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Zhang et al. 

(2022) [16] 
Graph Level 

Dual-Discriminative Graph 

Neural Network (D2GNN) 

Anomaly 

Detection 

Binary Cross-Entropy 

Loss, Margin Loss 

AUC-ROC, 
Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Huang et al. 

(2022) [17] 

Financial 

Transaction 
Graph 

Dgraph: Large-Scale 

Financial Dataset 

Anomaly 

Detection 

Reconstruction Loss, 

Classification Loss 

AUC-ROC, 

Precision, Recall, 
F1-Score 

Anomaly 

Detection 

Wang et al. 
(2020) [18] 

Blockchain-

based Healthcare 
Transaction 

Graph 

Graph Convolutional 
Network (GCN) 

Anomaly 
Detection 

Reconstruction Loss 

Accuracy, 

Precision, Recall, 

F1-Score 

Anomaly 
Detection 

Yuan et al. 

(2023) [19] 
Dynamic Graph 

Motif-Level Anomaly 

Detection 

Anomaly 

Detection 
Reconstruction Loss 

AUC-ROC, 

Precision, Recall, 
F1-Score 

Anomaly 

Detection 

Kisanga et al. 

(2023) [20] 

Social Network 

Graph 

Graph Neural Network 

(GNN) 

Anomaly 

Detection 

Reconstruction Loss, 

Classification Loss 

AUC-ROC, 

Precision, Recall, 
F1-Score 

Anomaly 

Detection 

Cai et al. (2021) 
[21] 

Dynamic Graph 
Structural Temporal Graph 
Neural Network (STGNN) 

Anomaly 
Detection 

Reconstruction Loss, 
Temporal Loss 

AUC-ROC, 

Precision, Recall, 
F1-Score 

Anomaly 
Detection 

Zhong et al. 
(2019) [22] 

Graph 

Convolutional 

Networks 

Graph Convolutional Label 
Noise Cleaner (GCLN) 

Anomaly 
Detection 

Reconstruction Loss, 
Classification Loss 

Accuracy, 

Precision, Recall, 

F1-Score 

Anomaly 
Detection 

Zhao et al. 

(2022) [23] 

Graph Pattern 

Mining 

Synergistic Approach for 

Graph Anomaly Detection 

Anomaly 

Detection 

Pattern Mining, Feature 

Learning 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Markovitz et al. 

(2020) [25] 
Pose Graph 

Graph Embedded Pose 

Clustering 

Anomaly 

Detection 
Pose Clustering 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Lin et al. (2022) 
[26] 

Air Quality 
Graph 

Graph Neural Networks 
(GNNs) 

Anomaly 
Detection 

Reconstruction Loss 

Accuracy, 

Precision, Recall, 

F1-Score 

Anomaly 
Detection 

Chen et al. 

(2023) [27] 
Video Graph 

Spatial-Temporal Graph 

Attention Network (ST-GAT) 

Anomaly 

Detection 
Reconstruction Loss 

Accuracy, 
Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Patel et al. (2022) 
[28] 

Blockchain 
Transaction 

Evolving Graph Deep Neural 
Network (EvAnGCN) 

Anomaly 
Detection 

Reconstruction Loss 
Precision, Recall, 
F1-Score 

Anomaly 
Detection 
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Graph 

Pei et al. (2021) 

[29] 
Attributed Graph 

Attention-based Deep 

Residual Modeling 

(ResGCN) 

Anomaly 

Detection 
Reconstruction Loss 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

You et al. (2020) 

[30] 
Attributed Graph 

Graph Attention-based 

Anomaly Detection (Gatae) 

Anomaly 

Detection 
Reconstruction Loss 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Duan et al. 

(2022) [41] 
Graph 

Multi-Scale Contrastive 
Learning Networks (MS-

CLN) 

Anomaly 

Detection 

Contrastive Loss, 

Reconstruction Loss 

Precision, Recall, 

F1-Score 

Anomaly 

Detection 

Feng et al. (2022) 
[42] 

Graph 
Full Graph Autoencoder 
(FGA) 

Anomaly 
Detection 

Reconstruction Loss 
Precision, Recall, 
F1-Score 

Anomaly 
Detection 

Akoglu et al. 
(2015) [31] 

Graph Graph-based 
Anomaly 
Detection 

- Survey 

Anomaly 

detection and 

description 

Bilgin & Yener 

(2006) [32] 
Dynamic Graph Network Evolution 

Dynamic 

Network 

Link Anomaly 

Detection, Modularity 
Maximization 

Modularity, 

Clustering 

Coefficient, 
Network Evolution 

Measures 

Models, 
clustering, 

anomaly 

detection 

Deng & Hooi 

(2021) [33] 

Multivariate 

Time-series 
Graph Neural Networks 

Anomaly 

Detection 
Reconstruction Error 

Precision, Recall, 

F1-score, AUC-

ROC 

Anomaly 

detection in 

multivariate 

time series 

Fan et al. (2020) 

[34] 

Heterogeneous 

Graph 
Graph Neural Networks 

Illicit Traded 
Product 

Detection 

Reconstruction Error 
Precision, Recall, 

F1-score, Accuracy 

Identification of 
illicit traded 

products 

Huang et al. 
(2021) [35] 

Temporal 

Heterogeneous 

Graph 

Information Network 
Embedding 

Heterogeneous 
Networks 

Reconstruction Loss, 

Discriminative Loss, 

Triplet Loss 

Precision, Recall, 
F1-Score, 

Accuracy, Area 

Under the ROC 
Curve (AUC-ROC) 

Temporal 
heterogeneous 

information 

network 
embedding 

Wang et al. 

(2021) [36] 
Dynamic Graph 

Dynamic Hypergraph 

Convolution 

Passenger Flow 

Prediction 

Reconstruction Loss, 

Discriminative Loss, 
Entropy Regularization 

Mean Absolute 

Percentage Error 

(MAPE), Root 
Mean Square Error 

(RMSE) 

Metro passenger 

flow prediction 

Wang et al. 

(2019) [37] 

Heterogeneous 

Graph 
Graph Attention Network 

Heterogeneous 

Networks 

Contrastive Loss, 

Reconstruction Loss 

Precision, Recall, 
F1-Score, Area 

Under the ROC 

Curve (AUC-ROC) 

Heterogeneous 

graph attention 
network 

Zhang et al. 

(2019) [38] 

Heterogeneous 

Graph 
Graph Neural Network 

Heterogeneous 

Networks 
Reconstruction Loss 

Precision, Recall, 
F1-Score, Area 

Under the ROC 

Curve (AUC-ROC) 

Heterogeneous 

graph neural 
network 

Zhao et al. 

(2021) [39] 

Heterogeneous 

Graph 

Heterogeneous Graph 

Structure 

Graph Neural 

Networks 

Binary Cross-Entropy 

Loss 

Precision, Recall, 

F1-Score, Area 

Under the ROC 
Curve (AUC-ROC) 

Heterogeneous 
graph structure 

learning 

Zhu et al. (2020) 

[40] 

Heterogeneous 

Mini-Graph 
Neural Network 

Fraud 

Invitation 
Detection 

Reconstruction Loss 

Precision, Recall, 

F1-Score, 

Accuracy, Area 
Under the ROC 

Curve (AUC-ROC) 

Fraud invitation 

detection 

 

VII. RESULTS 

A. Summary of Reviewed Studied  

An overview of the percentage-wise distribution of 
literature based on the parameters; anomaly detection, graph-
based techniques, machine/deep learning, static graphs, 
dynamic graphs, and graph representation, is presented in the 
form of a pie chart (see Fig. 4). This comprehensive analysis 
offers valuable insights into the common practices and trends 
in the field. 

1) Anomaly detection: Anomaly detection is a crucial 

aspect addressed in all the included studies, indicating its 

significance in identifying and flagging unusual patterns or 

events. This aligns with the primary objective of anomaly 

detection, which is to distinguish abnormal behavior from 

normal patterns in various domains such as cybersecurity, 

fraud detection, and system monitoring 

2) Graph-based techniques: Graph-based techniques 

emerge as a prominent approach across the included studies, 

illustrating their effectiveness in capturing complex 

relationships and structures within data. These techniques 

leverage graph representations to model interconnected 

entities and interactions, enabling the detection of anomalies 

based on their deviations from the expected graph patterns. 

3) Machine/Deep learning: Machine and deep learning 

methods are predominantly utilized across the literature, 
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showcasing their ability to handle large volumes of data and 

extract meaningful patterns. These techniques leverage neural 

networks and advanced algorithms to learn complex 

representations and detect anomalies based on the learned 

patterns. 

4) Static graphs: Static graphs, which represent pre-

defined structures, are widely employed in the literature to 

model relationships and dependencies. These static graph 

representations enable the analysis of anomalies by comparing 

observed patterns against expected graph structures. 

5) Dynamic graphs: In contrast, the adoption of dynamic 

graphs, which capture time-dependent interactions, is 

relatively limited in the included literature. Most studies focus 

on analyzing static relationships rather than temporal 

variations, leaving an opportunity for future research and 

development in this area. 

6) Graph representation: The inclusion of graph 

representation is prevalent across the literature, indicating its 

significance in organizing and structuring data for efficient 

anomaly detection. Graph representations facilitate the 

identification of abnormal patterns by capturing the 

relationships and dependencies among entities in a structured 

manner. 

 
Fig. 4. Distribution of included studies based on given parameters. 

B. Publication Trends in Graph-Based Anomaly Detection  

The analysis of year-wise publication trends in graph-
based anomaly detection, with a focus on Graph 
Convolutional Networks (GCN), among the included studies 
since 2019 reveals an interesting pattern as shown in Fig. 5. 
There has been a steady growth in the number of publications 
on this topic over the years, indicating the increasing 
importance and popularity of graph-based anomaly detection 
techniques. Specifically, since 2019, there has been a surge in 
research papers incorporating GCNs as a key component in 
detecting anomalies within graph structures. By the end of 
2023, it is expected to surpass the number of publications in 
the year 2022. This trend suggests that researchers have 
recognized the power and effectiveness of GCNs in modeling 

complex relationships and capturing anomalous patterns 
within graphs. The utilization of GCNs reflects the continuous 
effort to leverage advanced machine/deep learning techniques 
to enhance anomaly detection performance in graph-based 
scenarios. This trend highlights the ongoing interest and active 
research in the field, with a focus on advancing graph-based 
anomaly detection methods using GCNs as a key tool. 

 
Fig. 5. Year-wise publication trends in graph-based anomaly detection. 

VIII. DISCUSSION 

A. Key Insights and Observations 

Graph-based anomaly detection has seen significant 
advancements in recent years. Machine learning, particularly 
deep learning, has emerged as a major approach in graph-
based anomaly detection, enabling accurate detection by 
leveraging neural networks to capture complex relationships 
and patterns [1] [4]. Graph convolutional networks (GCNs) 
have been developed to effectively model graph structures and 
detect anomalies [9]. Graph representations play a crucial role 
in graph-based anomaly detection, and different approaches 
utilize various representation techniques [12]. These 
techniques include adjacency matrices, node features, edge 
features, or a combination of these [11]. By leveraging these 
representations, graph-based anomaly detection algorithms 
can effectively model normal behavior and detect deviations 
[27]. Graph-based anomaly detection encompasses various 
techniques, such as centrality-based methods, clustering-based 
methods, spectral methods, and local anomaly detection 
methods [32] [27]. Centrality-based methods identify nodes 
with high centrality measures as potential anomalies [31]. 
Clustering-based methods group nodes based on similarity and 
identify anomalies as nodes that do not fit into any cluster 
[27]. Spectral methods utilize the graph Laplacian matrix to 
identify anomalous patterns in the eigenvector space [32]. 
Local anomaly detection methods analyze local patterns and 
identify anomalies based on their deviation from local 
structures [11]. While graph-based anomaly detection has 
shown promise, dynamic graphs pose challenges [27]. 
Dynamic graphs involve evolving structures, requiring 
techniques that can handle the temporal dimension and capture 
evolving patterns [41] [43]. Developing algorithms that can 
effectively adapt to changing graph structures and identify 
anomalies in a dynamic setting remains a challenge [27]. 

Graph-based anomaly detection has witnessed significant 
advancements through machine/deep learning techniques and 
the utilization of various graph representations. Different 
techniques, such as centrality-based, clustering-based, 
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spectral, and local anomaly detection methods, contribute to 
the detection of anomalies. However, the challenges posed by 
dynamic graphs necessitate the development of innovative 
approaches to handle evolving structures and capture temporal 
patterns. Further research in this field will contribute to the 
advancement of graph-based anomaly detection techniques 
and their application in real-world scenarios. 

B. Challenges and Limitations of Graph-Based Approaches 

The challenges and limitations of graph-based approaches 
in anomaly detection include scalability issues, the 
requirement of domain expertise for manual feature 
engineering, handling imbalanced datasets, addressing the 
dynamic nature of graphs, heterogeneity and ensuring 
interpretability of the models. Overcoming these challenges 
will enhance the effectiveness and applicability of graph-
based anomaly detection techniques in various real-world 
scenarios. 

1) Scalability: One of the challenges in graph-based 

anomaly detection is the scalability issue when dealing with 

large-scale graphs [39]. As the size of the graph increases, the 

computational complexity of graph algorithms grows 

significantly, making it challenging to detect anomalies 

efficiently. Efficient algorithms and techniques are required to 

handle large-scale graphs and maintain real-time anomaly 

detection. 

2) Domain expertise: Another challenge is the 

requirement of domain expertise and manual feature 

engineering [1]. Graph-based approaches often rely on feature 

extraction and selection, which demand expert knowledge and 

a deep understanding of the underlying graph structure. 

Manual feature engineering can be time-consuming and may 

not capture all relevant information, limiting the accuracy of 

anomaly detection. 

3) Imbalanced datasets: Furthermore, graph-based 

approaches face challenges in handling imbalanced datasets 

[27]. Anomalies are typically rare events, resulting in 

imbalanced classes where the number of normal instances 

outweighs the number of anomalies. Imbalanced datasets can 

lead to biased models and reduced performance in detecting 

anomalies. Techniques such as data augmentation, 

oversampling, or adjusting the anomaly detection threshold 

are required to address this issue. 

4) Dynamic graphs: The dynamic nature of graphs poses 

another significant challenge [27]. Dynamic graphs involve 

changing network structures over time, making it essential to 

develop techniques that can adapt to evolving patterns [43]. 

Handling temporal dependencies, capturing time-varying 

behaviors, and maintaining real-time detection in dynamic 

graphs remain active areas of research [35] [36] [37] [38] [39]. 

5) Heterogeneity: Heterogeneous graphs pose additional 

challenges in graph-based anomaly detection [4]. 

Heterogeneous graphs consist of multiple types of nodes and 

edges, representing diverse entities and relationships within a 

system or network. The presence of different node and edge 

types introduces complexity in modeling and analyzing the 

graph structure. Heterogeneous graphs often involve diverse 

data types, such as textual data, numerical attributes, or 

temporal information associated with different node types. 

The effective fusion and utilization of these heterogeneous 

data sources for anomaly detection require careful 

consideration and feature engineering techniques [37] [38] 

[39]. 

6) Interpretability: The interpretability of graph-based 

approaches is another limitation [9]. Deep learning models, 

such as graph convolutional networks (GCNs), often act as 

black boxes, making it challenging to understand the factors 

contributing to anomaly detection. Interpretability is crucial 

for building trust in the models and gaining insights into the 

detected anomalies. 

C. Potential Advancements and Future Research Directions 

1) Integration of deep learning: The integration of deep 

learning models has emerged as a promising approach in 

graph-based anomaly detection, enabling more effective and 

accurate detection of anomalies in complex graph structures. 

Several studies in the included literature have explored the 

integration of deep learning models in this context. 

The researchers in [27] highlighted the effectiveness of 
deep learning models in graph-based anomaly detection. They 
emphasized that deep learning models, such as Graph 
Convolutional Networks (GCNs), can capture intricate 
relationships and patterns in graphs, leading to improved 
anomaly detection performance. The work carried out in [5] 
specifically mentioned the use of GCNs in anomaly detection. 
They highlighted the ability of GCNs to aggregate information 
from neighboring nodes, enabling the model to capture local 
graph structures and identify anomalous patterns. The study 
by [4] also discussed the integration of deep learning models 
in graph-based anomaly detection. They highlighted the 
potential of deep learning models, such as autoencoders (AEs) 
and recurrent neural networks (RNNs), in capturing complex 
patterns and anomalies in graphs. Moreover, [9] proposed a 
deep learning-based method for anomaly detection in graphs. 
They introduced a deep autoencoder model that leverages the 
expressive power of deep learning to learn robust 
representations of graph data and detect anomalies based on 
reconstruction errors. These studies collectively demonstrate 
the growing interest in leveraging deep learning models, 
particularly GCNs and autoencoders, for graph-based anomaly 
detection. The integration of deep learning models provides 
the capability to effectively capture and analyze complex 
graph structures, enhancing the detection performance and 
enabling the detection of subtle anomalies that may be 
challenging for traditional methods. By harnessing the power 
of deep learning, these approaches offer the potential to 
improve the accuracy and scalability of anomaly detection in 
various domains, including cybersecurity, social networks, 
biological networks, transportation networks, and other 
applications where graph-based data is prevalent. 

The integration of deep learning models in graph-based 
anomaly detection represents an exciting research direction 
that holds promise for future advancements in the field. 
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2) Dynamic graph analysis: Let G = (V,E,T) be a 

dynamic graph, where V represents the set of vertices, E 

represents the set of edges, and T represents the set of 

timestamps. We aim to detect anomalies in this dynamic 

graph. 

For each timestamp  t ∈ T we denote the graph at time t as  
            , where    is the set of vertices at time t and    
is the set of edges at time t. We assume that the graph evolves 
over time, and the vertex and edge sets can change at different 
timestamps. The anomaly detection problem in dynamic 
graphs can be formulated as finding a function        
 {   }  where          indicates an anomaly in the graph 
and,           indicates a normal graph. The temporal 
aspect of the network must be considered, as nodes and edges 
can appear, disappear, or change over time. Fig. 6 represents a 
dynamic network with 500 nodes, where each node appears at 
a different time point. The x and y coordinates of the nodes 
correspond to their respective node IDs. The color of each 
node represents its timestamp, with earlier nodes being 
displayed in cooler colors (e.g., yellow) and later nodes in 
warmer colors (e.g., red). The graph starts with the first node 
appearing at time point 0 and gradually increases to the last 
node appearing at time point 499. The edges between nodes 
connect consecutive nodes, forming a linear structure. The 
colorbar on the right side of the plot indicates the mapping 
between the timestamp values and the corresponding colors. 
The goal is to design a suitable algorithm or model that can 
accurately detect anomalies in the dynamic graph based on the 
evolving vertex [43] and edge sets at different timestamps. 

 
Fig. 6. Graphical representation of a dynamic network where each node 

appears at a different time point. 

The existing research primarily focuses on the detection of 
anomalies in simple graphs. However, real-world networks are 
significantly more intricate and exhibit diverse characteristics 
[24]. These include heterogeneous graphs with multiple node 
types [38] [39], spatio-temporal graphs that evolve with time 
[35], and hypergraphs with non-pairwise relations [36]. 
Detecting and predicting anomalies in such complex graphs 
pose significant technical challenges [4]. For instance, the 
dynamic nature of nodes and links in real-world networks 
means that anomalous entities or relationships can sometimes 
exhibit normal behaviors similar to other entities in static 
networks. As a result, the accuracy of anomaly detection 
methods diminishes [4]. Consequently, key challenges persist 
in effectively modeling the temporal characteristics of 
dynamic networks and updating real-time graph embeddings. 

Additionally, in the context of heterogeneous graph anomaly 
detection, the incorporation of both attribute and structure 
information pertaining to various types of nodes and edges 
into the graph learning model represents an open research 
problem [11] [27] [37]. 

Hence, there remains ample scope for further exploration 
of anomaly detection and prediction on complex graphs as an 
important avenue for future research highlighting the 
importance of dynamic graph analysis in understanding and 
detecting anomalies in evolving systems. 

IX. SUMMARY 

This systematic literature review focuses on anomaly 
detection in network data, with a particular emphasis on 
graph-based approaches, specifically Graph Convolutional 
Networks (GCNs). The paper discusses the fundamentals of 
GCNs, including graph representation, graph convolutional 
operations, and the structure of the graph convolutional layer. 
The paper also explores the use of GCNs in anomaly 
detection, discussing the applications of the graph 
convolutional layer, hierarchical representation learning, and 
the overall process of anomaly detection using GCNs. To 
address Research Question 1, a comprehensive review of the 
relevant literature is presented, comparing various GCN-based 
approaches. The findings and analysis section summarizes the 
reviewed studies, highlighting the significance of graph-based 
techniques, machine/deep learning, static graphs, dynamic 
graphs, and graph representation in anomaly detection. Further 
to address Research Question 2, the paper proceeds with a 
discussion on key insights, challenges, and limitations of 
graph-based approaches, such as scalability, domain expertise, 
imbalanced datasets, dynamic graphs, heterogeneity, and 
interpretability. Finally, to address Research Question 3, 
potential advancements and future research directions, 
including the integration of deep learning models and dynamic 
graph analysis, are identified. 

X. CONCLUSION 

This review has provided a comprehensive overview and 
analysis of anomaly detection in network data, with a focus on 
graph-based approaches and GCNs. The review of literature 
highlighted the significance of graph-based techniques, 
machine/deep learning, and various aspects of graph 
representation in anomaly detection. The findings suggest that 
GCNs have shown promising results in detecting anomalies 
and can effectively capture the complex relationships and 
patterns present in network data. However, several challenges 
and limitations, such as scalability, domain expertise, 
imbalanced datasets, dynamic graphs, heterogeneity, and 
interpretability, need to be addressed to enhance the 
practicality and applicability of graph-based approaches. 
Furthermore, the integration of deep learning models and 
dynamic graph analysis emerges as potential areas for future 
research. By leveraging the advancements in deep learning 
and exploring the temporal dynamics of networks, further 
improvements can be made in anomaly detection techniques. 
Overall, this paper provides valuable insights and directions 
for researchers and practitioners working in the field of 
anomaly detection, offering a foundation for future studies and 
advancements in this important area of research. 
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Abstract—Conversation among people is a profuse form of 

interaction that also carries emotional information. Speech input 

has been the subject of numerous studies over the last ten years, 

and it is now crucial for human-computer connection, as well as 

for medical care, privacy, and stimulation. This research aims to 

evaluate if the suggested framework can aid in speech emotion 

recognition (SER) activities and determine if Convolutional 

Neural Network (CNN) systems are efficient for SER activities 

using transfer learning models on spectrogram. In this 

investigation, the authors present a brand-new attention-based 

CNN framework and evaluate its efficacy against several well-

known CNN architectures from earlier research. The 

effectiveness of the suggested system is assessed using the SAVEE 

dataset, an open-access resource for emotive speech, compared to 

famous CNN models like VGG16, InceptionV3, ResNet50, 

InceptionResNetV2, and Xception. The authors used stacked 10-

fold cross-validation on SAVEE for all of our trials. Amongst 

these CNN structures, the suggested model had the greatest 

accuracy (87.14%), followed by VGG16 (83.19%) and 

InceptionResNetV2 (82.22%). Compared to contemporary 

techniques, the test results and evaluation show our proposed 

approach to have steady and impressive results. 

Keywords—Convolutional neural network; emotions; speech; 

transfer learning models; spectrogram 

I. INTRODUCTION 

Automatic recognition and identification of emotions from 
speech signals in speech emotion recognition (SER) using 
machine learning is challenging [1]. SER is a quick and usual 
method of communication and exchanging information among 
humans and computers and has many real-world applications 
in the domain of Human-computer interaction (HCI). Feelings 
expressed via speech must be accurately identified and 
appropriately handled to provide more natural and HCI. 
However, building an effective SER is a complex and arduous 
effort due to utterance levels and abstract emotions [2]. 
Moreover, determining a methodologically felicitous algorithm 
is crucial in realizing and achieving a performance superior to 
the established benchmarks. The preparation and entry of 
sound data, obtaining features, and identifying emotions are 
only a few of the basic steps covered by standard SER 

approaches. In the quickest-growing study area currently, 
emotion detection in speech signals, scientists have created 
techniques to identify sentiments in speech signals inherently 
[3]. As soon as they are suggested, the concept of SER will be 
widely applied in the domains of schooling and medical care 
[4]. 

Although multimodal techniques can more effectively 
accomplish algorithmic methods for emotion identification [5], 
audio has been a useful medium for this job owing to the 
variety of data given by a person's voice [6]. Choosing a 
reliable approach for obtaining prominent and distinguishing 
characteristics from spoken words to describe the feelings of an 
individual speaking based on their auditory elements has 
become a key problem for feature mining experts. For SER, 
low-level handmade characteristics, including vitality, zero-
crossing, length, linear classifier factor, Mel-frequency MFCC, 
and non-linear attributes like tiger power activator, were 
extensively studied during the previous ten years. Most 
investigations now use as a Mel-scale filtering of the financial 
institution voice spectrogram source characteristic when 
employing ML approaches for SER. CNNs often utilize 
spectrograms, a 2-D model representing speech sounds, to 
gather notable and distinct characteristics for implementation 
in SER [7] alongside other computational purposes [3, 8, 9]. 
Most two-dimensional CNNs are created specifically for 
optical evaluations [10, 11], and investigators have been 
motivated to investigate two-dimensional CNNs in the 
discipline of SER by their effectiveness. The CNN model may 
obtain excellent, important data to identify feelings in 
messages using spectrograms as appropriate descriptions of 
verbal data. 

The potential of ML techniques in SER includes the 
systematic retrieval of emotional qualities from the 
unprocessed utterance and comprehending the correlations 
among those features. It has proven to be more effective than 
traditional methods. For instance, the researchers in [12] 
presented a combination of models constructed using long 
short-term memory (LSTM) and CNNs to implement temporal 
participation. The length of the talk hadn't been planned or 
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resolved, regardless of the speaker's depiction. Since feelings 
can fluctuate throughout a prolonged conversation, missing 
crucial details if spoken data has been split could influence the 
outcome. Leveraging continuous SER, [13] created a CNN 
framework with two downsampling/upsampling architectures 
and variable stratum compression coefficients. A system's 
efficiency might be impacted by fluctuating variables, leading 
to an overfitting issue. Consequently, the degree of complexity 
and feature count must be reduced to address and mitigate the 
issues. Recent developments in AI are also demonstrated by 
SER modelling with the attention system [2], transfer learning 
[7], as well as deep neural systems [14, 15]. They mainly 
referred to exceptional models for speech characteristics. The 
core components of SER include characteristics extraction and 
choosing, notwithstanding the improvement of the CNN 
mentioned above models. Speech sentiment may be inferred 
from several speech cues. 

Current research develops the model using a complete 
methodology in light of its significance and application. As a 
result, it lacks a second predictor to do the categorization. 
Additionally, extract the emotions in communication using the 
attention component as a CNN layer. Additionally, because our 
representation uses the fourth pooling stage of the VGG-16 
approach, it needs fewer components. In particular, this 
pooling stage collects priceless intriguing speech data, 
facilitating quick emotion identification. The following are the 
primary benefits provided by our suggested approach: 

 One of the best strategies for SER that our findings 
suggest is a unique CNN model that combines the 
VGG-16 with the attention unit. 

 By combining the attention and convolution modules on 
VGG-16, the recommended approach may identify 
areas of utterance that are more prone to degrade at 
each level. 

 Since the suggested CNN approach may be taught 
completely, an additional filter for development and 
evaluation is not necessary. 

 The benchmark SAVEE datasets are used to assess our 
model. 

 The proposed technique has been assessed both 
qualitatively and quantitatively. The assessment's 
findings show that our approach beats cutting-edge 
techniques. 

The remainder of the research paper is structured in the 
following fashion: Several comparable investigations are 
included in Section II. The suggested model is presented in 
Section III. The results of the study are reviewed and examined 
in Section IV. Section V presents our conclusion. 

II. RELATED WORK 

In the modern day, the study of computational signal 
processing is still in its infancy. Many academics have 
established a variety of approaches in this field for SER during 
the last ten years. The two primary parts of the SER work are 
often separated into choosing characteristics and grouping. It is 
difficult to find a prejudiced choice of characteristics and 

grouping approach that accurately detects the speaker's feelings 
in this area [16]. ML algorithms are being quickly employed 
for SER because of the rise in information and expense 
processing [17, 18, 19, 20], and numerous investigators are 
using these techniques for reliable depiction of features in 
various domains [21]. Huang et al. [8] introduced a CNN-
inspired strategy for SER due to its outstanding success in 
detecting images. In a comparable vein, [22] employed CNN to 
acquire excellent prejudiced characteristics based on spoken 
wave spectrograms and identify individuals' emotions. The 
Gaussian mixture method has been implemented by certain 
investigators [23] to determine the feelings of the speaker using 
reliable information. 

Today, the majority of scholars derive excellent 
differentiation characteristics from speech recordings using 
two-dimensional CNNs. To discover concealed data, SER 
researchers are now capturing spectrograms, graphing 
messages concerning duration, and sending the results to CNNs 
[7, 24]. Additionally, researchers may use transfer learning 
procedures for SER by sending audio spectrograms across 
already trained CNN networks such as VGG [25]. To identify 
the feelings of the individual speaking through the SER 
framework, the CNNs approach can deduce excellent 
prejudiced characteristics from communication signals using 
spectrograms [26]. Likewise, to how LSTM-RNNs are 
continually exploited in the SER structure, hidden time-related 
data in messages is primarily learned using these networks 
[27]. ML methodologies now significantly contribute to the 
growth of SER curiosity. 

The latest research by [28] revealed a, throughout its 
entirety, LSTM-DNN driven framework for SER that 
automatically extracts expression using unprocessed 
information instead of creating features manually. The 
combined strategy of CNN-LSTM is described in [29] for 
obtaining the most prominent characteristics derived from 
unprocessed spoken word data employing CNN and provided 
to the LSTM system for collecting the orderly data reminiscent 
of [30]. Ma et al. [31] established a framework for the model to 
handle varying audio lengths for SER. In this technique, CNN 
represented the verbal spectrogram characteristics, while RNNs 
processed the varying length phrases. Zhang et al. [32] 
introduced a method for SER using the already trained Alex-
Net system for characteristics encoding and the conventional 
support vector machine (SVM) for feelings categorization. 

To increase the identification efficiency of spoken 
messages, several techniques in the discipline of SER use CNN 
simulations with various forms of data [33]. Corresponding to 
this, other investigators developed an independent predictor 
[34] for identification. They employed the previously trained 
algorithm for obtaining fundamental characteristics using 
speech spectrograms that improve costs associated with the 
system data processing. In the current investigation, the authors 
present a brand-new attention-based CNN model that integrates 
the attention component alongside VGG-16 and evaluates its 
efficacy against a number of well-known CNN approaches 
from previous investigations. The following section provides a 
thorough description of the suggested framework with 
illustrations. 
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III. PROPOSED MODEL 

The attention component and the well-known already 
trained CNN framework (VGG-16) are the foundation for our 
suggested approach. Considering two distinct explanations, the 
authors recommend the VGG-16 architecture. Firstly, it uses its 
reduced kernel shape, making it ideal for SER having fewer 
layers than its alternative equivalent VGG-19 approach, to 
gather the characteristics at the lowest level. Furthermore, it 
offers improved feature mining capabilities for SER 
identification. Among the transfer learning strategies is the 
tweaking strategy that authors employ. Authors employ the 
already trained size of ImageNet [35] in conjunction alongside 
the VGG-16 framework to perform the fine-tuning procedure. 
Since there aren't enough speeches available for learning, 
avoiding the overfitting issue is possible. Fig. 1 displays the 
suggested model's comprehensive component layout. 

A. Pre-processing 

An abundance of accurately tagged information is of 
utmost importance because SER is an identification challenge. 
It is crucial to select a collection of data that members of the 
identical group already tag. In contrast, the collection's 
producers, since multiple individuals, may interpret the 
identical words as expressing different feelings. To replicate 
the desired consistency, authors experimented with simulated 
records wherein specific performers or individuals deliver 
aloud a series of lines. In this study, researchers employ the 
SAVEE [36] dataset, which comprises precisely classified and 
noise-free audio specimens. There are 480 English speeches in 
the SAVEE database. The seven distinct emotions—neutral, 
angry, sad, happy, fear, disgust, and surprise—are represented 
by 15 phrases. Except for neutral, which contains 120 
speeches, every emotion has 60 instances. Among the data 
collection, 60 illustrations for every feeling had been captured. 
Additionally, 420 speeches were recorded for the experiment's 

assessment. 30% of the data collection had been employed for 
testing, while 70% had been leveraged for training. 

1) Augmentation: For each CNN framework, the dataset 

dimensions are a key determining element. A lack of input 

hampers the ability of CNN algorithms to effectively project 

inputs to concrete labels. A significant issue that insufficient 

data might cause is high variation in the assessment data 

forecasts. Authors employ augmentation to generate numerous 

training examples using the sparse audio recordings in the 

SAVEE dataset to get around this issue. The method 

implemented in this time-shifting as in Eq. (1). 

                                               (1) 

where,   is the quantity of instances shifted, and       is 
the audio stream. Originally recorded sound is captured at 
44100 Hz in the current composition, and shifting is 
accomplished by s instances moving to the opposite direction. 

2) Feature extraction: Selecting powerful characteristics 

within the voice input is crucial to achieving outstanding 

functionality for the proposed framework. The Mel 

spectrogram is a perfect feature because authors leverage 

CNN techniques for learning the data we provide. Fourier 

Transforms on recordings are used to create spectrograms, 

done independently to each of the smaller time portions of the 

audio input. Consequently, authors are presented with a 

frequency vs. time chart where the hue of the spectrogram 

represents the harmonic's intensity. Individuals, on the other 

hand, interpret frequencies exponentially instead of linear. 

This issue is resolved by the Mel magnitude, which converts a 

tone's perceptual pitch to its actual pitch. 

 
Fig. 1. The proposed architecture. 
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B. Attention-based Framework 

Authors adopt the attention idea put forward by Woo et al. 
[37] for the proposed framework. The source tensor, which 
corresponds to the fourth pooling section of the VGG-16 
framework utilized by the proposed technique, is subjected to 
maximum and average pooling operations. Then, employing 
the Sigmoid operation, these two resulting tensors are fused to 
conduct a convolution with a filtration value ( ) of 
seven*seven. Fig. 1 displays the attention unit's layout. Eq. (2) 
defines the conjugated consequent tensor (  ( )). 

  ( )    ( [  
   

   
   ])                     (2) 

where, the two-dimensional tensors obtained by average 
pooling and maximum pooling operations on the source tensor 

  are denoted by   
   

 and   
   , respectively. 

The fourth pooling section of the VGG-16 approach is 
employed in our approach. The scale-invariant component 
captures the intriguing hints of the picture. The midlevel area, 
or fourth pooling, better suitable for spectrogram, is where the 
intriguing hints are recovered. However, since spectrogram 
pictures are neither broader nor particular, the characteristics 
from other levels are inappropriate for spectrogram. As a result, 
the authors start by giving the attention component from the 
output of the fourth pooling layer. The production of the 
corresponding module is combined with the actual fourth 
pooling layer. Authors employ completely linked layers for 
expressing the concatenated characteristics obtained from the 
attention and convolution phase as a one-dimensional 
characteristic. In the proposed approach, the dense layer is set 
at 256, and the dropout is fixed at 0.5. The softmax layer 
groups the characteristics taken from the previous layers. The 
amount of groups in the softmax layer determines the 
measurement of the amount. The softmax layer produces the 
multinomial variation in likelihood ratings depending on the 
accomplished grouping. Eq. (3) defines the outcome of this 
distribution. 

 (   | )    
  

∑    
 

⁄                       (3) 

where, y and z indicate the likelihoods that the softmax 
layer has been calculated and, correspondingly, one of the data 
categories employed by the suggested technique. 

IV. EXPERIMENT AND RESULTS 

A. State-of-the-art CNN Models 

Five distinct CNN frameworks, including VGG16, 
InceptionV3, ResNet50, InceptionResNetV2, and Xception, 
have been employed in the present investigation. Among those 
most renowned and well-liked CNN designs is VGGnet. The 
distinctive VGGnet architecture consists of 138–144 million 
variables, approximately nineteen convolutional layers, 
Three*three convolutional filtering, five max–pooling stages, 
three completely linked layers, and a classification level as the 
final level [38]. By increasing its depth and breadth, 
Inceptionv3 is used to improve the processing capacity [39]. 
There are forty-eight layers in the design. The recommended 
framework is iterated with max-pooling to decrease the number 
of variables. ResNet is a standard feed-forward system with a 

residual link, in addition. The (   ) th results of the 
preceding level, also known as (    ) , would be used to 
generate the residual layer outcome. The result of various 
procedures, including the convolution with various filtering 
widths and batch normalization accompanied by an activation 
operation on (    ), is referenced as  (    ). Eq. (4) [38] 
can be employed to determine the residual section's ultimate 
result,   . 

     (    )       

Each of the various fundamental residual blocks makes up 
the residual system. However, the tasks performed in the 
residual block fluctuate due to the various topologies of 
residual systems. A residual system with fifty levels is referred 
to as ResNet50. The InceptionResNetV2 is an amalgamation of 
164-layer inception architectures featuring a residual link. To 
avoid any associated deterioration issues, the system uses 
multiple-sized CNNs that undergo training on various pictures 
[38]. "Extreme inception" is the abbreviation for the CNN 
structure known as Xception. The Xception design is a linear 
pile of residually connected separable by depth levels. Its 36 
convolutional levels serve as the system's extraction of 
characteristics foundation [40]. 

B. K-Fold Cross-Validation 

A popular method for determining the genuine forecasting 
errors of networks and fine-tuning the system's characteristics 
[41] to avoid generalization mistakes is cross-validation. Given 
the inconsistency in data collection, numerous models 
commonly encounter the overfitting problem. This outstanding 
approach is widely employed to address this issue [42]. The 
training information needs to be divided into K sections, each 
including an n/k specimen, wherein n is the initial sample 
amount, to begin the K-fold cross-validation operation. As a 
result, k-1 portions are employed in learning, whereas the 
residual portions are exploited in validation [43, 44]. The grid-
search technique in our suggested method incorporates this 
significant strategy. The present research additionally 
employed the holdout approach, particularly a 3-split holdout, 
which is a way of partitioning the samples into several parts 
and engaging one part to learn the mathematical framework 
alongside additional parts for validating and testing the 
predictions. Additionally, the 10-fold cross-validation is used 
for several CNN networks; the study will go into more depth 
about the outcomes later [45-48]. 

C. Results 

The performance of the proposed model and various CNN 
models is presented in Table I. 

TABLE I.  PERFORMANCE OF VARIOUS CNN MODELS 

 Accuracy Precision Recall F1-score 

VGG16 83.19 90.68 90.97 90.82 

InceptionV3 81.34 90.63 88.8 89.71 

ResNet50 80.74 88.58 90.13 89.34 

InceptionResNetV2 82.22 90.31 90.17 90.24 

Xception 80.99 89.22 89.78 89.5 

Proposed Model 87.14 92.85 93.42 93.13 
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Fig. 2. Accuracy graph of various CNN models. 

The proposed model achieved the highest performance with 
87.14% accuracy, 92.85% precision, 93.42% recall and 93.13% 
f1-score. The second-best performance is demonstrated by 
VGG16 (83.19% accuracy, 90.68% precision, 90.97% recall 
and 90.24% f1-score) followed by InceptionResNetV2 
(82.22% accuracy, 90.31% precision, 90.17% recall and 
93.13% f1-score) and then InceptionV3 (81.34% accuracy, 
90.63% precision, 88.8% recall and 89.71% f1-score). 

ResNet50 observes the last performance among the 
underlying models with 80.74% accuracy, 88.58% precision, 
90.13% recall and 89.34% f1-score. The accuracy graph, loss 

graph and confusion matrix for the various models are depicted 
in Fig. 2, Fig. 3 and Fig. 4. 

The accuracy grows significantly in the initial few epochs, 
as seen in the Fig. 2, showing that the system is acquiring 
knowledge quickly. Following that, the trajectory becomes 
flatter, implying that there aren't sufficient epochs necessary 
for refining the simulation anymore. Overfitting occurs when 
the initial data precision improves, but the test accuracy 
deteriorates. It means that the framework has begun to 
remember the data. Inception V3 and ResNet 50 have been 
observed to have the minimum overfitting issue [49, 50]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

619 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 3. Loss graph of various CNN models. 
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Fig. 4. Confusion matrix of different CNN models. 
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The loss on the learning set falls significantly during the 
initial few epochs, as seen in the Fig. 3. The loss in the test 
dataset is not declining at a comparable pace as in the 
preliminary set, but maintains nearly constant throughout 
numerous epochs. This indicates that the proposed framework 
generalizes effectively to new inputs. 

The confusion matrix shows if the framework is "confused" 
in distinguishing among the various classes. It resembles a 
two-dimensional matrix, illustrated in the Fig. 4. The proposed 
model is observed to provide best results in comparison to the 
other prevailing models in the existing literature. 

In future, authors aim to extend this research to incorporate 
the ensemble of various models to be fed to the attention 
module and compare it with existing research. 

V. CONCLUSION 

A key challenge to improving the model's accuracy 
compared to industry standards is creating a rigorous approach 
to gather relevant speech characteristics. Acquiring and 
evaluating voice elements for emotion recognition in spoken 
language may be challenging. The key challenges in designing 
a SER framework are extracting valuable characteristics and 
properly classifying those traits. However, developing 
contemporary ML techniques reduces the difficulty associated 
with these complicated activities. As a result, authors 
developed a novel SER model using attention-based CNN 
units, which acquire significant characteristics simultaneously 
with those required to group feelings. The SAVEE dataset, an 
open-access resource for emotional speech, is used to compare 
the performance of the proposed system against well-known 
CNN models such as VGG16, InceptionV3, ResNet50, 
InceptionResNetV2, and Xception. For all our experiments, the 
authors employed stacked 10-fold cross-validation on SAVEE. 
The recommended model exhibited the highest accuracy 
(87.14%) among these CNN architectures, followed by 
VGG16 (83.19%) and InceptionResNetV2 (82.22%). The test 
findings and assessment reveal that our suggested strategy has 
consistent and excellent outcomes compared to modern 
methods. 
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Abstract—In recent years, the escalating challenges of noise 

pollution in urban environments have necessitated the 

development of more sophisticated sound detection and 

classification systems. This research introduces a novel approach 

employing a Convolutional Long Short-Term Memory 

(ConvLSTM) network tailored for real-time impulsive sound 

detection in metropolitan landscapes. Impulsive sounds, 

characterized by sudden onsets and short durations—such as 

honking, abrupt shouts, or breaking glass—are inherently 

sporadic but can significantly impact urban soundscapes and the 

well-being of city dwellers. Traditional sound detection 

mechanisms often falter in identifying these ephemeral noises 

amidst the cacophony of urban life. The ConvLSTM network 

proposed in this study amalgamates the spatial feature learning 

capabilities of Convolutional Neural Networks (CNN) with the 

temporal sequence retention attributes of LSTM, culminating in 

an architecture that excels in both sound detection and 

classification tasks. The model was trained and evaluated on a 

comprehensive dataset sourced from various urban settings and 

demonstrated commendable proficiency in discerning impulsive 

sounds with minimal false positives. Furthermore, the system's 

real-time processing capabilities ensure timely interventions, 

paving the way for smarter noise management in cities. This 

research not only propels the frontier of impulsive sound 

detection but also underscores the potential of ConvLSTM in 

addressing multifaceted urban challenges. 

Keywords—Deep learning; CNN; LSTM; hybrid model; ANN; 

impulsive sound 

I. INTRODUCTION 

The burgeoning growth and urbanization of cities around 
the globe has, in recent decades, ushered in a plethora of 
environmental and societal challenges [1]. Among these 
challenges, noise pollution stands out as a particularly 
pervasive issue, affecting both the physical [2] and 
psychological health [3] of urban residents. While the 
continuous hum of traffic or the distant murmur of a crowded 
plaza might be classified as the usual sounds of urban life [4], 
impulsive sounds—those characterized by sudden onsets and 
fleeting durations—present a unique set of challenges. Whether 
it's the abrupt honk of a car, a sudden shout, or the shatter of 
glass, these noises can be more than just momentary 

disturbances; they can disrupt sleep, exacerbate stress, and 
even influence long-term health outcomes. 

Historically, noise monitoring in urban spaces has relied 
predominantly on traditional sound detection methodologies 
[5]. However, these conventional systems often lack the 
precision and agility needed to discern between the myriad of 
auditory signals that coexist in a bustling urban environment 
[6]. Specifically, the ability to distinguish impulsive sounds 
from the ambient noise milieu and subsequently classify them 
in real-time has remained a significant gap in urban noise 
management systems [7]. This lacuna is further widened when 
considering the increasing heterogeneity of urban sounds as 
cities continue to evolve and densify. 

Enter the era of deep learning and its transformative impact 
across various domains. Recent advancements in neural 
networks, especially Convolutional Neural Networks (CNNs) 
[8], have demonstrated remarkable success in image and sound 
processing tasks. CNNs, designed to automatically and 
adaptively learn spatial hierarchies from data, have 
fundamentally altered the landscape of sound analysis in 
controlled environments. However, the temporally fleeting 
nature of impulsive sounds in dynamic urban environments 
presents challenges that go beyond the scope of traditional 
CNNs. It necessitates the incorporation of temporal sequence 
learning, an attribute inherent to Long Short-Term Memory 
(LSTM) networks. 

LSTM networks, a subtype of recurrent neural networks, 
excel at tasks that require the understanding of long-term 
dependencies, making them particularly suited for sequence 
prediction problems, like those seen in speech and time-series 
data [9]. The integration of CNN's spatial feature learning with 
LSTM's prowess in temporal sequence retention could 
potentially hold the key to a robust solution for impulsive 
sound detection and classification in urban locales. This 
potential amalgamation gave birth to the Convolutional LSTM 
(ConvLSTM) network—a hybrid model aiming to harness the 
strengths of both parent architectures. 

This research pivots around the design, implementation, 
and evaluation of a ConvLSTM network tailored explicitly for 
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the detection and classification of impulsive sounds in real-
time urban settings. Recognizing the profound implications of 
efficient noise management—ranging from urban planning and 
policy-making to the well-being and satisfaction of city 
residents—this study endeavors to bridge the existing 
technological gap. Through the marriage of convolutional and 
recurrent mechanisms, we embark on an exploration into a new 
frontier of urban sound management, positing a solution that 
promises both accuracy and timeliness in addressing the 
cacophony of modern urban life. 

II. RELATED WORKS 

The quest to discern and classify impulsive sounds within 
urban environments is embedded in a rich tapestry of research 
efforts, encompassing fields from acoustic engineering to 
artificial intelligence. This section delves into the pertinent 
literature, highlighting seminal works, and tracing the 
evolution of methodologies applied to this challenge. 

A. Urban Sound Detection and Classification 

One of the earliest works in urban sound classification was 
presented by [10], who utilized basic spectral features coupled 
with Support Vector Machines (SVM) to classify a limited set 
of urban sounds. Their model, though pioneering, had a limited 
scope in differentiating between closely related sounds. A more 
comprehensive approach was introduced by [11], which 
focused on extracting Mel-Frequency Cepstral Coefficients 
(MFCC) from urban soundscapes. Their work laid the 
foundation for many subsequent endeavors by demonstrating 
the potential of MFCC in capturing the nuances of urban 
noises. 

B. Convolutional Neural Networks in Sound Analysis 

The revolution brought about by deep learning in image 
processing soon trickled into the realm of acoustic analysis. 
Authors in the study [12] were among the first to employ 
CNNs for environmental sound classification. His model, 
though primarily geared towards stationary sounds, showcased 
the profound potential of CNNs in capturing intricate sound 
patterns. Further advancements by [13] extended the use of 
CNNs, leveraging transfer learning from pre-trained image-
based networks to sound data, highlighting the shared 
hierarchical structures between the two domains. 

C. LSTM and Sequence Modeling in Acoustics 

Long Short-Term Memory (LSTM) networks, a subtype of 
recurrent neural networks (RNNs), have emerged as 
particularly influential in the realm of acoustic analysis. Their 
inherent capability to capture and model long-term 
dependencies within sequences makes them exceptionally 
suited for time-based sound data. Researchers in [14] 
effectively harnessed LSTMs for voice activity detection, 
shedding light on their potential in discerning complex 
temporal patterns. Furthermore, [15] built upon this by 
integrating LSTMs with attention mechanisms, aiming to 
identify anomalous sounds in industrial settings. These studies 
collectively underscore the pivotal role of LSTMs in advancing 
the frontier of sequence modeling within the acoustics domain. 

D. ConvLSTM in Image and Video Processing 

Before its foray into acoustic analysis, ConvLSTM made 
waves in the domain of video processing. Researchers in [16] 
introduced ConvLSTM as an extension to the traditional 
LSTM, integrating convolution operations into the recurrent 
updates. Their groundbreaking work in precipitation 
forecasting exhibited ConvLSTM's potential in spatiotemporal 
sequence forecasting. This novel architecture caught the 
attention of many, with [17] later applying it to video 
classification tasks, proving its versatility across multiple 
temporal data types. 

E. Hybrid Models in Sound Detection 

The intersection of diverse neural network architectures has 
given rise to hybrid models, which aim to leverage the unique 
strengths of each constituent network for enhanced 
performance in sound detection tasks. Recognizing the 
potential of such amalgamations, [18] introduced a 
Convolutional Recurrent Neural Network (CRNN) specifically 
tailored for detecting anomalous sounds within varied 
environments. By seamlessly integrating the spatial feature 
extraction capabilities of Convolutional Neural Networks 
(CNNs) [19] with the temporal sequence modeling prowess of 
Recurrent Neural Networks (RNNs) [20], their research set a 
new benchmark in the field. This innovative approach 
highlights the intrinsic benefits of harnessing both spatial and 
temporal dimensions in sound analysis. Hybrid models, as 
delineated by such pioneering works, elucidate the way 
forward, promising enhanced accuracy and adaptability in the 
complex domain of sound detection. 

F. Real-Time Sound Processing 

The necessity for real-time sound processing, particularly 
in urban contexts, is paramount. Early systems, as chronicled 
by [21], relied heavily on handcrafted features and simplistic 
classifiers. However, with the proliferation of deep learning, 
architectures evolved to address real-time demands. Authors in 
[22] presented a sound event detection system employing a 
stacked CNN-LSTM architecture capable of real-time sound 
localization and classification, illuminating the pathway for 
subsequent real-time models. 

G. Challenges in Sound Detection Models 

Navigating the complex domain of hybrid sound detection 
models introduces a myriad of challenges. Firstly, the 
integration of diverse architectures, such as CNNs and RNNs 
[23], presents computational burdens. The enhanced model 
complexity often results in increased training times, demanding 
more computational resources and potentially hindering real-
time deployment. Additionally, the fusion of spatial and 
temporal data streams can lead to overfitting [24], especially 
when training on limited datasets [25], necessitating rigorous 
regularization techniques and data augmentation [26]. 

Another pertinent challenge is the adaptation to diverse 
acoustic environments [27]. Hybrid models, though versatile, 
may struggle with high variability in soundscapes, from 
fluctuating noise levels to the unique acoustic signatures of 
different urban settings [28]. Lastly, the interpretability of these 
hybrid models remains elusive. As the models grow in 
complexity, understanding their decision-making processes 
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becomes intricate, posing challenges for validation and further 
refinement. Addressing these challenges is crucial for the 
successful adoption and efficacy of hybrid models in real-
world sound detection applications. 

In summation, while the corpus of work surrounding urban 
sound detection is extensive, the specific challenge of real-time 
impulsive sound detection and classification in urban settings 
remained a largely unexplored niche. The incorporation of 
ConvLSTM in this context, as embarked upon in this research, 
represents a synthesis of past insights and current innovations, 
promising to further the field's understanding and capabilities. 

III. MATERIALS AND METHODS 

This segment delineates the methodologies and resources 
employed throughout this investigation. It encompasses the 
dataset curated for discerning perilous urban acoustics, coupled 
with detailed insights into data assimilation, preparatory 
phases, and the construction of an intricate neural network 
model targeting the identification of hazardous urban noises. 
Fig. 1 provides a schematic representation of the devised 
framework, emphasizing real-time perilous urban acoustic 
detection. Subsequent subsections offer a comprehensive 
breakdown of the utilized resources and techniques, 
encapsulating the datasets engaged, the data assimilation 
paradigm, model conceptualization, challenges associated with 
impulsive acoustic detection, and a detailed exposition of the 
integrated CNN-LSTM architecture. 

A. Data 

At the study's inception, data acquisition was prioritized, 
recognizing the necessity of comprehensive information for 
robust research outcomes. An assortment of expansive datasets 
was engaged to scrutinize the sounds termed as "hazardous." 
The Environmental Sound Classification (ESC-50) dataset [29] 
emerged as the preferred choice for program evaluation. From 
its vast repertoire of 2,000 auditory samples, a curated subset 
of approximately 300 sounds was employed. The ESC-50's 
categorization encompassed: 

 Faunal Acoustics (e.g., canines, felines, bovines, 
swine). 

 Natural Phenomena (e.g., precipitation, oceanic waves, 
avian calls, electrical discharges). 

 Human-Origin Sounds (e.g., neonatal distress, 
ambulatory noises, respiratory patterns). 

 Domestic and Mundane Noises (e.g., door interactions, 
digital keystrokes, time alerts, vitreous fractures). 

 Hazardous Acoustics (e.g., emergency vehicular alerts, 
rail transit, motor operations, timber-cutting equipment, 
aerial transport, pyrotechnics, detonations, canine alerts, 
ballistic discharges, and other precarious impulsive 
acoustics). 

 

Fig. 1. Architecture of the proposed framework. 
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Despite the extensive nature of the ESC-50, this 
investigation was particularly centered on the hazardous 
acoustics subset, eschewing the remainder. A comparative 
analysis between the bespoke dataset's technical parameters 
and the ESC-50's original specifications can be referenced in 
Table I. 

TABLE I.  TECHNICAL PARAMETERS OF THE DEVELOPED DATASET 

Characteristics Accuracy 

Overall size 661 MB 

Size after preprocessing 45 MB 

Number of files 2000 

Number of files after preprocessing 301 

Extension of files .ogg 

Within the observed region, incidents characterized by 
gunshots, vocal distress, and fragmented glass were identified 
as anomalous or "atypical." Consequently, the efficacy of the 
proposed framework was scrutinized, targeting its applicability 
in automated monitoring systems. 

In pursuit of this objective, the research synthesized a 
dataset amalgamating diverse audio samples recorded across 
multifaceted environments within railway stations. This 
curated dataset encompassed 8,000 distinct perilous urban 
sound manifestations distributed across eight categorizations. 
The dataset's intention lies in facilitating the training and 
validation of both machine learning and advanced deep 
learning architectures in discerning and classifying hazardous 
urban acoustics. 

Predominantly, the dataset resonated with ambient auditory 
elements, notably picks, gunshots, and glass rupture cues. To 
encapsulate the nuances of diverse operational environments, 
ambient acoustics were assimilated from both indoor and 
outdoor milieus. 

For analytical rigor, the acoustic cues were partitioned into 
segments lasting one second—reflecting the typical duration of 
the identified events of significance. Each of these segments 
was further dissected into 200 MS frames, exhibiting a 50% 
overlap. To elucidate, each one-second segment was articulated 
into nine distinct frames. 

Table II offers a meticulous breakdown of the dataset, 
elucidating the composition of signals, frames, and segmented 
intervals. This tabulated exposition illuminates the 
heterogeneity of perilous urban acoustics, with an emphasis on 
their respective spectrograms. The table furnishes insights into 
the spectrographic analysis of varied impulsive acoustics, 
encompassing phenomena like vehicular glass rupture, canine 
alerts, emergency vehicular signals, infantile distress, security 
alarms, and various fire warning systems. This tabulation 
underscores the salience of the curated dataset and the 
pioneering CNN-LSTM deep learning paradigm. 

B. Model Overview 

Subsequent to initial preparations, the focus shifted towards 
logic programming. Central to this phase was the objective of 
formulating methodologies for comprehensive audio detection. 

The intricacies of discerning potentially alarming acoustic 
events can be bifurcated into two specific sub-endeavors: 

TABLE II.  SAMPLES OF IMPULSIVE SOUNDS IN THE DEVELOPED DATASET 

Sound Time (sec) Spectrograms 

Automobile 

glass 

shattering 

3.84 

 

Dog barking 22.15 

 

Police siren 24.19 

 

Ambulance 

siren 
15.41 

 

Constant 
wail from 

police siren 

56.87 

 

Single 

gunshot 
3.84 

 

Explosion 7.78 

 

Baby crying 6.66 

 

Burglar 

alarm 
11.13 

 

Fire alarm 
beeping 

1.41 

 

Fire alarm 

bell 
1.59 

 

Smoke alarm 0.99 

 

Fire alarm 

yelp 
2.3 
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 Firstly, within the continuous audio data stream, there is 
a need to detect and isolate discrete pulse signals, 
ensuring their distinction from ambient auditory noise. 

 Secondly, once extracted, the signal must then be 
classified, ascertaining its alignment with one of the 
multiple predefined acoustic events. 

C. Detection of Impulsive Sound Events 

The quantification of power for a series of consecutive, 
non-overlapping audio signal blocks serves as a cornerstone for 
various methodologies [9]. The computational approach to 
ascertain the power of the kth signal block, comprising N 
samples, is articulated by Eq. (1): 
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Consider, for instance, an auditory manifestation of a 
gunshot, registered at approximately 4.6 seconds. For blocks 
consisting of N = 4,000 entries, corresponding to each block's 
duration, the power value span equates to roughly 90 
milliseconds. The identification of blocks autonomously, 
especially in the context of transient pulse noises, can be 
executed via several distinct strategies, contingent upon the 
chosen approach: 

 Grounded in the standard deviation of data that's been 
calibrated in terms of power metrics; 

 Through the application of the median value from a 
median filter operating on the power units; 

 By setting adaptive thresholds pertinent to the power 
units. 

A deeper analysis reveals that this methodology 
predominantly leans on the standard deviation of power units' 
normalized values. Further examinations have deduced that 
normalized power block values situated within the interval [0, 
1] stand as a pivotal element in this analytical schema. 

 

 
 















j
winwin

j

j
winwin

norm

jeje

jeje

je

))(min()(max

)(min)(

 

Following the initial processes, the focus transitioned to 
evaluating the standard deviation, commonly referred to as 
variance, for a specified set of data points: 
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In scenarios characterized by the presence of ambient noise, 
block powers generally exhibit a uniform distribution within 
the interval [0,1] (as illustrated on the left). Upon recalibrating 
the power value for an audio segment to fit within this defined 
range, any significant deviation above the established power 
levels of background units triggers the automatic detection of a 
pulse signal. Gradual alterations in signals can be discerned by 
observing the average value of normalized power metrics. 
Notably, this methodology displays resilience in the face of 
fluctuations in ambient noise intensity. 

D. Proposed Model 

In the present research, a synergistic architecture has been 
postulated, integrating Convolutional Neural Networks (CNN) 
with Recurrent Neural Networks (RNN). In this structure, the 
RNN does not function as a recursive layer within the CNN. 
Instead, it operates independently, employing a Rectified 
Linear Unit (ReLU) activation for information processing. The 
RNN dimension is set at 128. A detailed representation of this 
integrated architecture can be viewed in Fig. 2. 

E. Feature Extraction 

In this investigation, the process of feature extraction from 
auditory signals spanned approximately 90 minutes, given that 
the dataset under scrutiny amounted to 6.6 GB. This specific 
size was selected intentionally, with the research aiming to 
assess methodologies on a comparatively modest dataset. In 
subsequent phases, the established techniques will be applied 
to data in a singular pass. Following the comprehensive 
analysis of the auditory files, a resultant set of 8,674 sounds, 
equating to a cumulative duration of 5,439 seconds or 90.65 
minutes, was obtained. A closer examination of the feature 
extraction component can be understood by referring to the 
coding segment, and the entire process is graphically 
represented in Fig. 3. 
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Fig. 2. Architecture of the proposed model. 

 
Fig. 3. The proposed framework. 

Within the scope of this research, four distinct functions 
were delineated. Among them, three were explicitly designated 
for the extraction of features and subsequent data preservation. 
To elaborate: 

1) The load_files_and_save() function invoked 

load_data(). This latter function systematically iterated over 

the dataset to acquire individual sound samples. 

2) Following this, get_features_from() was summoned for 

each sound sample to extract its pertinent features. 

3) Post-extraction, these attributes, along with their 

corresponding labels, were committed to persistent storage in 

two separate .npy formatted files. 

Subsequent to the storage phase, data retrieval was 
facilitated by the load_featured_files() function. This prepared 
the dataset for the training phase, utilizing the integrated RNN-
CNN model previously delineated in Fig. 2. This model's 
architecture encompassed two convolutional layers: one 
derived from a global maximum pooling mechanism and the 
other from a global average pooling paradigm. 

IV. EXPERIMENTAL RESULTS 

This segment elucidates the empirical outcomes derived 
from employing the synergized CNN-LSTM model for the 
identification of hazardous urban auditory events. Initially, the 
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metrics tailored for appraising the efficacy of the 
aforementioned deep learning model are delineated. This is 
succeeded by a presentation of the results from both training 
and testing phases, encompassing model accuracy, associated 
losses, the distinct confusion matrices, and AUC-ROC curve 
impulsive sound classification. 

A. Evaluation Metrics 

The efficacy of any machine learning or deep learning 
model, especially in contexts like hazardous urban sound 
detection, necessitates a rigorous and comprehensive 
evaluation strategy. This section elucidates the primary metrics 
employed to assess the proposed CNN-LSTM model's 
performance: 

Accuracy: This is the most fundamental metric, 
representing the ratio of correctly predicted instances to the 
total instances in the dataset [30]. It provides a broad 
understanding of the model's effectiveness, encapsulating its 
capacity to correctly identify both dangerous and non-
dangerous sounds. 

 NP

TNTP
accuracy






 

Precision: Precision ascertains the proportion of true 
positive predictions in the pool of all positive predictions [31]. 
In the realm of urban sound detection, high precision denotes 
that the sounds flagged as 'dangerous' by the model are indeed 
perilous with minimal false alarms. 

 FPTP

TP
preision




 

Recall (or Sensitivity): This metric quantifies the model's 
ability to correctly identify all potential hazards [32]. In 
essence, recall measures the fraction of actual dangerous 
sounds that were rightly detected by the model. 

 FNTP

TP
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F-score: Harmonizing precision and recall, the F-score is 
the harmonic mean of these two metrics [33]. It assists in 
providing a balanced measure, especially when the class 
distribution is skewed. An optimal model would strive for a 
high F-score, indicating both robust precision and recall. 

 recallprecision

recallprecision
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Utilizing these metrics provides a holistic understanding of 
the model's capabilities, ensuring it is adept at identifying 
genuine threats while minimizing false alarms. 

B. Results 

This section offers a comprehensive assessment of the 
experimental results emanating from the dangerous urban 
sound detection exercises. The results of the CNN-LSTM 
model's endeavor at discerning impulsive sounds are visually 
illustrated in Fig. 4 and Fig. 5. 

 
Fig. 4. Model training accuracy. 

Fig. 4 specifically delineates the performance metrics 
during both training and testing phases for the inaugural dataset 
furnished by the research team. Notably, the CNN-LSTM 
model exhibited an impressive proficiency, registering an 
accuracy rate of 95% during its training phase. This was 
achieved over an approximate span of 80 epochs. Diving 
deeper into the model’s architecture, it was observed to have 
approximately 87,822 parameters. 

 

Fig. 5. Model training loss. 

Furthermore, the duration of the training phase offers 
insight into the model’s computational efficiency. The entire 
training process was completed in roughly 267 seconds, 
translating to slightly more than four minutes. This timeline 
underscores not only the model's accuracy but also its 
expedient processing capabilities. 

In tandem, precision, recall, and F-score – though not 
explicitly detailed in the current dataset visualizations – remain 
paramount for comprehensive model assessment. These 
metrics, when considered in conjunction, ensure a holistic 
appreciation of the model's true capability, especially in real-
world urban soundscapes. 

In this section, we turn our focus to the findings from the 
second dataset, sourced from an open repository, and their 
implications as demonstrated in Fig. 6. 
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Fig. 6. Model test accuracy. 

The CNN-LSTM model's performance on the second 
dataset is showcased in Fig. 7, providing invaluable insights 
into its adaptability and precision. Over a span of 
approximately 110 epochs, the model achieved an accuracy of 
92%. This underscores its consistent performance, even when 
confronted with potentially disparate sound data from varied 
sources. 

 
Fig. 7. Model test loss. 

In the post-training phase, the model's performance was 
quantified using a confusion matrix, providing clarity on its 
precision across various classifications—specifically 
delineating true positives, true negatives, false positives, and 
false negatives, in the context of diverse urban acoustics. Fig. 8 
presents a graphical representation of this matrix, elucidating 
the categorization efficacy for impulsive sounds. The 
implemented CNN model facilitated the differentiation of eight 
distinct hazardous urban auditory signals. 

Fig. 9 depicts the AUC-ROC curve pertinent to the 
detection of perilous auditory events. The curve provides 
insights into the model's sensitivity to variations within the 
training dataset. The outcomes suggest that the integrated 
CNN-LSTM framework adeptly discerns hazardous acoustic 
events with commendable precision. Observations from the 
graph indicate a consistent performance, signifying the model's 
robust training tailored specifically for the identification of 
hazardous acoustical scenarios. 

 
Fig. 8. Confusion matrix. 

 
Fig. 9. ROC-AUC curve. 

Consequently, the introduced deep neural network exhibits 
superior efficacy in consistently detecting hazardous urban 
sounds across all evaluation metrics. The success of the 
proposed methodology may be attributed to the utilization of 
the advanced RNN-CNN for weight and bias adjustments, 
coupled with an optimized training duration. The findings 
indicate that the presented deep neural network can be readily 
adapted to cater to both concise and extensive auditory inputs 
in contemporary applications. 

V. DISCUSSION 

The task of detecting and classifying dangerous urban 
sounds using deep learning architectures has garnered 
considerable attention given the importance of public safety 
and efficient urban management. This study presented a novel 
Convolutional LSTM (CNN-LSTM) network specifically 
tailored for real-time impulsive sound detection and 
classification in urban settings. The outcome of this research 
offers significant insights and implications, which are 
discussed in this section. 

A. Comparative Performance of the Proposed Model 

The CNN-LSTM architecture, as revealed by the results, 
showcases a notable advancement over previously proposed 
models for urban sound detection. In comparison to standard 
CNN architectures, the introduction of RNN allows the model 
to effectively process temporal sequences in the auditory data, 
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proving its prowess in capturing the temporal dynamics 
inherent in sound samples [34]. Not only does this substantiate 
the architectural choices made in this research but it also 
suggests potential avenues for further refining and expanding 
the hybrid deep learning models in auditory signal processing. 

B. Efficacy in Hazardous Sound Detection 

A pivotal achievement of this study is the high 
classification accuracy for sounds that have immediate safety 
implications, such as gunshots, alarms, and screams [35]. 
Precision in detecting these sounds is crucial for real-time 
monitoring systems that aim to promptly respond to 
emergencies. The proposed model's ability to discern these 
sounds from a cacophony of urban noises, with significant 
accuracy, positions it as a strong candidate for deployment in 
urban surveillance systems. 

C. Model Generalizability and Robustness 

Another salient point worth discussing is the model's 
performance across diverse datasets [36]. Its consistent results, 
even with different datasets including open-source ones, 
indicate robustness and generalizability. The implications here 
are two-fold: First, the model appears to be resilient to 
overfitting [37], a frequent pitfall in deep learning paradigms. 
Second, its generalizability suggests that with minor 
modifications [38], the proposed architecture could potentially 
be employed in varied urban environments, extending beyond 
the specific settings of this study. 

D. Computational Efficiency and Real-time Implementation 

The study indicates that the model's training lasted a mere 
few minutes, emphasizing the computational efficiency of the 
CNN-LSTM architecture. This is crucial for scaling up the 
approach and integrating it into real-time surveillance systems, 
where rapid model training and updating are of essence. Given 
the emergent nature of urban sounds and the ever-evolving 
urban landscape, the ability to quickly train and retrain models 
can be a game-changer. 

E. Challenges and Limitations 

While the findings are promising, it is essential to 
acknowledge certain challenges. Ambient noises, characteristic 
of dynamic urban settings [39], can sometimes interfere with 
the accurate detection of impulsive sounds. Furthermore, while 
the model has been tested on selected datasets, its performance 
in other global urban contexts – each with its unique 
soundscapes – remains to be evaluated. 

F. Future Research Directions 

Several prospective avenues emerge from this study: 

 Data Augmentation: Experimenting with more 
extensive and diverse datasets, inclusive of global urban 
soundscapes, could further test and improve the model's 
robustness. 

 Model Refinements: While the CNN-LSTM 
architecture demonstrates efficacy, the integration of 
attention mechanisms might enhance its ability to focus 
on critical sound segments, thereby potentially 
improving accuracy. 

 Transfer Learning: Given the computational efficiency 
of the proposed model, it would be intriguing to 
investigate the benefits of transfer learning, applying 
knowledge from pre-trained models to expedite the 
training process even further. 

 Integration with Visual Surveillance: A holistic urban 
surveillance system could combine auditory cues from 
the CNN-LSTM model with visual data from CCTV 
cameras, enhancing the accuracy and response time of 
emergency systems. 

In conclusion, the CNN-LSTM model's performance in 
detecting dangerous urban sounds signals a promising step 
forward in urban surveillance and safety systems. Its 
computational efficiency, robustness, and high accuracy across 
datasets underpin its potential for real-world applications. 
Nevertheless, like all research, it sets the stage for further 
inquiries, refinements, and innovations in this domain. 

VI. CONCLUSION 

The paramount importance of ensuring urban safety cannot 
be overstated, and the deployment of advanced technological 
measures is crucial in these endeavors. This research aimed to 
bridge the extant gaps in urban sound detection by proposing a 
novel Convolutional LSTM (CNN-LSTM) architecture tailored 
for real-time impulsive sound detection and classification. The 
results, as delineated in the study, highlight the efficacy of this 
hybrid model in discerning and classifying hazardous urban 
sounds amidst the complex soundscape of urban environments. 

The model's comparative performance, evidenced by its 
high classification accuracy, demonstrates its potential utility 
for urban surveillance systems. Especially noteworthy is its 
ability to accurately detect sounds of immediate safety concern, 
such as alarms, screams, and gunshots. Moreover, the 
robustness and generalizability of the model, as indicated by its 
consistent performance across diverse datasets, fortify its 
position as a leading contender for wide-scale implementation 
in urban settings globally. 

However, while the findings undoubtedly underscore the 
potential of the CNN-LSTM architecture, they also pave the 
way for future research. There remains a vast expanse of 
uncharted territory in this domain, especially concerning model 
refinements, transfer learning, and the integration of auditory 
and visual surveillance cues. Such advancements could further 
refine detection accuracy and foster comprehensive urban 
safety measures. 

In sum, this study serves as a testament to the untapped 
potential of deep learning paradigms in enhancing urban 
security. The proposed CNN-LSTM model, with its impressive 
results, sets a foundational precedent for further innovations 
and refinements. As urban centers continue to grow and 
evolve, it is our sincere hope that the fruits of this research 
contribute to safer, more secure, and harmonious urban living 
experiences for all. 
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Abstract—Breast cancer is considered as the second cause of 

death for women. The earlier is diagnosed, the easier the patients 

can be recovered. The need for studies to detect this kind of 

cancer easily and accurately came from the growing rate of 

infected patents by breast cancer exponentially. This study is 

conducted to investigate the use of deep-learning model for 

breast cancer detecting using the technique VGG-19 and 

ultrasound images. Two layers of VGG19 structure were used: 

(i.e. fc6 and fc7. Based on these two layers (fc6 and fc7), new 

datasets were created, which are named as statistical operations. 

These datasets will be employed as input for the following 

Machine Learning classifiers: K-Nearest Neighbors, Random 

Forest, Naïve Bayes and Decision Tree. Data augmentation was 

considered to increase the dataset size for better learning of 

CNN. Random Forest achieved high accuracy (88.63), precision 

(0.88), recall (0.88) and F-Measure (0.88). The results of the 

classification accuracy in the three scenarios are slightly similar; 

this proves that the breast cancer can be detected even if the size 

of data in the training dataset was minimal. 

Keywords—Breast cancer detection; breast cancer 

classification; deep learning; vgg-19; breast tumor 

I. INTRODUCTION 

Cancer is considered as an uncontrolled growth of cells in 
human body. Breast cancer is one type of cancers, which 
considered as the second cause of death for women. It is 
known for patients and doctors, the earlier the cancer is 
diagnosed and detected, the easier the patients can be 
recovered. Because of the growing rate of infected by breast 
cancer exponentially [1]; there is need for studies to detect this 
kind of cancer easily and accurately. It is considered as a 
motivation for such study in that the diagnosed people in this 
kind of cancers is growing day by day. For example, in the US 
[2], most women are diagnosed with breast cancer compared to 
any other type of cancer, except for skin cancer. This cancer 
affects one in three of new female annually. In a year 2023, the 
estimated diagnosed women in US with invasive breast cancer 
to be 297,790, and with non-invasive breast cancer will be 
55,720 [2]. Although these statistical numbers reflect what is 
obtainable in most advanced economies, and it was illustrated 
by studies that about 58% of deaths occur because of this 
cancer in less advanced countries. The high death rate from 
breast cancer is because of the lack of early detection, as more 
than 33% are for population aged 30-49 and 81% for 30-59 
years old are diagnosed for this cancer [3], [4], [5]. 

In order for early detection and saving lives of breast 
cancer, a mammography was developed by scientists with 
some limitations of its functions. Despite of that, some of 
studies showed a reduction in death rate of about 40% after a 
mammogram screening [6, 7]. About 15 of the 1,000 women 
seen with mammography are recommended for a biopsy, and 
about 13 women of these biopsies show a false positive results 
(not present) [8]. A major limitation of mammographic 
screening was highlighted by C.K. et al. [9]: breast cancers of 
prognostic significance are not diagnosed. 

Several of strategies were implemented to enhance the 
performance of screening mammography: including double 
checking and screening at annual intervals [10], apply two 
views for each breast [11], and make a comparison with 
previous mammograms [12]. The serious features can be 
detected by radiologists for each scan such as architectural 
distortions, micro-calcifications, and asymmetries as cancer 
biomarkers or cancer risk. Detecting these serious features 
manually leads to additional costs and will let the radiologists 
pay more efforts for mammography [13]. One of systems 
emerged in the 1990s named as Computer-aided detection 
(CAD), this is to detect and then classify breast cancers in 
mammograms automatically. But still the performance of such 
these traditional systems has not improve screening process 
significantly, this is mainly due to their lack specificity [14,15]. 
Specificity relates to how abnormalities can be discriminated 
by algorithms when screening, which differs from how it is 
diagnosis; it employs causal inference as to the origin of the 
abnormality. However, detecting anomalies in screening 
mammographs is important in the diagnosis. 

Recently, the researchers in [16] reported that novel 
algorithms based on CNN can be used to improve the 
performance of screening mammography and also to increase 
the efficiency of mammography professionals. In this matter, 
some of researchers developed different CNNs-based 
algorithms for automated mammographic analysis purposes 
[17]. 

This study aims to detect and classify the images of breast 
cancer using deep-learning, which can be employed as system 
used to help doctors and radiologists in their diagnosis 
automatically. To achieve this aim, it will be conducted based 
on CNN using VGG-19. The pre-trained technique VGG-19 is 
used to achieve high accuracy by finding distinctive details 
features of image [18] [19]. The two layers of the VGG19 
structure were used (i.e. layer 6; which called fc6, and layer 7; 
which called fc7), and each contains 4096 features. Also, more 
feature vectors were created from (fc6 and fc7), which named 
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as statistical operations.  Statistical operations are used to 
generate more datasets using Average (Avg), Minimum (Min), 
Maximum (Max), and fusion between fc6 and fc7. All 
aforementioned datasets will be used as input for the processes 
of classification using different algorithms (i.e. K-Nearest 
Neighbors (KNN), Random Forest (RF), Naïve Bayes (NB) 
and Decision Tree (DT)). 

The results illustrated that Random Forest algorithm 
achieved high accuracy (88.63), precision (0.88), recall (0.88) 
and F-Measure (0.88) for fc7 of second scenario. The results 
were slightly similar; this approves that these features can 
provide a better accuracy when used in detection studies. Also, 
the results of the classification accuracy in the three scenarios 
are slightly similar; this proves that the breast cancer can be 
detected even if the number of images in the training dataset 
were minimal. 

The motivation of conducting this study is represented by:  

1) The literature need for researches of detecting breast 
cancer using CNN with new model like VGG-19 based on the 
two layers: fc6 and fc7.  

2) To the best of my knowledge, I could not find any 
research in the literature performed based on statistical 
operations for detecting breast cancer using VGG-19.  

3) Based on features that were extracted by VGG-19, it can 
be a contribution for this study by providing the literature with 
a differentiation between the results of different 
aforementioned classifiers and with different three scenarios. 

This research is designed into five sections. The overview 
of related studies in literature is introduced in Section II. 
Section III discusses the methodology for the proposed model 
and the experiment design. Then, the experimental results and 
discussion are discussed in Section IV. Finally, Section V 
presents the conclusion. 

II. LITERATURE REVIEW 

Several of studies showed several of automated, and 
computer vision approaches to classify breast cancer- based 
images [20, 21]. Some of them have focused on segmentation 
process, and then features were extracted from images [22]. 
While in some other studies followed the pre-processing steps 
for better feature extraction, this is to improve the contrast in 
the images and then to detect the infected part of image [23]. 
For example, the most important and the first of the pre-
processing steps in the mammogram analysis are applying the 
segmentation for the infected region, which allows focusing on 
region of interest in the images. The researchers in [24] applied 
the technique called texture filter in the segmentation of the 
breast region. 

Lastly, in this matter, there was a study conducted by de 
Vos, et al. [25] who implemented DL for extraction features 
for region of interest from cancer images. In their study, they 
used three techniques of convolutional neural network 
(ConvNet) to detect and to extract features from a 3D image, 
which are: the presence of the anatomical structure of interest 
in the following: 1) axial, 2) coronal, 3) sagittal slices. The 
method of their localization was compared to the manual 

method using the distances between the centroids and the walls 
with an automatically and manually defined reference frame. 
Many other researches have adapted a pure deep learning based 
on its layers for extraction features [26–30], and also using one 
of most interesting methods such a high pass isotropic filter 
[31]. 

Image cropping aims to enhance image quality by 
removing distracting content/also adding aesthetics, which are 
mainly categorized-based on that. Different methods are 
available to achieve such this task. Often, these methods can 
apply techniques like: machine learning, deep learning, 
segmentation, saliency-based, and sparse coding.  For example, 
the study conducted by Mishra et al. [32] used ML radiology 
using classification pipeline. They segmented the region of 
interest, and then extracted the useful features. Their study was 
performed on the dataset: (BUSI), and the results showed 
improving in classification accuracy. While the study 
conducted by Byra [33] used DL for the classifying the cancer 
parts from images. The transfer learning (TL) was used and 
then deep representation scaling (DRS) layers were added 
between the blocks of pre-trained CNNs to enhance the 
provided information. In order to analyze these parts 
classification, the enhancement was only for the parameters of 
the deep representation scaling layers during training, this is to 
enhance the pre-trained CNNs, which was much better 
compared to other techniques. 

Some of researchers in [34] developed algorithm: Dilated 
Semantic Segmentation Network (Di-CNN) and then they used 
it to detect and classify the breast cancer. The pre-trained 
DenseNet201 deep model was used in their work and then 
trained using TL that was used for feature extraction. In 
addition, they applied a 24-layer CNN and fusion features in 
their work. The results of the fusion process have improved the 
classification accuracy in the detection process. 

Ahmed et al. [35] used patch selection to classify breast 
tissue based images using TL. The features were extracted 
using CNN to discriminate patches, which are an input for an 
Efficient-Net architecture that is considered as an architecture 
of CNN and employed for scaling technique that scales all 
dimensions of: width, depth, and resolution based on a 
compound coefficient; these input were trained on the dataset: 
ImageNet. The classifier support vector machine was used for 
classifying features that were extracted from the Efficient-Net. 
The results showed that the suggested model achieved better 
results compared to the standard methods. 

The use of DL has outperformed most recent methods. A 
good example of this, it is the study in [35], which built based 
on the geometric properties of the edge features to extract the 
abnormal patches structures in the expected regions. For 
example, the researchers in [36] conducted a study and the 
features were extracted from the image using CNN 
(DenseNet); which are then provided in fully connected layers 
(FC) for classifying the benign and cancerous cells of breast 
cancer image. However, the researchers in [37] presented deep 
learning methods for detecting and classifying models. Deep 
learning can be used perfectly for computer vision problems, 
especially image optimization and interpretation. This has led 
to a wave of pioneering applications of medical imaging, and 
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available databases of image have presented the growth of DL 
algorithms aimed to detect cancer images. 

Other researchers in [38] conducted a study to extract the 
most important and useful information using DL including 
convolution layers for breast cancer detection. They showed 
that the features extracted by DL models are better in term of 
accuracy than traditional and manual methods. DL methods 
showed that it has ability to detect pathological forms of cancer 
that were previously thought to be difficult to diagnose using 
conventional and manual methods. The researchers in [39] 
presented DL-based techniques for detection breast cancer 
images. In their work, a dataset was published containing 
canine mammary tumor (CMT). Also, (VGG-16) was used to 
investigate the performance of hybrid frameworks using 
different algorithms on CMT and other datasets of breast 
cancer. 

The works that have been done in the literature on DL 
using CNN among others, have provided an insight to the 
researchers on how an automatic representation method 
without supervised descriptors in extracting, i.e. independent of 
any human intervention that could influence these 
representations [40]. 

In fact, Deep CNNs usually have too large number of 
parameters, so that it is not reasonably trained without a very 
large dataset. Moreover, medical datasets are usually not large 
enough to adequately train a deep CNN model from scratch. 
Thus, transfer learning in deep learning was explored to be 
used in the medical imaging to solve such problem. So, the 
transfer learning transfers knowledge between large source and 
small target domains [41], which can be done by using pre-
training a CNN model with the source of images, then re-
training parts of the model with the target images. In [42], the 
researchers used CNN AlexNet to detect the images of breast 
cancer from dataset named: BreakHis [43]. Their results 
showed that the classification accuracy is 79.85%. 

While the researchers Han et al. in [44] have proposed a 
framework for breast cancer multi-classification using class 
structure-based deep CNN model on the dataset named: 
BreakHis. The results showed 93.2% of classification 
accuracy. 

The researchers Nuh et al. in [45] have conducted a study 
to discriminate between samples infected and non-infected 
breast cancers images based on CNN using different spatial 
patches. The results showed for window sizes: 5x5 and 7x7 are 
86.91% and 86.17% respectively. 

The researchers in [46] have presented a CNN classifier for 
the visual analysis of area of cancer in images of malignant 
breast cancer. The results showed a higher performance for 
their proposed classifier compared to random forest classifier: 
84.23% classification accuracy. It was approved by results of 
Hafemann et al. [47] that used a CNN; It showed better results 
compared to traditional approach that always needs huge 
efforts and effective expert in the field of knowledge [48]. 

III. METHODOLOGIES 

This section presents the dataset design, and the 
experimental setup model. 

A. Database Design 

The Dataset of Breast Ultrasound Images (Dataset BUSI) is 
used in this research and can be obtained online [49]. The 
dataset consists of 780 images with size 500×500 pixels; 
including the segmentation masks that refers to 600 patients. 
The dataset consists of three classes: normal, malignant, and 
benign.  The whole dataset was divided into training and test 
dataset. However, this is not enough as dataset to train data 
using the model of deep learning; therefore, a data 
augmentation step is achieved to increase the dataset size for 
better learning of CNN. These implemented steps are achieved 
multiple times until the size of dataset of each class has 
reached 5872. 

B. Experimental Setup Model 

The experiment of this study was designed based on three 
scenarios: 1) 50% for training and 50% for testing, 2) 70% for 
training and 30% for testing, and 3) 80% for training and 20% 
for testing. So, for each scenario - the experimental setup for 
the proposed model is displayed in Fig. 1 and consists of set of 
steps, as follows: 

Step 1: The MATLAB is used for automatically extracting 
feature form images based on Pre-trained VGG-19. The 
outputs are two datasets for fc6 and fc7. Each of fc6 and fc7 
contains 4096 features. These datasets will be used in the step 
3. 

Step 2: Creating a new dataset from step 1 by performing 
the statistical operations (i.e. Avg, Min, Max, and fusion of fc6 
and fc7). These datasets will be used also in step 3. 

 

Fig. 1. Proposed experimental setup model. 
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The explanation for the statistical operations is in the 
following: 1) Max: It is the largest value of fc6 and fc7. 2) 
Min: It is minimum value of fc6 and fc7. 3) Avg: It is the 
average for (fc6 and fc7). 4) Fusion between fc6 and fc7: It is 
used to combine the first group of fc6: (4096) next to the 
second group of fc7: (4096), and thus that will create dataset, 
which contains 8192 features. 

Step 3: The aforementioned classifiers will be applied on 
the datasets that obtained from step 1 and step 2 to provide the 
results represented by Accuracy, Recall, F-measure, Precision, 
and duration time. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

The study is designed for three scenarios. In each scenario, 
the results of the evaluation of performance for the breast 
cancer images is represented by: Accuracy (Acc), Recall, F-
measure, Precision (Pre) and duration training time for each 
classifier. The evaluation of performance is applied on the 
following four classifiers; KNN, NB, RF, and DT. The results 
of each scenario are illustrated in the following subsections. 

A. First Scenario 

This scenario was designed based on the percentage of 50% 
for training and 50% for testing. Its aim is to investigate the 
influence of 50% of the data size in the training dataset on the 
classification accuracy. In this scenario, three results are 
obtained. First, results for original fc6 and original fc7 datasets. 
Second, results for the statistical operations. Finally, results for 
fusion feature between (original fc6 and original fc7) dataset. 

1) Results for original fc6 and original fc7 datasets 

separately: Table I and Table II show the results of the Fully 

Connected: fc6 feature vector dataset and fc7 feature vector 

dataset which were obtained from CNN outputs based on using 

different classifiers. 

The results showed that Random Forest outperforms other 
algorithms in classifying breast cancer if it is malignant or 
benign for fc6 and fc7 which are (88.24) and (88.35) of 
classification accuracy respectively. However, the training time 
required to conduct the experiment shows that DT required 
more time (i.e. 16.03) compared to others, but KNN required 
little time (i.e. 0s). The reason for that, because there is no 
training model; the comparison occurs directly between the test 
row with other training rows (examples), and this explains the 
slow in time for testing, especially if there is large size of data 
(examples) for the training [52-53]. This results match with the 
results in [50] in term of that RF outperforms other classifiers 
used in their study. Their study compared Random Forest with 
Support Vector Machine, DT, Multilayer Perceptron, and 
KNN. 

To the best of my knowledge, there was no the same study 
achieved to detect breast cancer based on the same proposed 
model in using deep learning with these four classifiers 
together (i.e. KNN, NB, RF, and DT), and also using statistical 
operations (i.e. Avg, Max, Min, and Fusion of fc6 and fc7), or 
using the three scenarios. 

2) Results for the statitsical operations: The results of 

three datasets that created for statistical operations (i.e. Avg, 

Max, and Min) are presented in this section. 

Tables III to V show results of the three statistical 
operations, whereas Random Forest algorithm outperforms 
other algorithms in classifying breast cancer if it is malignant 
or benign for Avg, Max, and Min, which are (88.28), (87.87), 
and (88.07) respectively. Despite of the Random Forest have 
showed an acceptable classification accuracy that 
outperformed other classifiers, it showed also an acceptable 
training time. While the training time required to conduct the 
experiment, the classifier Decision Tree required more time 
(i.e. 14.38s) compared to others, but KNN required little time 
(i.e. 0s), this is for the same reason mentioned in Section A of 
First Scenario. This results match with the results in [50] as 
mentioned in Section A of First scenario in the field of 
conducting study on RF, but not in using the statistical 
operation or three scenarios. 

3) Results for fusion feature between (orginal fc6 and 

orginal fc7) dataset: This dataset is created by fusion of fc6 

(4096 feature) and fc7 (4096 feature). The total feature will be 

8192. The results in Table VI showed that Random Forest 

algorithm (88.38) outperformed other algorithms in classifying 

breast cancer if it is benign or malignant. The second-high 

accuracy is for KNN (86.78). While the training time for the 

classifiers, DT required large time (28.79s), but KNNs required 

less time (0s) when compared to other classifiers. 

The summary of first scenario is that the results for all 
datasets used in first scenario are slightly similar to each other; 
especially for RF and KNN. This means all the features used in 
the study can have the same influence on the classification 
accuracy. 

B. Second Scenario 

This scenario was designed based on the percentage of 70% 
for training and 30% for testing. Its aim is to investigate the 
influence of 70% data size in the training dataset on the 
classification accuracy. In this scenario, three results are 
obtained. First, results for original fc6 and original fc7 datasets. 
Second, results for the statistical operations. Finally, results for 
fusion feature between (original fc6 and original fc7) dataset. 

1) Results for original fc6 and original fc7 datasets 

separately: Table I and Table II show the results of the Fully 

Connected: fc6 feature vector dataset and fc7 feature vector 

dataset which were obtained from CNN outputs based on using 

different classifiers. 

The results showed that Random Forest outperformed other 
algorithms in classifying breast cancer if it is benign or 
malignant for fc6 and fc7, which are (88.24) and (88.63) of 
classification accuracy respectively. While the training time for 
the classifier Decision Tree required more time (i.e. 31.09s) for 
fc7 compared to others. But KNN required little time (i.e. 0s), 
this is for the same reason mentioned in Section A of First 
Scenario. This results match with the results in [50] as 
mentioned in Section A of First scenario in the field of 
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conducting study on RF, but not in using the statistical 
operation or three scenarios. 

2) Results for the statitsical operations: The results of 

three datasets that created for statistical operations (i.e. Avg, 

Max, and Min) are presented in this section. 

Tables from III to V show results of the three datasets (avg, 
max, and min). The classifier Random Forest outperformed 
other algorithms in classifying breast cancer for Avg, Max, and 
Min, which are (88.51), (87.95), and (88.36) respectively. 

Despite of the RF have showed an acceptable classification 
accuracy that outperformed all other classifiers, and the 
training time was also an acceptable compared with others. 
While the training time for the classifier Decision Tree 
required more time (i.e. 81.13s) compared to others. But KNN 
required little time (i.e. 0s), as this explained earlier in Section 
A of First Scenario. This results match with the results in [50] 
as mentioned in Section A of First scenario in the field of 
conducting study on RF, but not in using the statistical 
operation or three scenarios. 

TABLE I. DETECTION RESULTS OF FC6 FEATURE VECTOR 
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 Fc6 (First Scenario) Fc6 (Second Scenario) Fc6 (Third Scenario) 

KNN 86.03 0.86 0.86 0.86 0.01 86.39 0.86 0.86 0.86 0 85.71 0.86 0.85 0.85 0.01 

NB 78.54 0.82 0.78 0.79 1.29 77.98 0.82 0.78 0.78 1.76 78.71 0.82 0.78 0.79 3.27 

RF 88.24 0.88 0.88 0.87 3.11 88.24 0.88 0.88 0.87 4.38 88.10 0.88 0.88 0.87 9.38 

DT 81.19 0.81 0.81 0.812 13.71 81.36 0.81 0.81 0.81 20.18 82.07 0.82 0.82 0.82 57.63 

TABLE II. DETECTION RESULTS OF FC7 FEATURE VECTOR 
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 Fc7 (First Scenario) Fc7 (Second Scenario) Fc7 (Third Scenario) 

KNN 86.75 0.87 0.86 0.86 0 85.86 0.86 0.85 0.86 0 86.54 0.86 0.86 0.86 0.01 

NB 82.93 0.84 0.82 0.83 1.19 83.52 0.84 0.83 0.83 1.98 83.39 0.84 0.83 0.83 2.2 

RF 88.35 0.88 0.88 0.87 2.97 88.63 0.88 0.88 0.88 4.52 88.35 0.88 0.88 0.87 5.58 

DT 81.77 0.81 0.81 0.81 16.03 82.65 0.82 0.82 0.82 31.09 81.60 0.81 0.81 0.81 31.52 

TABLE III. DETECTION RESULTS OF AVERAGE (AVG) FEATURE VECTOR 
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 Avg (First Scenario) Avg (Second Scenario) Avg (Third Scenario) 

KNN 86.06 0.86 0.86 0.86 0 86.64 0.87 0.86 0.86 0 85.86 0.86 0.85 0.86 0 

NB 79.63 0.83 0.79 0.80 1.14 79.22 0.82 0.79 0.80 1.98 80.54 0.83 0.80 0.81 3.17 

RF 88.28 0.88 0.88 0.87 3.01 88.51 0.88 0.88 0.88 8.77 88.35 0.88 0.88 0.87 10.4 

DT 81.02 0.81 0.81 0.811 15 82.99 0.82 0.83 0.82 81.13 82.65 0.82 0.82 0.82 43.23 

TABLE IV. DETECTION RESULTS OF MAXIMIUM (MAX)  FEATURE VECTOR 
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 Max (First Scenario) Max (Second Scenario) Max (Third Scenario) 

KNN 85.35 0.85 0.85 0.85 0 85.69 0.86 0.85 0.85 0 85.48 0.85 0.85 0.85 0 

NB 82.45 0.84 0.82 0.83 1.24 82.74 0.84 0.82 0.83 2.8 83.07 0.84 0.83 0.83 2.99 

RF 87.87 0.87 0.87 0.87 3.1 87.95 0.87 0.88 0.87 8.14 88.20 0.88 0.88 0.87 8.53 

DT 81.36 0.81 0.81 0.81 14.38 81.58 0.81 0.81 0.81 31.7 82.12 0.82 0.82 0.82 35.71 
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TABLE V. DETECTION RESULTS OF MINIMUM (MIN) FEATURE VECTOR 
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 Min (First Scenario) Min (Second Scenario) Min (Third Scenario) 

KNN 86.23 0.86 0.86 0.86 0 86.32 0.86 0.86 0.86 0 86.67 0.86 0.86 0.86 0.02 

NB 76.19 0.81 0.76 0.77 1.23 75.45 0.81 0.75 0.76 2.82 76.64 0.81 0.76 0.77 5.02 

RF 88.07 0.88 0.88 0.87 3.13 88.36 0.88 0.88 0.87 7.76 87.88 0.87 0.87 0.87 8.61 

DT 83.10 0.83 0.83 0.83 14.45 82.31 0.82 0.82 0.82 38.24 81.03 0.81 0.81 0.81 51.01 

TABLE VI. DETECTION RESULTS OF FUSION FEATURE VECTOR 
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 Fusion (First Scenario) Fusion (Second Scenario) Fusion (Third Scenario) 

KNN 86.78 0.87 0.86 0.86 0 86.00 0.86 0.86 0.86 0 86.63 0.86 0.86 0.86 0 

NB 81.77 0.83 0.81 0.82 2.42 82.18 0.84 0.82 0.82 3.84 82.75 0.84 0.82 0.83 6.51 

RF 88.38 0.88 0.88 0.87 4.31 88.61 0.88 0.88 0.88 10.7 88.250 0.88 0.88 0.87 12.37 

DT 81.23 0.81 0.81 0.81 28.79 83.09 0.82 0.83 0.83 73.95 82.48 0.82 0.82 0.82 91.39 

TABLE VII. COMPARISON BETWEEN PROPOSED MODEL VS. MOST RELATED WORKS 

Authors’ 

References 
Description of method/ technique Dataset Size 

Performance metric/s 

(value/s) 

[54] 

It consists of two stages: 2D detection and 3D aggregation. 

In 2D, the magnitude and orientation field map generated using Gabor filters. Then, 

features extracted using Faster-RCNN to determine the spatial pattern of AD. 
In 3D, the fusion strategy for regions is used for 2D into 3D. 

They used Soft classifier. 

265 DBT image. They 

were collected from 68 
patients 

 

Mean True positive 
fraction (MTPF) of 50 

+_ 0.04 

 
ACC=90% 

[55] 

They used VGG-16 with progressive fine-tuning to evaluate its performance on AD 

detection. Then, the results were compared with a custom CNN architecture that were 

trained from scratch. 

280 image AUC=0.89 

[56] 

Breast masses detected system was developed based on texture description, spectral 

clustering, and support victor machine (SVM). ROIs were segmented using spectral 

clustering relaying on texture. Then, the optimal features were submited to SVM. 
They used SVM classifier. 

- 
Accuracy 

90% 

[51] 

Different of CNN models are used for feature extraction: VGG16, InceptionV3, and 

ResNet50. 
Data were enlarged up to 400X to increase the accuracy. 

They used Softmax classifier. 

7,909 images 

(Number of patients 82: 24 
benign patients and 58 

malignant patients). 

98.26%. 

The  proposed 
model 

The following are used in this study: 

- CNN (VGG-19 technique): features extracted from two layers: (fc6+fc7). 
- Fusion for two layers: (fc6+fc7) 

- Apply classifiers on: Fc6, fc7, statistical operations (avg, max, min, and fusion). 

- Three scenarios in the training dataset. 
- Used the following classifiers: K-Nearest Neighbors, Random Forest, Naïve Bayes, 

and Decision Tree. 

5872 Accuracy (88.63%) 

 

3) Results for fusion feature between (original fc6 and 

original fc7) dataset: This dataset is created by fusion of fc6 

(4096 feature) and fc7 (4096 feature). The total feature will be 

8192. The results in Table VI showed that there was not big 

difference between them, but Random Forest algorithm 

achieved higher accuracy compared to other algorithms in 

classifying breast cancer if it is benign or malignant for (88.61) 

of accuracy. The second-high accuracy is for KNN (86). While 

for the training time for classifiers; Decision Tree required 

more time (73.95s), but KNNs required little time (0s) 

compared to other. 

The summary of second scenario is that results for all 
datasets used in the second scenario are slightly similar to each 
other; especially for RF and KNN. This means that all the 
features used in the study can have the same influence on the 
classification accuracy 

C. Third Scenario 

This scenario was built based on the percentage of 80% for 
training and 20% for test data set.  Its aim is to investigate the 
influence of 80% data size in the training dataset on the 
classification accuracy. In this scenario, three results are 
obtained. First, results for original fc6 and original fc7 datasets. 
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Second, results for the statistical operations. Finally, results for 
fusion feature between (original fc6 and original fc7) dataset. 

1) Results for orginal fc6 and orginal fc7 datasets 

separatly: Table I and Table II show the results of the Fully 

Connected: fc6 feature vector dataset and fc7 feature vector 

dataset which were obtained from CNN outputs based on using 

different classifiers. 

The results showed that Random Forest outperforms other 
algorithms in classifying breast cancer if it is benign or 
malignant for fc6 and fc7, which are (88.10) and (88.35) of 
classification accuracy. While the training time for the 
classifier Decision Tree required more time (i.e. 57.63s) for fc7 
compared to others, but KNN required little time (i.e. 0s. This 
results match with the results in [50], as discussed in Section A 
of First and Second Scenarios. 

2) Results for the statitsical operations: The results of 

three datasets that created for statistical operations (i.e. Avg, 

Max, and Min) are presented in this section. 

The results of statistical operations are presented in Tables 
from III to V. The results show the Random Forest algorithm 
outperformed other algorithms in classifying breast cancer for 
Avg, Max, and Min, which are (88.35), (88.20), and (87.88) 
respectively. In addition to these results of having acceptable 
accuracy for the Random Forest, the confusion matrix; F-
measure, recall, and precision are scored high values among all 
other classifiers. 

The training time for RF was also in an acceptable 
compared with others. While the training time for the classifier 
Decision Tree required more time (i.e. 51.01s) compared to 
others, but KNN required little time (i.e. 0.02s. This results 
match with the results in [50] in the field of classification 
accuracy results for RF, as they did not conduct their study in 
using the statistical operation or three scenarios. 

3) Results for fusion feature between (original fc6 and 

original fc7) dataset: This dataset is created by fusion of fc6 

(4096 feature) and fc7 (4096 feature). The total feature will be 

8192. The results in Table VI showed that there were not big 

difference between the values of accuracy. Therefore, Random 

Forest algorithm outperformed other algorithms in classifying 

breast cancer if it is malignant or benign in fusion dataset that 

achieved (88.25) of accuracy. The second-high accuracy is for 

KNN (86.63). While the training time for the classifiers 

Decision Tree required large time (91.39s), and KNNs required 

less time (0s) compared to other classifiers. 

The summary results for the three scenarios show that the 
classifier Forest showed better classification accuracy 
compared to other classifiers. In general, the required time to 
achieve was high for the case; fusion dataset in the third 
scenario, this is because the size of data is huge in the training, 
which was 80% and required a lot of time. In term of 
investigating the influence of the three scenarios on the 
classification accuracy, the results have approved that the 
detection for breast cancer can be achieved with almost similar 
classification accuracy even if the training dataset was 
minimal. 

Table VII shows the comparison between our proposed 
model with most similar studies conducted for breast cancer 
detection. The proposed model can be considered as one of the 
interesting study, for number of reasons, mentioned below. 

Some others of previous studies were performed on small 
dataset compared to proposal model. 

Some others of previous studies were performed on large 
data size in training dataset (examples) compared to proposal 
model which contained a few images (examples). Three 
scenarios were considered in the proposal model. It was 
approved by our proposal model that using few number of 
images in the training dataset usually leads to low classification 
accuracy compared to use large number of images. 

Some of previous data enlarge the data up to 400 times 
categories to increase the data size such as in [51]. This may 
influence on the training dataset that then would effect on the 
accuracy. In our proposed model, there were no enlarge in the 
training datasets. 

To the best of my knowledge, we have not come across to 
any research performed based on statistical operations nor 
using three scenarios to detect breast cancer for the 
classification accuracy purposes, which considered a new 
method in this field. 

V. CONCLUSION 

The aim of this study is to investigate the use of deep 
learning model for breast cancer detecting using VGG-19 that 
used for extracting features from ultrasound images. Two 
layers of VGG19 structure were used: (i.e. fc6 and fc7); each 
of layer contains 4096 features. Also, more feature vectors 
were created from (fc6 and fc7), which called statistical 
operations. Different statistical operations are used to generate 
more datasets such: average, minimum, maximum and fusion 
of both fc6 and fc7. These datasets will be employed as input 
for the following ML classifiers: KNN, Random Forest, Naïve 
Bayes and Decision Tree. Data augmentation was considered 
to increase the dataset size for better learning of CNN. 

Based on the results; Random Forest achieved high 
accuracy (88.63), precision (0.88), recall (0.88) and F-Measure 
(0.88) for fc7 of second scenario. The results were slightly 
similar; this approves that these features can provide a better 
accuracy when used in detection studies. Also, the results of 
the classification accuracy in the three scenarios are slightly 
similar, this approves that the breast cancer can be detected 
even if the size of data in the training dataset was minimal. 

In the future work, it is recommending to conduct more 
investigation to improve the classification accuracy results and 
reduce training time using different algorithms. 
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Abstract—Threat detection is an important area of research, 

particularly in security and surveillance applications. The 

research is focused on developing a threat detection system using 

DL techniques. The system aims to detect potential threats in 

real-time video streams, enabling early identification and timely 

response to potential security risks. The study uses two state-of-

the-art DL models, MobileNet and YOLOv5, to train the object 

detection system. The TensorFlow object detection API is 

employed for training and evaluating the models. The results of 

the study indicate that MobileNet outperforms YOLOv5 in terms 

of detection accuracy, speed, and overall performance. The 

justification for selecting MobileNet over YOLOv5 is based on 

several factors. First, MobileNet has a lightweight architecture, 

making it suitable for real-time applications where processing 

speed is critical. Second, it is efficient in terms of memory usage, 

enabling it to operate effectively on low-resource devices. Third, 

MobileNet provides high accuracy in detecting objects of 

different sizes and shapes. The study evaluated the performance 

of the threat detection system using various evaluation metrics, 

including mean average recall (mAR), mean average precision 

(mAP) and Intersection over union (IoU). The results show that 

the system achieved high accuracy in detecting threats, with an 

overall mAP (mean average precision) of 0.9125, mAR (mean 

average recall) of 0.9565 and Intersection over union (IoU) of 

0.9045. In this study, researchers present a highly efficient and 

successful method for identifying threats through the utilization 

of deep learning methods. The research demonstrates the 

superiority of MobileNet over YOLOv5 in terms of performance, 

and the results obtained validate the effectiveness of the proposed 

system in detecting potential threats in real-time video streams. 

Keywords— Deep learning; machine learning; object detection; 

threat detection 

I. INTRODUCTION 

Nowadays, technologies are experiencing unprecedented 
growth and advancement, particularly in the field of Data 
Sciences (DS). DS encompasses a wide range of disciplines, 
including Artificial Intelligence (AI), Machine Learning (ML), 
and Deep Learning (DL). AI involves the external creation of 
intelligence for various systems, enabling them to make 
decisions based on insights derived from available data. ML 
empowers machines to process data and generate knowledge 
and intelligence by integrating applied statistics and 
optimization theory. DL is a subfield of ML that specifically 
concentrates on constructing, training, and deploying extensive 
and intricate neural networks [1]. By leveraging data in 
parallel, these neural networks carry out their operations with 
the aim of accomplishing their assigned tasks. To develop an 
intelligent system for object detection, it is necessary to 

identify and categorize moving objects. Object detection 
entails the ability of computers and software systems to 
identify the presence and location of various objects within an 
image, such as vehicles, animals, humans, and more. Deep 
convolutional neural networks have gained significant 
prominence in tasks like image classification, object 
classification, localization, and object detection [2]. DL 
technologies have been increasingly applied in image 
classification, target tracking, object detection, image 
segmentation. These technologies have helped in different 
social life events and cases. The focus in this research is to use 
these technologies to raise safety and security. Considering the 
escalating global crime and terrorism rates, the demand for 
automated video surveillance has surged. The combination of 
surveillance and detection has become critically significant. 
While human detection and tracking are desirable, the 
unpredictable nature of human movement presents significant 
challenges in effectively tracking and categorizing suspicious 
activities. The focus of this research is to identify and detect 
potentially threatening objects captured by Close Circuit 
Television Cameras (CCTV) [3]. This idea comes out of the 
great need for detecting threatening objects to help evaluate 
situations or prevent any further crimes. Finally, the idea 
behind this research is extracted and built based on the 
previous studies in the field of DL techniques. Also, among the 
search between the previous studies, there was no use of the 
MobileNet model in the field of recognizing and detecting 
objects in videos especially threatening objects. 

A. Object Detecting Technique 

Object detection is a computer vision technique that 
empowers software systems to identify, locate, and track 
objects within images or videos. One of its notable features is 
the ability to classify objects (such as people, tables, chairs, 
etc.) and precisely determine their coordinates within the 
image. This is achieved by drawing a bounding box around the 
object, although the accuracy of the bounding box may vary. 
The effectiveness of the detection algorithm is measured by its 
capacity to accurately locate objects within the image. An 
example of object detection is facing detection. 

Object detection algorithms can either be pre-trained or 
trained from scratch, with pre-trained weights from existing 
models often utilized and fine-tuned to suit specific 
requirements or use cases. Object detection is a crucial area of 
research in computer vision and finds widespread applications 
in various fields, including surveillance, robotics, autonomous 
vehicles, and image and video search engines. The objective of 
object detection is to enable machines to comprehend and 
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interpret the visual world in a similar manner to humans. Deep 
learning techniques, such as convolutional neural networks 
(CNNs), are commonly employed in object detection 
algorithms to analyze images or videos and identify objects 
within them. These algorithms are trained on large datasets 
comprising labeled images, where the object's location and 
class are annotated. The training process involves adjusting the 
weights and biases of the neural network to minimize the error 
between predicted and actual object locations and classes. 
Once trained, object detection algorithms can be applied to 
detect objects in new images or videos. The algorithm typically 
outputs a set of bounding boxes corresponding to the detected 
objects, accompanied by their class labels and confidence 
scores. Post-processing techniques can be further employed to 
refine the bounding boxes and enhance the accuracy of the 
object detection process. 

In recent years, there has been significant progress in object 
detection, driven by advances in DL and the availability of 
large datasets. State-of-the-art object detection algorithms can 
achieve high accuracy and real-time performance on a wide 
range of object types and scenarios. In addition to the 
traditional object detection methods, there are also several 
advanced techniques that have emerged in recent years. Below 
are a few examples: 

1) One-shot object detection: Traditional object detection 

algorithms require a large amount of labeled data during the 

training phase. One-shot object detection, on the other hand, is 

a technique that can detect objects with only one or a few 

examples of each object class during training. 

2) Instance segmentation: Instance segmentation is an 

extension of object detection that not only detects the objects 

in an image but also segments each object instance from the 

background. This technique is useful in scenarios 

where precise object boundariesare necessary, such as in 

medical imaging or autonomous driving. 

3) 3D object detection: While traditional object detection 

works on 2D images, 3D object detection can detect objects in 

3D space. This is important for applications such as robotics 

and autonomous vehicles, where the detection of objects in 3D 

is necessary for navigation and obstacle avoidance. 

4) Few-shot object detection: Similar to one-shot object 

detection, few-shot object detection is a technique that can 

detect objects with only a few examples of each object class 

during training. However, few-shot object detection is more 

challenging than one-shot object detection as it requires the 

algorithm to generalize to unseen object classes. 

B. Object Detecting from Image and Video 

Object detection is an important and prominent area of 
research that combines deep learning (DL), computer vision, 
and image processing. Its primary objective is to identify 
specific semantic objects, such as people or animals, in digital 
images and videos. Within the field of object detection, there 
are well-established areas of study, such as pedestrian detection 
and face detection. However, object detection has broader 
applications in various DL fields, including image restoration 
and video surveillance [4]. To differentiate between different 

objects, object detection employs a multi-label classifier, 
although it does not determine the specific identity of each 
object. This is where Image Localization comes into play, as it 
precisely determines the object's location within the image by 
providing a bounding box around it. Image Localization 
technology has practical applications in image retrieval, with 
facial detection being a widely used example. Additionally, it 
can assist in pedestrian detection at traffic lights to enhance 
traffic flow and aid visually impaired individuals. It also 
facilitates Sign Language Detection (SLD) to support 
communication with the deaf and mute community. The 
process of object detection involves providing an image or 
video frame, using algorithm-based models to search for 
targeted objects, and assigning specific categories to each 
identified target [5]. Object detection algorithms commonly 
employ machine learning (ML) and DL techniques to achieve 
meaningful results. Furthermore, the ultimate goal of object 
detection models is to emulate the rapid comprehension and 
recognition of objects by the human brain when observing 
images or videos. Training DL algorithms and models to match 
the intelligence of the human brain using computer technology 
is a challenging yet crucial task, particularly in the context of 
detecting potentially threatening objects. 

C. Problem Statement 

The research focuses on the detection and recognition of 
objects using ML and DL techniques, which is a prominent 
area of study for DL enthusiasts. The aim is to enable machines 
to learn autonomously by simulating the functioning of 
neurons in the human brain. While previous works have 
explored object detection for various social issues, there is a 
lack of research specifically addressing the detection of 
threatening objects in videos and evaluating the MobileNet 
model for this purpose. This research aims to enhance 
community safety and security by improving the detection of 
threatening objects, as incidents and accidents often result from 
inadequate security measures or delayed responses to 
immediate threats. The research seeks to answer two main 
questions: is there an efficient way to detect threats from live 
videos using DL algorithms, and how accurate and efficient is 
the MobileNet model in detecting objects in live videos? The 
objectives of the study are to detect threats in live videos to 
prevent the criminal use of threatening objects and to assess the 
efficiency and accuracy of the MobileNet model in detecting 
threatening objects. The research utilizes DL techniques to 
identify and detect threats in live video clips or surveillance 
videos. The idea for this research originated from the urgent 
need for video analysis on the internet, and it builds upon a 
review of previous studies in DL and its techniques. The 
researchers identified a gap in utilizing the MobileNet model 
for identifying and detecting potential shapes and threats in 
videos. The MobileNet model will be employed in this 
research to detect threatening objects, and the results will be 
analyzed in terms of accuracy and quality. 

II. LITERATURE REVIEW 

The DL fields are full and rich by the research in this 
domain. The related work to this contribution was different in 
the model that they used, or they study the same model to 
different dataset, or they wanted to detect images instead of 
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video. There are very limited kinds of literature that have 
adopted detecting threats by using DL or ML algorithms. This 
section presents most of the notable research worked on DL, 
ML, and object detection. 

A. Object Detection Algorithms 

Object Detection is a very trending domain among 
researchers. It was thoroughly studied from the beginning of 
2010 until the current time [6]. That shows how much this 
domain is important and rich. Fig. 1 shows the number of 
publications with the keywords of ―Object Detection‖ during 
the past 10 years. 

 

Fig. 1. The growing numbers of publications in object detection algorithms. 

Object detection plays a crucial role in computer vision 
applications, enabling the automatic identification and 
localization of objects within images or videos. The researcher 
Shaukat Hayat. el at [7], studied a DL framework for object 
recognition purposes. The proposed model was further tuned, 
and the recognition performance was improved. They use nine 
different object classes taken from wide varied image dataset 
caltech101 and deploy five layers CNN model. They compared 
the proposed model's performance with different classical bag-
of-words (BOW) approaches trained on a novel. This algorithm 
achieved an accuracy level of 90.12% is much better than 
different classical BOW approaches. While Kanimozhi S. el at 
[8], tried to detect and track the object in the sports field to 
make the computer learn Deeply, which is none other than the 
application of DL. The proposed method increases the 
accuracy level in identifying real-time household objects. 
Aniruddha Srinivas Joshi, el at [9], adopted the idea of 
detecting face masks from video footage. A highly effective 
face detection model is applied for obtaining facial images and 
cues. A distinct facial classifier is built using DL to determine 
the presence of a face mask in the facial images detected. The 
proposed method has shown its good effectiveness in 
identifying facial masks by achieving high precision, recall, 
and accuracy. As for using ML algorithms to detect threats 
included in the social media post, Shatha Alajlan. el at [10] has 
published research in that domain. She utilized the CNN model 
on the TensorFlow platform to classify Instagram content 
(images and Arabic comments) for threat detection. The results 
of this research showed that the accuracy of the developed 
model is 96% for image classification and 99% for comment 
classification. 

1) Using object detection algorithms: Muhammad 

Shakeel. el at [11] have developed a passenger security 

screening system that employs DL techniques to detect 

potential security threats by rotating the image of a person's 

body. However, this method has limitations in identifying the 

specific type of threat and precisely locating its position 

within the body. Shaoqing Ren. el at [12] have conducted a 

study on object classification and detection performance, 

achieving a remarkable 5-7 frame rate per second and 73.2% 

mean average precision (mAP). Their approach involves 

categorizing objects and identifying their precise location, 

allowing for the development of an efficient security screening 

algorithm that accurately detects threats at specific locations 

using an enhanced faster R-CNN model. A comprehensive 

analysis of cargo X-ray image analysis automation was carried 

out by Jaccard, Nicolas et al. [13]. The review emphasized the 

importance of employing image pre-processing techniques, 

including image quality enhancement, manipulation, material 

discrimination, and segmentation. These techniques play a 

crucial role in improving the accuracy of automated image 

understanding algorithms and rectifying errors that may arise 

during image acquisition.  

Moreover, Jaccard's paper proposes an automated threat 
detection method to further improve the accuracy in the 
analysis of cargo X-ray images. Nicolas Jaccard el at. [13] have 
developed a CNN model specifically designed for detecting 
threats in X-ray images. Their model was trained using an 
augmented dataset that included real threat images, resulting in 
a high detection rate of 90% and a low false alarm rate of only 
0.8%. The effectiveness of image manipulation and quality 
improvement techniques in enhancing the proposed solution is 
highlighted in their study. In their study, Akcay, Samet et al. 
[14] investigated the potential of convolutional neural networks 
(CNNs) for object classification in X-ray baggage images. 
Their research focused on utilizing CNNs to improve the 
accuracy of object classification in this domain. 

On the other hand, Riffo, Vladimir and Flores Sebastian 
[15], proposed an innovative automated approach for object 
detection in X-ray images, specifically for baggage screening 
purposes. Their solution involved the utilization of an adapted 
implicit shape model (ASIM), an enhanced version of the 
implicit shape model introduced in the research conducted by 
Leibe, Bastian et al. [16]. The ASIM approach employed SIFT 
descriptors to describe objects using multiple X-ray images 
from different perspectives. The visual vocabulary of object 
parts was then used to characterize the object, and targets were 
detected by searching for similar visual words and spatial 
distributions. Although the object detector incorporated pose 
estimation and Q-learning computer vision techniques, it may 
not be ideal for region-based threat detection. 

Furthermore, Nurhopipah, Ade et al. [17] conducted a 
study that delved into various aspects of motion detection, face 
detection, data training, and face identification. Their research 
aimed to explore the complexities associated with these areas 
in the context of threat detection. Their utilization of the 
Accumulative Differences Images (ADI) approach for motion 
segmentation proved successful, with motion detection 
reaching a high success rate of 92.655%. The Haar cascade 
classifier was employed for face detection, with a success rate 
of 76%, and face identification reached 60%. Meanwhile, 
Busarin Eamthanakul. el at [18] implemented the background 
subtraction method and median filter to compute data and 
analyze traffic conditions. Their system was able to detect the 
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number of objects or cars on the road, providing useful data for 
traffic management.  

Nipunjita Bordoloi. el at [19] developed a security system 
that effectively tracks object movement and detects anomaly 
motion in real-time. Background subtraction was utilized to 
track objects, and the system achieved success in detecting 
suspicious activity. Alavudeen Basha. el at [20] also delved 
into suspicious activity detection, using a CNN-DBNN 
algorithm to detect human activity. The technique of 
foundation subtraction was used for human detection, with 
larger bounding boxes to enclose individuals. A Discriminative 
Deep Belief Network (DDBN) was implemented for activity 
classification, with an impressive accuracy rate of 90%. The 
research in computer vision systems continues to advance, 
providing new and innovative ways to detect and analyze data. 

2) Using mobilenet model: MobileNet models offer an 

efficient solution for on-device intelligence across various 

recognition tasks. Developed specifically for TensorFlow, 

MobileNets are a family of computer vision models designed 

with a mobile-first approach. These models prioritize accuracy 

while considering the limited resources available for on-

device or embedded applications. MobileNets fall under the 

category of lightweight deep convolutional neural networks, 

significantly smaller in size and faster in performance 

compared to many other popular models. Their small 

footprint, low latency, and low power consumption make them 

well-suited to meet the resource constraints of diverse use 

cases. MobileNet models can be leveraged for classification, 

detection, embeddings, and segmentation tasks, providing a 

versatile framework for on-device intelligent applications. 

3) The Gap on the Literatures: This research aims to 

complete what other researchers have done by using DL 

algorithms and the MobileNet model to detect objects in 

images and videos. All the studied and reviewed literature 

were specifying different domain of study or different type of 

purposes. However, this research focus on Using the 

MobileNet model to detect the threatening objects on videos. 

According to previous studies, various researchers have 

reported high AP values for this model's ability to detect 

different classes such as cars, persons, and chairs. Some 

research findings suggest that the AP reaches as high as 

99.76%, while others claim to achieve a slightly lower value 

of 97.76% [21]. Researchers want to approve if the same 

percentage would be detected with the same purpose they aim 

to study. This action has not been previously investigated by 

researchers in the field of object detection by using DL 

algorithms. 

III. METHODOLOGY 

This research aims to investigate the effectiveness of the 
MobileNet model in detecting threatening objects. Object 
detections a crucial task in computer vision, and it has 
numerous applications in various domains, such as security, 
surveillance, and autonomous driving. The research is focused 
on detecting threatening objects in public places, and the 
results could have significant implications for improving public 

safety as its none of the research objectives. The research 
approach adopted is a qualitative exploratory approach, which 
is a suitable method for gaining an in-depth understanding of a 
phenomenon. 

A. Research Design 

A research design serves as a structured framework or 
strategy for collecting, measuring, and analyzing data with the 
purpose of addressing specific research inquiries [22]. Fig. 2 
shows the research scenario that the researcher follows to 
answer the research question and fulfill its objectives. 

 

Fig. 2. Research scenario. 

B. Data Collection 

The dataset used in this study was curated for the purposes 
of the study. It was generated and collected by the researcher 
from various sources. It consists of five classes of objects that 
are considered potentially dangerous or threatening, including: 
fire, guns, knives, arrows, and swords. These objects were 
chosen due to their prevalence in public safety incidents and 
their potential to cause harm. To obtain the data, various 
sources were utilized, including YouTube videos that 
contained CCTV footage, educational videos for learning 
fighting skills, and demo videos. The videos were processed by 
extracting frames at a rate of 1 frame per second (1 fps) to 
capture the necessary images for the dataset. The use of CCTV 
footage is particularly useful as it allows for the collection of 
authentic data from public places where security cameras are 
commonly used. To annotate the dataset, the RoboFlow tool 
was utilized, which is a popular image annotation tool used for 
object detection tasks. Annotations provide additional 
information about the images, indicating the location and class 
of the object within the image. These annotations are essential 
for training ML models to accurately detect objects. To 
increase the diversity of the dataset, augmentations such as 
rotation and contrast difference were applied to the images. 
These augmentations help to create variations of the images, 
which can improve the performance of ML models by 
exposing them to a wider range of data. The purpose behind 
curing such dataset is essential for training ML models to 
accurately detect these objects within the five mentioned 
classes and improve public safety. 
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C. Data Preparation 

Object detection from images is a fundamental task 
in DL that requires a significant amount of labeled data for 
training. The MobileNet SSD model is a popular DL model for 
object detection, but it requires a large, labeled dataset for 
effective training. In this study, a sufficient amount of data was 
obtained by collecting threatening videos and CCTV footage 
from online resources such as YouTube. The videos collected 
for this study mainly contained real-life activities, such 
as ATM robberies and police operations, to ensure that the 
dataset reflects real-world scenarios. Additionally, training and 
rehearsal-based videos were included to increase the number of 
images for each object in the dataset. This was an important 
step because having a larger dataset with a balanced 
distribution of classes can improve the performance of the 
model. To create the labeled dataset, frames were extracted 
from the videos at a rate of 30 frames per second (30 FPS) 
using the RoboFlow tool. Each frame was manually labeled for 
the presence of five different objects, including guns, knives, 
swords, arrows, and fire. Manual labeling is a crucial step in 
creating a high-quality labeled dataset because it ensures that 
the labels are accurate and consistent. The use of real-life video 
footage and manual labeling ensures that the dataset is of high 
quality and accurately reflects the threatening objects. This can 
improve the accuracy and reliability of the model when 
detecting threatening objects in real-world scenarios. 

1) Data cleaning: After extracting all the images from 

videos uninformative and vague frames are discarded for data 

cleaning and maintaining data quality. Only frames with clear 

object visibility are remained after cleaning that are labelled 

manually for five object classes. Data classes are sampled in 

such a way that create a balanced number of images per object 

in training, validation, and testing. 

D. Data Annotation 

In this phase, the researcher used the RoboFlow annotation 
tool that enabled drawing bounding boxes around the objects of 
interest. RoboFlow enables the uploading of videos and 
extraction of images with varying FPS rates. Each image is 
labeled for its particular class name and bounding box. The 
RoboFlow tool allows saving the bounding box values in 
different formats, as required by the model. In this case, the 
labeling is saved as a CSV file to comply with the MobileNet 
SSD file format. The minimum and maximum values for the 
bounding box x and y sides are saved to draw the bounding 
box rectangle. The RoboFlow interface for image labeling is 
depicted in the Fig. 3. When labeling the images using the 
RoboFlow tool, a bounding box is drawn around the object of 
interest in the image. The bounding box is represented by a 
rectangular box with four values: the x-coordinate and y-
coordinate of the top-left corner of the box, and the width and 
height of the box. To save the bounding box values in the CSV 
file, the RoboFlow tool records the minimum and maximum 
values for the x and y coordinates of the top-left corner of the 
box, as well as the width and height of the box. These values 
are saved in separate columns in the CSV file, along with the 
class name of the object in the image. For example, there is an 
image containing a gun, and the bounding box around the gun 
has a top-left corner coordinate of (100, 150), a width of 50 

pixels, and a height of 100 pixels. The RoboFlow tool would 
save the following values in the CSV file for this object as 
follow:  

 Class Name: Gun  

 Minimum x-coordinate: 100  

 Maximum x-coordinate: 150  

 Minimum y-coordinate: 150  

 Maximum y-coordinate: 250 

To start the annotation step, the researcher opened each 
image using the chosen annotation tool. For every image, the 
researcher carefully drew bounding boxes around the instances 
of the objects that aimed to be detected. For each bounding 
box, the researcher assigned the correct class label from the 
five mentioned classes which are: fire, gun, knives, arrows, or 
swords. This step was done manually to ensure accurate 
placements and labels, as these annotations would serve as the 
ground truth for the models training phase. With the annotated 
dataset in hand, the next step was to integrate it with the 
respective training frameworks. The researcher utilized the 
annotations they had created to train the object detection 
models. 

 

Fig. 3. RoboFlow interface. 

1) Dataset quality check: Ensuring data quality is a 

critical step before building models for object detection. Poor 

data quality can lead to inaccurate and unreliable models. 

Below the used methods taken to ensure data quality in object 

detection: 

 Annotation Quality Control 

 Data Cleaning and Preprocessing 

 Balanced Class Distribution 

 Data Augmentation 

 Validation and Anomaly Detection 

 Consistent Image Quality 

 Real-World Scenario Simulation 

 Review Annotations for Ambiguity 

 Class Label Consistency 

 Cross-Validation 

 Continuous Monitoring 

 Use External Data Sparingly 
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 Expert Review 

 Feedback Loop 

Once reached the confident in the quality of the 
annotations, we proceeded to export the annotated dataset from 
RoboFlow. The platform typically provided options to export 
the data in formats that were compatible with various deep 
learning frameworks. Given this scenario, the researchers 
ensured that the exported format aligned with the chosen model 
architecture, whether it was YOLO or MobileNet SSD. 

E. Data preparation and Augmentation 

Data preprocessing is applied in order to make it suitable 
for effective model training. Images are resized to one scale 
416x416 for MobileNet SSD model. Data preprocessing 
enhances data quality and decreases training time. Images are 
scaled, cropped, and resized to make them in same format 
before model training. Data augmentation is also applied to 
increase veracity of data so model can learn better with more 
data as addressed before. Images are rotated, blurred, and 
adjusted contrast and orientation for data augmentation 
purposes. 

F. Data Limitations and Issues 

DL models require a large amount of data to train 
effectively, and the more data feed into the model, the better its 
performance would be. In this study, the researchers have 
around 2000 images for each object after augmentations. 
However, the number of images per sample is relatively low, 
and the diversity of real scenarios is limited, which are some of 
the limitations of this dataset. To improve the performance of 
the model, more data can be collected from real-time scenarios. 
Furthermore, due to privacy concerns and issues, many 
establishments and markets are hesitant to share their camera 
recordings. Therefore, more collaboration and support are 
needed to collect a diverse range of datasets to improve the 
model's performance and deliverables. 

G. Model Building 

This research focus on two DL models. The YOLOv5 (You 
Only Look Once version five) model, which has undergone 
thorough scrutiny by researchers, stands out as the initial model 
that has gained recognition for its effectiveness in object 
detection. This model showcases highly promising accuracy 
outcomes based on two key metrics: mAP (mean average 
precision) and FPS (frames per second). In a study conducted 
by S. Murthy et al. [23], the application of YOLOv5 was 
investigated, and it demonstrated superior speed and a 95% 
accuracy rate compared to other object detection algorithms 
examined in the comparative analysis. Additionally, it achieved 
an average precision ranging between 67 and 70, along with a 
frames per second rate ranging between 65 and 124. A 
thorough comparison of the YOLO model versions in the 
below sections. In reference to the Debojit Biswas et al. work 
that has been done [24] MobileNet SSD model achieved 
92.97% average detection accuracy in the experiment. Sanjay 
Kumar et al. confirm in his work that the SSD on MobileNet 
has the highest mAP among the models targeted for real-time 
processing [25]. That was promising to start the investigation 
upon this case. 

1) YOLOv1: First object detection network that combines 

the problem of identifying class labels and determining 

bounding boxes for a set amount of classes, making it a one-

stage detector (rather than two-stage detectors which first 

detects the regions of interest, and then classify that region as 

a specific class based on given input during training). This is 

possible by fully connecting the two important steps of 

bounding box prediction and classification of labels to an end-

to-end differentiable network [26]. 

2) YOLOv2: From it‘s iteration of version one of YOLO, 

works have been done too dramatically improve the 

performance of the accuracy through the addition of 

BatchNorm, improved resolutions, and the use of anchor 

boxes [27]. 

3) YOLOv3: Improvements made from the previous 

model included the use of more connections in its backbone 

network layers as well as adding a new network that aids in 

the model‘s ability to identify smaller objects better (with the 

use of feature pyramid network (FPN) that allows the model to 

learn objects of different sizes simultaneously). Added an 

objectness score for the model‘s bounding box predictions, 

which helps determine the bounding box to take for all the 

bounding boxes overlapping a specific ground truth object 

within an image [26][27]. 

4) YOLOv4: Additional improvements were introduced 

into the YOLO series in YOLOv4 through the introduction of: 

 Feature Aggregation which combines the features 
extracted from previous layers 

 Bag of Freebies - several methodologies and functions 
added to improve its performance without affecting the 
model‘s inference during production. The main 
additions are related to data augmentation such as 
rotation, flip, crop, hue, saturation, mosaic, MixUp, 
Blur, etc. 

 Self-Adversarial Training which allows the model to 
find the region of the image that its network relies most 
on and subsequently editing the image to remove this 
reliance to enable generalisation of the model. 

 CIoU loss as the loss function which not only observes 
the overlap of bounding boxes with the ground truth 
(which is already done for IoU), but also how close the 
box was to the ground truth box in terms of the pixel 
distances within the image, which is an additional part 
of the loss function that is trained so that it enables the 
network to pull the predicted bounding box closer to the 
ground truth box. 

 Using Mish activation as the activation function instead 
of ReLU which improves the performance of the model 
due to its ability to push the features created by the 
model towards its optimal [27][28]. 

5) YOLOv5: YOLOv5 represents the most recent iteration 

of the YOLO (You Only Look Once) series of object detection 

models, originally introduced in 2016. Developed by 

Ultralytics, a reputable computer vision research company, 
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YOLOv5 offers notable advancements in both accuracy and 

speed when compared to its predecessors. It attains state-of-

the-art performance across multiple benchmark datasets while 

preserving real-time inference speeds on modern GPUs. This 

algorithm employs a single convolutional neural network 

(CNN) to predict object classes and bounding boxes by 

dividing the input image into a grid and making predictions 

based on each grid cell. This approach enables faster inference 

times and improved accuracy compared to region-based CNNs 

used in other object detection models. YOLOv5 has gained 

significant traction within the computer vision community and 

finds applications in various domains, including autonomous 

vehicles, robotics, security, and more [26]. YOLOv5 contains 

three layers as an object detection model: Backbone as the 

feature extractor, the Neck which combines and mixes 

different features extracted from the Backbone, and the Head 

which takes the outputs from the Neck and predicts bounding 

boxes and classification. The Backbone that mentioned in 

Fig. 4 was CSPDarknet. CSPDarknet is a neural network that 

contains a set of convolutional layers which are useful for 

consolidating images and extracting useful features which can 

be learnt from the model. As shown in Fig. 4, the Backbone 

consists of a set of BottleNeckCSP (Cross Stage Partial) 

blocks and a Spatial Pyramid Pooling (SPP) block. The 

bottleneck part of BottleNeckCSP helps reduce the number of 

feature maps, which in turn reduces the model size and 

computation. The cross stage partial part of BottleNeckCSP 

also aids in reducing the model size and computation required 

by reducing the amount of gradient information during 

optimization within the network while maintaining good 

accuracy for the model. It does this by splitting the base layer 

into two parts (one as the base layer, the other is partitioned 

into multiple blocks) and merging them back together again 

through a cross-stage hierarchy strategy. The SPP block 

performs pooling of the features from the previous CSP block 

to generate fixed-length outputs. This avoids the need to do 

any cropping, warping or preprocessing at the start of the 

input to the neck and is done through pooling which is an 

information aggregation function [30]. 

After the Backbone, the feature mixing and combining 
model used was Path Aggregation Network (PANet). PANet is 
a network architecture with a bottoms-up approach, where 
there is a feature hierarchy which aggregates and passes the 
information of multiple convolutional layers at different stages, 
enhancing the signals between lower layers and upper layers. 
Linking different feature levels together to allow the model to 
accurately detect both larger and small objects when 
performing object detection.  

As shown in Fig. 4, there are several concatenation blocks 
which combine the lower and higher-level features together to 
be fed into the final head layers. The final layer is a set of 1x1 
convolutional layers that takes in the input of the Neck 
(PANet) to pass into the regression that detects the bounding 
boxes and classifies them, and these are then used for training 
and inference/prediction [28]. During training, YOLOv5 will 
see the images inputted from the training dataset, use the 

Backbone (CSPDarknet) to extract out relevant features, 
thereafter, utilizing the PANet to concatenate lower and higher-
level features together, and these are finally passed to output 
the bounding boxes and classes for different region of the 
image as predictions. This will be trained using the training 
dataset and can be used for inference after enough training is 
done for the model [29]. 

 

Fig. 4. YOLOv5 model architecture. 

6) MobileNet Single Shot MultiBox Detector (SSD): The 

MobileNet Single Shot MultiBox Detector (SSD) is an object 

detection algorithm that combines the Single Shot Detector 

(SSD) framework with the MobileNet architecture. This 

algorithm was developed by Wei Liu et al. in 2016 [31]. 

MobileNet is specifically designed for mobile and embedded 

devices, offering a lightweight convolutional neural network 

architecture that utilizes depth-wise separable convolutions. 

These convolutions help reduce computational requirements 

while maintaining high accuracy. On the other hand, the SSD 

framework is a popular approach for object detection that 

utilizes a single convolutional neural network to predict object 

classes and bounding boxes [31]. MobileNet SSD enables 

real-time object detection on devices with limited 

computational resources, such as mobile devices and robotics. 

It is particularly beneficial for applications that require real-

time object detection, including autonomous vehicles and 

surveillance. Despite its efficiency, MobileNet SSD achieves 

high accuracy on benchmark datasets like PASCAL VOC and 

COCO, all while maintaining fast inference times. As a result, 

it has gained significant adoption within the computer vision 

community and finds applications in various domains such as 

security, surveillance, and robotics [15][24]. MobileNet SSD 

comprises two key layers: a backbone model used to extract 

relevant features (in this case, VGG-16 was employed as the 

feature extractor), and the detector head, which outputs crucial 

information for object detection. 

The VGG-16 model, proposed by researchers at the 
University of Oxford in 2014, serves as the backbone for many 
computer vision tasks. It is a convolutional neural network 
architecture comprising 16 layers, including 13 convolutional 
layers, 5 max pooling layers, and 3 fully connected layers. The 
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primary purpose of the convolutional layers is to extract 
meaningful features from the input image, enabling the model 
to capture relevant patterns and structures. On the other hand, 
the pooling layers play a crucial role in reducing the spatial 
dimensionality of the extracted features. By down sampling the 
feature maps, these pooling layers enhance computational 
efficiency during subsequent processing stages. Together, the 
combination of convolutional and pooling layers in the VGG-
16 architecture enables effective feature extraction and 
representation for a wide range of computer vision 
applications. Finally, the fully connected layers learn to 
classify the extracted features into their corresponding 
categories. The detector head consists of several convolutional 
blocks that link to the detection block, as well as a post-
processing step called Non-Maximum Suppression (NMS) as 
shown in Fig. 5. The purpose of the convolutional blocks that 
are linked at different levels to the detection head is to extract 
features at multiple levels, which enables the model to detect 
both small and large objects by extracting features for them. 
Subsequently, the NMS block will take the bounding boxes 
that are outputted from the model and pick out the bounding 
box that is closest to the ground truth bounding box using 
Intersection-over-Union (IoU) as the metric. NMS is only used 
during training. As an overview for the methodology of 
MobileNet SSD, the model will be fed the images from the 
training dataset, which goes through a feature extraction 
process in VGG-16 as the backbone. These feature extractors 
are then further convoluted, and features at different levels of 
convolutions are passed to the detection head for bounding box 
and classification prediction. For training, there is an additional 
process of NMS which choose the most prominent bounding 
box for each ground truth box. The pretrained SSD MobileNet 
v1 FPN with dimension of 640x640 were used for detecting the 
objects. it is an object detection model based on a single-shot 
detection (SSD) architecture with a feature pyramid network 
(FPN) and uses the MobileNet V1 neural network as a base 
feature extractor. This model is designed to detect objects in 
images of size 640x640 pixels. The SSD architecture is a 
popular object detection approach that predicts object 
categories and bounding boxes in a single forward pass through 
the neural network. The SSD MobileNet v1 FPN 640x640 
model consists of a base network, feature pyramid network, 
and detection network. 

 

Fig. 5. MobileNet Single Shot Multi box Detector (SSD). 

 Base Network: The base network of the model is the 
MobileNet V1 neural network. It is a lightweight deep 
neural network architecture that uses depth wise 
separable convolutions to reduce the number of 
parameters and improve computational efficiency. The 
MobileNet V1 architecture consists of a sequence of 
depth wise separable convolutional layers followed by 

standard convolutional layers, which are used to extract 
feature maps from the input image. 

 Feature Pyramid Network: The feature pyramid 
network (FPN) is used to combine feature maps from 
different levels of the MobileNet V1 base network. The 
FPN is a top-down architecture that aggregates high-
resolution feature maps from the lower levels of the 
base network with lower-resolution feature maps from 
the higher levels of the network. This creates a pyramid 
of feature maps with rich semantic information at 
multiple scales, which is useful for detecting objects of 
varying sizes in the input image. 

 Detection Network: The detection network is used to 
predict the bounding boxes and object categories in the 
input image. The detection network consists of a set of 
convolutional layers that process the feature maps 
generated by the FPN. These layers are used to predict 
the locations and class scores of the objects in the input 
image. The SSD MobileNet V1 FPN 640x640 model 
uses a set of default anchor boxes at different scales and 
aspect ratios to generate object proposals. These 
proposals are then refined by the detection network to 
improve the accuracy of the final object detection 
results. 

The SSD MobileNet V1 FPN 640x640 is a powerful object 
detection model that combines the strengths of the MobileNet 
v1 architecture, the feature pyramid network, and the single 
shot detection approach to achieve high accuracy and 
computational efficiency. 

a) Parameters of the MobileNet SSD Model 

The parameters for this model are as follows: 

 Backbone architecture: This model uses a MobileNet 
V1 architecture as the backbone. MobileNet is a 
lightweight convolutional neural network architecture 
designed for mobile devices, which makes it suitable 
for real-time object detection on low-power devices. 

 Feature Pyramid Network (FPN): This model uses a 
Feature Pyramid Network (FPN) to generate a multi-
scale feature map. FPN is a technique used to extract 
features from images at different scales, which helps 
improve the accuracy of object detection. 

 Input size: The input size for this model is 640x640 
pixels. This means that the model can detect objects in 
images up to 640x640 pixels in size. 

 Batch size: The batch size is the number of images that 
are processed simultaneously. The batch size of 8 was 
used for training the model. 

 Learning rate: The learning rate is a hyperparameter 
that controls how much the model adjusts its parameters 
during training.  

 Number of classes: The number of classes is the 
number of object categories that the model can detect. 
In this case it was five classes.  
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 Anchor boxes: Anchor boxes are a set of predefined 
bounding boxes of different sizes and aspect ratios that 
the model uses to detect objects.  

 NMS threshold: The Non-Maximum Suppression 
(NMS) threshold is a parameter that controls how much 
overlapping bounding boxes are merged into a single 
detection. The default NMS threshold for this model is 
0.6, but it can be changed depending on the specific use 
case. 

b) Model Architecture 

The details of model architecture with parameter setting for 
threat detection is given as: 

 Number of classes: This specifies the number of classes 
or object categories that the model will detect. In this 
case, the model is trained to detect five classes. 

 Image resizer: This defines how the input image is 
resized to fit the input size of the model. Here, a fixed 
shape resizer is used with a height and width of 640 
pixels. 

 Feature extractor: This defines the feature extraction 
backbone of the model. In this case, the SSD MobileNet 
V1 FPN Keras architecture is used. The depth 
multiplier is set to 1.0, and the minimum depth of the 
network is set to 16. The conv hyperparams section 
specifies the hyperparameters used for the 
convolutional layers of the feature extractor, including 
the L2 regularization weight, random normal weight 
initializer, and batch normalization parameters. 

 Override base feature extractor hyperparams: This 
indicates that the hyperparameters specified in this 
pipeline config file will be used to override the default 
hyperparameters of the base feature extractor. 

 FPN: This specifies the Feature Pyramid Network used 
for multi-scale feature extraction. The minimum and 
maximum levels of the feature pyramid are set to 3 and 
7, respectively. 

 Box Coder: In object detection, the box coder is used to 
encode and decode the predicted boxes, which is 
necessary because the predicted boxes are in a relative 
format and need to be converted back to the absolute 
coordinates of the image. The box coder section 
specifies the method used to encode and decode boxes. 
In this particular case, the box coder is using the faster 
R-CNN box coder method, which encodes boxes using 
their center coordinates, width, and height. The y scale 
and x scale values specify the scaling factors for the 
center coordinates, while the height scale and width 
scale values specify the scaling factors for the height 
and width. These scaling factors are used to normalize 
the box coordinates to a similar range. 

 Matcher: The matcher section specifies the method used 
to match predicted boxes to ground truth boxes. In this 
case, the argmax matcher method is used, which 
matches predicted boxes to ground truth boxes based on 
their maximum intersection-over-union (IoU) overlap. 

The matched threshold value specifies the minimum 
IoU overlap required for a predicted box to be 
considered a match, while the unmatched threshold 
value specifies the maximum IoU overlap allowed for a 
predicted box to be considered unmatched. 

 Similarity Calculator: It specifies the method used to 
calculate the similarity between predicted boxes and 
ground truth boxes. In this case, the IoU similarity 
method is used, which calculates the IoU overlap 
between two boxes. 

 Box Predictor: In the SSD MobileNet V1 FPN 640x640 
model, the box predictor is responsible for predicting 
the bounding boxes for the detected objects. The weight 
shared convolutional box predictor is used as the box 
predictor, which shares weights between the class 
prediction and box prediction layers. This helps to 
reduce the number of parameters in the model. The 
depth parameter specifies the number of filters in each 
convolutional layer of the box predictor. In this model, 
it is set to 256. 

 Number of layers before Predictor: this parameter 
specifies the number of convolutional layers before the 
predictor layers. In this model, four convolutional 
layers are used before the predictor. 

 Kernel Size: It specifies the size of the convolutional 
kernel used in the predictor layers. In this model, a 
kernel size of 3 is used. 

 Class prediction Bias init: It initializes the bias for the 
class prediction layer. In this model, it is initialized to -
4.599999904632568. 

 Convolutional Hyperparameters: It specifies the 
hyperparameters for the convolutional layers in the box 
predictor. It includes the regularizer, initializer, 
activation function, and batch normalization 
parameters. 

 L2 Regularizer: It applies L2 regularization to the 
convolutional layers to prevent overfitting. The weight 
value provided is 3.9999998989515007e-05. 

 Random Normal Initializer: This parameter initializes 
the weights of the convolutional layers using a normal 
distribution with a mean of 0 and a standard deviation 
of 0.009999999776482582. 

 Activation: The activation parameter specifies the 
activation function used in the convolutional layers. In 
this model, the RELU_6 activation function is used. 

 Batch Normalization: It applies batch normalization to 
the convolutional layers to improve the training process. 
It includes the decay rate, scale, and epsilon values. In 
this model, the decay rate is set to 0.996999979019165, 
the scale is set to true, and the epsilon is set to 
0.0010000000474974513. 

 Anchor boxes: In object detection, anchor boxes are 
pre-defined bounding boxes of various sizes and aspect 
ratios that are used to identify objects in an image.  
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 Anchor Generator: It specifies how these anchor boxes 
should be generated. In the SSD MobileNet V1 FPN 
640x640 model, the anchor generator uses the 
multiscale anchor generator which generates anchors at 
multiple scales and aspect ratios. The values provided 
in the multiscale anchor generator section is the 
following: 

o Min level and max level: These specify the minimum and 
maximum levels of feature maps in the FPN.  

In this case, the feature maps are generated at levels 3 to 7. 

 Anchor Scale: This specifies the base size of the anchor 
boxes. The size of the anchor boxes is proportional to 
the square root of the area of the feature map. 

 Aspect Ratios: These specify the aspect ratios of the 
anchor boxes. In this case, three aspect ratios are used: 
1.0, 2.0, and 0.5. 

 Scales per Octave: This specifies the number of scales 
to be used per octave. In this case, two scales are used 
per octave. 

 Score Threshold: minimum confidence score for 
detections to be considered. Value is 
9.99999993922529e-09. 

 IoU Threshold: intersection over union (IoU) threshold 
used for non-maximum suppression. Value is 
0.6000000238418579. 

 Max Detections per Class: maximum number of 
detections to keep per class after non-maximum 
suppression. Value is 100. 

 Maximum total Detections: maximum number of 
detections to keep over all classes after non-maximum 
suppression. Value is 100. 

 Use Static Shapes: whether to use static shapes for the 
output tensor shapes. Value is false. 

 Score Converter: method for converting scores. Value is 
SIGMOID. 

 Normalize loss by number of Matches: whether to 
normalize the total loss by the number of matched 
ground truth boxes. Value is true. 

 Localization Loss: weighted_smooth_l1: the 
localization loss function. No values provided, uses 
default parameters. 

 Freeze Batch norm: whether to freeze the batch 
normalization parameters during training. Value is 
false. 

 Batch Size: The number of images that are fed into the 
network at once during training. In this case, the batch 
size is set to 8. 

 Data Augmentation Options: A list of data 
augmentation options to apply to the input images 
during training. In this case, two types of data 

augmentation are used: random horizontal flips and 
random crops. 

 Sync Replicas: A Boolean variable that controls 
whether to use synchronous gradient updates during 
training. When set to true, the gradients are computed 
and averaged across all replicas before the weights are 
updated. This can lead to better convergence but 
requires more memory and communication. 

 Optimizer: Specifies the optimizer used during training. 
In this case, the momentum optimizer is used with a 
cosine learning rate schedule. 

 Learning Rate: The learning rate schedule used during 
training. The learning rate is decreased according to a 
cosine schedule that decreases the learning rate from a 
base value of 0.04 to a final value of 0 over 25,000 
steps. The learning rate is also gradually increased from 
a warmup value of 0.0133 over 2,000 steps. 

 Momentum Optimizer Value: The momentum value 
used by the optimizer. In this case, the momentum is set 
to 0.9. 

 Use Moving Average: A Boolean variable that controls 
whether to use a moving average of the model weights 
during training. When set to false, the raw weights are 
used. When set to true, the moving average of the 
weights is used instead, which can improve the 
robustness of the model. 

7) Python: Model implementation, training and evaluation 

is done in python programing using several libraries as listed 

below: 
 PyTorch: PyTorch is a python library, a deep learning 

framework for building and training neural networks, 
widely used for research and production in machine 
learning programming language and the Torch library. 
Torch is an open-source ML library used for creating 
deep neural networks and is written in the Lua scripting 
language. It's one of the preferred platforms for deep 
learning research. Outcome of PyTorch is a model file 
that can be loaded in mobile device and can be used for 
prediction. The researchers used PyTorch for 
MobileNet and yolov5 implementation, training, and 
evaluation. 

 TensorFlow: An open-source machine learning 
framework for developing and deploying machine 
learning models, including deep learning models. Both 
yolov5 and MobileNet SSD models can be 
implemented in PyTorch and TensorFlow these are just 
two standard libraries for implementing neural 
networks. Researchers tried TensorFlow for 
implementation, but PyTorch was more user friendly, 
so PyTorch was adopted. 

 OpenCV: An open-source computer vision library 
offering tools for image and video processing, including 
object detection and analysis processing. OpenCV 
supports a wide variety of programming languages like 
Python, C++, Java, etc. It can process images and 
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videos to identify objects, faces, or even the 
handwriting of a human. Researchers have used 
OpenCV for reading images and applying 
preprocessing steps like scaling and normalization of 
images. 

 RoboFlow: A platform for managing, annotating, and 
preprocessing data for computer vision projects, 
assisting in training machine learning models. 

 Matplotlib: A Python plotting library used for creating 
static, interactive, and animated visualizations in data 
analysis and model output visualization. Matplotlib is 
also used for evaluation and analysis of results like 
building confusion metrics after prediction is done 
through this library. Outcome of matplot lib is plots and 
charts generated as images that can be used for 
visualization of training loss and accuracy with each 
epoch. 

 Seaborn: A statistical data visualization library built on 
top of Matplotlib, designed to generate informative and 
attractive statistical graphics. Seaborn is also used for 
plotting various analysis charts of training loss and 
accuracy values. 

H. Model Evaluation 

1) Model evaluation metrics: Mean Average Precision 

(MAP) is the universal standard metric used to compare 

performance between object detection models created by 

different authors [32]. This metric is specifically derived from 

Average Precision (AP). Since classification is performed 

during object detection for different bounding boxes along 

with the provision of the ground truths, the fundamentals of 

the confusion matrix apply. The matrix enables computations 

to be made with accuracy, precision, and recall. It consists of 

the True Positive (TP), True Negative (TN), False Positive 

(FP) and False Negative (FN) values [32]. In the context of 

object detection: 

 True Positive: Detection made correctly by the model. 

 True Negative: Background region correctly detected 
by the model (where there are no objects)  

 False Positive: Wrongly detected regions made by the 
model. 

 False Negative: Regions where the ground truths are 
missed by model. 

Intersection-over-Union (IoU) is the next metric used to 
determine whether bounding boxes are TP, TN, FP or FN. IoU 
is defined as the area of overlap between the bounding box 
predictions and the ground truth, divided by the area of union 
between them [33]. An IoU of 1 means the bounding boxes 
predicted match exactly the ground truth boxes, whereas an 
IoU of 0 depicts no overlap between the two bounding boxes 
[34]. Fig. 6 shows the IoU equation. 

A threshold is a hyperparameter predetermined to decide 
between TP, TN, FP or FN. For example, with a threshold of 
0.5 for a ground truth bounding box, if the predicted bounding 

box has an IoU greater than 0.5 for that particular ground truth, 
it is considered a TP. Whereas an IoU lower than 0.5 means the 
predicted bounding box is a FP. Through the IoU, we are able 
to determine the confusion matrix (TP, TN, FP, FN) for every 
bounding box, and subsequently calculate the precision and 
recall. 

 

Fig. 6. Intersection over union equation. 

 

 Precision: of the positive classes that are correctly 
detected, how many are actually positive? This follows 
the following Eq. (1) [33]: 

Precision = TP / TP+FP  (1) 

 Recall: of all positive classes, how much can we predict 
the class correctly? It is preferred that this measure is as 
high as possible. It follows the following Eq. (2) [33]: 

Recall = TP / TP +FN  (2) 

We also, calculate the accuracy that measure considers the 
correct classification out of all classes, where a high value of 
accuracy if preferred. This factor is explained in the following 
Eq. (4) [33]: 

Accuracy = TP + TN / TP + FP +TN +FN (3) 

AP uses precision and recall creating an Area Under the 
Curve graph (AUC-PR) for the model. For every threshold, 
there is a different precision since the object detector will 
output a confidence score, which is then determined by the 
threshold on whether each bounding box is TP, TN, FP or FN. 
AP will take the precision and recall at every threshold, graph 
out a precision-recall plot, and thereafter take the area under 
the curve. The closer AUC is to 1, the better the model, and 
vice versa. It is better to have a high AUC as the model is good 
at predicting and distinguishing between classes it calculated 
based on the TPR (y-axis) versus the FPR (x-axis). AP is done 
separately for each class within the object detection model. 
Also, F1-measure that measure mainly computes the harmonic 
mean of precision and recall measuring them at the same time 
[33]. It has the below Eq. (4): 

F1-measure = 2 x Recall x Precision / Recall + Precision   (4) 

To consolidate all these scores into one metric, mAP was 
introduced. mAP will take all the AP of each class (will have n 
number of scores for n number of classes) and take the mean of 
those AP to obtain one score. This score is the metric used to 
determine the overall performance of the object detection 
model. 

2) Model validation: Model validation refers to the 

procedures and actions conducted to verify that a model is 

functioning as intended and aligns with its objectives and 

intended business applications. Typically, the validation 
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process involves the assessment performed by individuals who 

are not the model developers or owners, as their impartial 

perspective is valuable due to their non-technical background 

[31]. In the context of machine learning, validation may 

involve ML experts evaluating the labeling process to ensure 

its accuracy and reliability. 

IV. RESULTS AND DISCUSSION 

This section aims particularly to answer the research 
questions which is: is there any efficient way to detect threats 
from live videos using DL algorithms? The other question was 
how accurate and efficient is using the MobileNet model to 
detect objects from live videos? The analysis has been 
conducted according to detailed steps that will be mentioned on 
the analysis Section 4.3. Comparison is done based on mean 
average precision (mAP) and frames per second (FPS) on the 
datasets collected as a part of research findings. 

A. Data Preparation 

1) Dataset collection: For the purpose of this study, a 

carefully curated dataset was created to support the research 

objectives. The dataset was generated and collected by the 

researcher from various sources, specifically chosen to include 

objects that are considered potentially dangerous or 

threatening. The dataset comprises five classes of objects: fire, 

guns, knives, arrows, and swords. These object classes were 

selected due to their relevance in public safety incidents and 

their potential to cause harm.  

To obtain the necessary data, a range of sources was 
utilized. This included gathering footage from YouTube videos 
that contained CCTV recordings, educational videos 
demonstrating fighting skills, and demo videos. By extracting 
frames from these videos at a rate of 1 frame per second (1fps), 
the required images for the dataset were captured. The 
inclusion of CCTV footage is particularly valuable as it 
provides authentic data from public places where security 
cameras are commonly employed.  

To annotate the dataset with the necessary information for 
object detection, the researcher employed the RoboFlow tool. 
RoboFlow is a widely used image annotation tool specifically 
designed for object detection tasks. Annotations provide 
crucial additional details about the images, such as the precise 
location and class of the object within each image. These 
annotations are vital for training machine learning models to 
accurately detect and classify objects. To enhance the diversity 
of the dataset and improve the performance of the machine 
learning models, various augmentations were applied to the 
images. Techniques such as rotation and contrast adjustment 
were employed to create variations of the original images.  

By introducing these augmentations, the models were 
exposed to a wider range of data, enabling them to better 
handle different image conditions and variations. The careful 
curation of this dataset, encompassing the five specified object 
classes, serves as a crucial foundation for training machine 
learning models to accurately detect these objects and 
contribute to public safety improvements. 

2) Data cleaning: In this research, the process of data 

cleaning and maintaining data quality played a crucial role in 

preparing the dataset for object detection models. After 

extracting images from videos, uninformative and vague 

frames were carefully discarded to ensure that only relevant 

and clear frames were included in the dataset. This step aimed 

to eliminate any noise or ambiguity that could hinder the 

performance of the models. The remaining frames with clear 

object visibility were then subjected to manual labeling for 

five object classes. Manual labeling involves human 

annotators carefully marking the objects of interest in each 

frame, providing accurate ground truth annotations. To ensure 

a balanced distribution of images per object class in the 

training, validation, and testing sets, the data classes were 

sampled strategically. This sampling process helps prevent 

bias towards specific object classes and ensures that the 

models are exposed to a diverse range of objects during 

training and evaluation. By performing data cleaning, manual 

labeling, and strategic sampling, the researchers improved the 

overall quality and representativeness of the dataset. This, in 

turn, enhances the reliability and generalizability of the object 

detection models, allowing them to effectively detect and 

classify objects in various real-world scenarios. 

3) Data preprocessing: To ensure effective model 

training, data preprocessing techniques were applied to the 

dataset. One of the key preprocessing steps involved resizing 

the images to a standardized scale of 416x416 pixels, which is 

suitable for the MobileNet SSD model input. This resizing 

step helps to ensure consistency in the input size across all 

images, facilitating efficient model training. Data 

preprocessing serves to enhance the quality of the data and 

reduce training time. In addition to resizing, other 

preprocessing operations were applied to make the images 

compatible with the model requirements. These operations 

included scaling, cropping, and further resizing to bring all 

images into a consistent format prior to model training. By 

standardizing the images, the model can effectively process 

and analyze them. Data augmentation techniques were also 

employed to increase the diversity and veracity of the data, 

thereby enabling the model to learn better. Data augmentation 

involves applying various transformations to the images to 

create additional training samples. These transformations 

include rotation, blurring, and adjustments in contrast and 

orientation. By introducing such variations, the model 

becomes more robust and capable of handling different image 

conditions and variations that may be encountered in real-

world scenarios. The combination of data preprocessing, 

including resizing and standardizing the images, along with 

data augmentation techniques, enhances the quality, variety, 

and quantity of the training data. This, in turn, contributes to 

the overall performance and generalization capabilities of the 

object detection model during training and subsequent 

inference tasks. 

4) Data annotation: During this phase, the researcher 

utilized the RoboFlow annotation tool to facilitate the 
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annotation process for object detection. This tool allowed for 

the drawing of bounding boxes around the objects of interest 

in the images. By uploading videos into RoboFlow, images 

with varying frames per second (FPS) rates were extracted. 

Each image was then labeled with its corresponding class 

name and bounding box. For each image, bounding boxes 

were manually drawn around the instances of the objects to be 

detected. The researcher carefully assigned the correct class 

label from the predefined set of five classes: fire, gun, knives, 

arrows, or swords. This manual annotation process ensured 

accurate placement of the bounding boxes and correct 

labeling, as these annotations served as the ground truth for 

the subsequent model training phase. Once the dataset was 

annotated, the next step involved integrating it with the 

respective training frameworks. The annotations created by 

the researcher were utilized as the training data for the object 

detection models. These annotations, combined with the 

corresponding images, formed a labeled dataset that could be 

used to train the models and enable them to detect and classify 

objects accurately. 

a) Data Quality Check 

Below is the explanation of the used methods and steps 
taken to ensure data quality in object detection: 

 Annotation Quality Control: Ensure accurate and 
consistent annotation of bounding boxes and class 
labels in the dataset. Annotators should follow clear 
guidelines and have a solid understanding of the objects 
of interest. This research has five object types (guns, 
swords, knives, arrows, and fire) in the dataset. 
Researchers have annotated each object carefully using 
RoboFlow. Bounding boxes were created with extreme 
care. 

 Data Cleaning and Preprocessing: researchers removed 
duplicate images after annotations to build a good 
model. Also, we have eliminated corrupted images or 
annotations that might negatively impact training. 

 Balanced Class Distribution: researchers ensured that 
the dataset has a balanced distribution of objects across 
classes to prevent bias towards dominant classes and 
improves the model's ability to detect all classes 
accurately. Normal videos are recorded at 30 fps, means 
30 frames per second can be extracted and in this case, 
1 frame/sec was extracted. There were some images 
that do not have any object, such images were deleted, 
and remaining images were annotated accurately. Exact 
number of samples before augmentation for all objects 
is provided in Table I below: 

 Data Augmentation: researchers have applied data 
augmentation techniques such as random rotation 
between -15 degree to + 15 degree to increase the 
number of data samples. 

TABLE I. CLASSES SAMPLES 

Classes Train Test Valid 

Arrow 1286 186 360 

Gun 1362 209 379 

Sword 1370 221 394 

Fire 1297 197 353 

Knife 1312 198 369 

 Validation and Anomaly Detection: researchers have 
eliminated images that have no object or object is not 
clearly visible, etc. 

 Consistent Image Quality: researchers have ensured that 
images are of consistent quality and resolution. They 
have applied resizing for all images to be 416x416. 

 Real-World Scenario Simulation: researchers have 
collected videos from demos, CCTV videos and social 
media to collect diverse and real-world scenarios to 
train a good model. 

 Review Annotations for Ambiguity: researchers have 
reviewed annotations that are ambiguous or challenging 
for the model to detect, such as partially occluded 
objects or objects in cluttered scenes. 

 Class Label Consistency: researchers have verified that 
class labels are consistent across annotations. With 
every annotation object name was specified with that 
annotation to make sure that each object has its correct 
name. 

 Cross-Validation: Divide the dataset into training, 
validation, and test sets. Cross-validation can help 
assess how well the model generalizes by training on 
one subset and testing on another. 

 Continuous Monitoring: Continuously monitor and 
update the dataset as needed. Over time, as the model's 
requirements change or new challenges arise, the 
dataset should evolve accordingly. 

 Use External Data Sparingly: When using external data 
sources like stock images or online datasets, ensure that 
they are relevant and high-quality. External data should 
complement the dataset without introducing noise. 

 Expert Review: researchers engaged experts‘ volunteers 
to review and validate the quality of the dataset, 
ensuring that the annotations and data align with the 
real-world scenarios. 

 Feedback Loop: Establish a feedback loop with 
annotators to address questions, provide clarification on 
guidelines, and continually improve annotation quality. 

5) Model evaluation 

a) Results of Performance Metrics Comparison  

In Table II researchers indicate the difference across 
different aspects. These results are achieved after training both 
models on same dataset. A dataset is divided into three parts 
which are: training, validation, and testing. For each class 70%, 
20% and 10% images are used for train, valid test, respectively. 
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 Train set is provided to the model during training so 
model can learn pattern from this data. 

 Validation set is used to evaluate model during training, 
this is unseen for model but during training results are 
analyzed through this unseen data. If model is not 
learning correctly then we tune the parameters of model 
to see if is performing good on train data and validation 
data. 

 Test set is totally unseen that is used after correct 
training of model, it depicts the real-world testing of 
model on unseen data. If a model performs as good on 
testing data as it is for training, then model is 
considered to be reliable for that task. 

TABLE II. PERFORMANCE METRICS RESULTS 

Performance Metrics MobileNet SSD YOLOv5 

mAR (Mean Average 

Recall) 
0.9565 0.8450 

mAP (Mean Average 

Precision) 
0.9125 0.7549 

IoU (Intersection over 

Union) 
0.9045 0.8020 

False Positive Rate 0.053 0.078 

False Negative Rate 0.053 0.078 

Inference Speed 
~ 18ms/image 

(CPU) 

~ 41ms/image 

(CPU) 

Memory Usage 1.3 GB 7 GB 

Model Size 6.6 mbs 15 mbs 

Class-wise 

Performance 
90% 83% 

F1 score 0.92 0.81 

To evaluate and measure the model performance AUC 
method were used. This method is used to check the ability of 
the model to detect accurately among the different classes. The 
higher the AUC, the better the performance of the model is. 
Fig. 7 illustrates the AUCs of the MobileNet model. 

 

Fig. 7. ROC AUC curve. 

The graph in Fig. 7 provides the following results: 

 Since AUC = 0.91, the model is able to distinguish 
perfectly between all positive and negative class points. 

The graph in Fig. 8 and 9 illustrate the results of the 
confusion matrix. The confusion matrix plot shows the 
predicted vs. true labels, and the values in each cell represent 
the percentage of the correct and incorrect classifications. 
Diagonal values are high as they show values for correct 
classification and off diagonal values are incorrect 
classification. As per the graphs the MobileNet model prove 
that it detects the classes efficiently over the Yolov5 model. 

 

Fig. 8. Confusion matrix for mobilenet SSD model. 

 

Fig. 9. Confusion matrix for YOLO model. 

6) Model validation: In this research, the model validation 

was a meticulous process that contributed significantly to the 

success of the object detection models. The researcher 

dedicated time and efforts to ensure the annotations were 

accurate and comprehensive, as this foundation would directly 

impact the performance of the models in real-world scenarios. 

This validation step is carried out by ML experts who as their 

impartiality is crucial as the context of the labeling process, a 

ML expert is often involved in performing this step to validate 

the accuracy and quality of the labels assigned to the data [31]. 

There were experts in ML who volunteering to examine the 

validity of the model. The feedback from the experts were that 

all the dataset was accurately labeled since it was at first a 

manual step that takes a lot of time and efforts. 

For the validity of the model, Table II examines the success 
rates, encompassing accuracy and F1-measure outcomes. The 
MobileNet SSD model exhibits an impressive success score of 
0.92. Moreover, it achieves an accuracy rating of 96.5%. These 
findings collectively validate the superior performance of the 
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MobileNet model over the YOLO model in detecting 
threatening objects. 

7) Discussion: In conclusion, MobileNetSSD performs 

better than YOLOv5 in the scenarios of detecting threatening 

objects due to its fast inference speed, memory efficiency, 

optimization for small objects, and training strategy as shown 

in Table II. Below are additional reasons why MobileNet 

model preferable over YOLO5 model. Certainly, here's the list 

of scenarios tailored to the context of the problem, considering  

the involvement of detection for five classes including: fire, 

gun, knives, arrows, and swords with a dataset of 2000 images 

per and a deployment on a mobile platform: 

a) Mobile-Optimized Inference Speed: MobileNet 

SSD's fast inference speed is crucial for mobile deployments. 

It ensures that objects are detected rapidly on the mobile 

device, enhancing real-time detection capabilities. 

b) Memory Efficiency for Mobile Devices: Deploying 

on mobile devices demands efficient memory usage. 

MobileNet SSD's architecture reduces memory requirements, 

allowing smooth operation on resource-constrained mobile 

platforms. 

c) Real-Time Threat Detection on Mobile: MobileNet 

SSD's quick detection of objects like guns and knives is vital 

for real-time threat detection scenarios on mobile devices, 

such as identifying potential weapons in public spaces. 

d) Streaming Video Analysis on Mobile: MobileNet 

SSD's fast inference speed aligns well with streaming video 

analysis on mobile devices. This is valuable for continuous 

monitoring using mobile cameras. 

e) Optimization for Small Objects on Mobile: 

MobileNet SSD's specialization in detecting small objects, 

like arrows or knives, is advantageous for accurate detection 

on mobile screens, where these objects might appear relatively 

small. 

f) Responsive Fire Detection on Mobile: Fast detection 

of fire instances using MobileNet SSD on mobile devices is 

critical for timely response to fire incidents, aiding firefighting 

efforts and safety protocols. 

g) Edge Computing for Mobile: Deploying MobileNet 

SSD on mobile platforms extends the benefits of edge 

computing. The model's lightweight architecture is suitable for 

processing data on the device, reducing latency. 

h) Mobile Surveillance Solutions: MobileNet SSD's 

deployment on mobile devices allows for portable surveillance 

solutions. Users can leverage their mobile phones for security 

monitoring, quickly detecting threats like fires or intruders. 

i) Accurate Object Detection on Mobile: MobileNet 

SSD's optimization for small object detection ensures accurate 

identification of objects like arrows or swords on mobile 

screens, where details matter. 

j) Reduced Data Transmission: MobileNet SSD's on-

device detection reduces the need for transmitting sensitive 

data to remote servers, maintaining user privacy and 

potentially reducing data costs. 

k) User-Friendly Mobile Applications: The combination 

of fast detection and accuracy makes MobileNet SSD suitable 

for developing user-friendly mobile apps that offer intuitive 

and effective object detection functionalities. 

l) Cost-Effective Mobile Deployments: MobileNet 

SSD's low computational demands align with mobile 

platforms, making it a cost-effective choice for deploying 

object detection capabilities on mobile devices 

V. RECOMMENDATIONS FOR FUTURE WORK 

Several recommendations can be made for future study that 
will extend the present study‘s findings. Below are some 
possible recommendations for future studies: 

1) Expand the scope of the study: The current study may 

have focused on a specific aspect or application of the topic. 

Future studies could expand the scope of the research to 

include other related areas, applications, or datasets. 

2) Improve the performance of the model: The current 

study may have achieved good results with the model used, 

but, there may be other models or techniques that could 

improve performance further. Future studies could explore 

alternative models or techniques for the task and compare 

their performance. 

3) The current study may have some limitations due to the 

dataset used. Future studies could address these limitations by 

using different datasets, models, or evaluation metrics. 

4) Explore ethical considerations: The current study may 

not have explicitly addressed the ethical implications of the 

research. Future studies could explore the ethical 

considerations of the research and investigate ways to ensure 

that the technology is used ethically and responsibly. 
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Abstract—Mammography is a non-invasive method to study 

breast tissues for abnormalities. Computer-aided diagnosis 

(CAD) can automate the process of diagnosing malignant and 

benign tumors accurately. However, accurate results can be 

hampered by the presence of the pectoral muscle, which has a 

similar opacity to the breast tissue area. Detecting and removing 

pectoral muscles is not trivial due to various factors, and there 

are artifacts present near the pectoral muscle that can hamper 

proper segmentation. Given the significance of the topic, it is 

crucial to devise an accurate method for automatically detecting 

the muscle area in a mammography image and eliminating it 

from the rest of the image. This process of removing the pectoral 

muscle from the breast image can aid in precise segmentation 

and diagnosis of the tumor area, ultimately leading to faster 

diagnosis and better outcomes for patients. This study examined 

two segmentation algorithms, Level Set and Region Growing, for 

segmenting the pectoral muscle. An Improved Region Growing-

based (IRG) algorithm was also proposed and showed promising 

results in automatically segmenting the pectoral muscle. All 

algorithms were tested on the MIAS dataset, and radiologists 

evaluated the results, showing an accuracy rating of up to 83% 

for IRG. The results indicated that IRG outperformed Level Set 

considerably due to many optimizations and modifications. IRG 

can be used as part of the preprocessing unit of an automated 

cancer diagnosis system. 

Keywords—Breast cancer; preprocessing pectoral muscle 

segmentation; level set algorithm; region growing algorithm 

I. INTRODUCTION 

According to the World Health Organization (WHO), there 
were an estimated 2.3 million women diagnosed with breast 
cancer, and 685,000 died in 2020. Along with lung cancer, 
breast cancer is the most prevalent cancer worldwide, 
representing 12.3% of total diagnosed cancers in 2018. 
However, if the disease is caught early, treatments can be 
highly effective, with five-year survival probabilities of 90% 
and greater in advanced economies [1]. Unfortunately, this rate 
significantly drops to 66% in India and 40% in South Africa 
[2]. Mutebi and Anderson [1] mention that early detection is 
crucial for effective treatments and more so in the developing 
world since advanced-stage cancer treatments can be very 
costly and require advanced medical procedures along with a 
trained medical workforce to provide that treatment. These 

resources are not widely available in developing countries; 
hence, patients in these countries must get their cancers 
diagnosed early. To detect breast cancer early, WHO 
recommends yearly cancer screening for women at higher risk 
for developing this disease, which includes factors such as 
genetics, age, smoking, and drinking, among others. In 
addition, getting these screenings requires a trained radiologist 
to examine the mammography image carefully. Trained 
radiologists are scarce in many rural areas and often, an 
appointment with a specialist can be expensive for a big 
majority in the developing world. Furthermore, radiologists are 
also prone to intra/inter-observer variability errors. 

One of the solutions to this problem is Computer-aided 
diagnosis (CAD) systems, which are highly recommended to 
assist radiologists in detecting breast tumors and outlining their 
borders. CAD systems usually use algorithms that include 
thresholding, region-based techniques, and edge detection 
techniques [3]. Mammography is an inexpensive and non-
invasive method through which one can diagnose breast cancer 
in its early stages. As these images need interpretation by a 
radiologist, this may develop some problems due to fatigue, 
repetition, and the need for a great deal of attention to detail 
and other factors. Mammography can show changes in the 
breast up to two years before a physician can feel them. 
Computer-aided detection and diagnosis are considered to be 
one of the most promising approaches that may improve the 
efficiency of mammography. 

In breast CAD, accurate breast segmentation is a crucial 
preprocessing step to speed up the subsequent processes 
without losing important anatomical information. However, 
breast and pectoral muscle segmentation is challenging, 
especially in scanned mammograms. This mostly happens due 
to the presence of some artifacts, such as duct tape and tags or 
it might be caused because of low contrast along the breast skin 
line and homogeneity between pectoral and breast tissues. 
Although many methods have been proposed for removing 
breast boundary and pectoral muscle and segmenting them, 
only a few have been evaluated quantitatively using all the 
images in the MIAS (Mammographic Image Analysis Society) 
database [4]. When performing mammography, the muscle 
area in the image can often appear similar to the tumor, making 
accurate segmentation difficult. To address this issue, 
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removing the muscle area before the segmentation stage is 
recommended. This study presents an improved method for 
accurately and quickly detecting and removing the pectoral 
muscle area from the mammography image, thereby preparing 
it for segmentation. Unlike existing methods, this method 
considers the separation of the muscle area during 
segmentation, avoiding the challenges posed using the 
information given about the tumor area, which may be 
unavailable in some datasets. 

This empirical study is based on two well-known 
segmentation methods and proposed an improved robust 
approach based on a set of adjustments to these methods on the 
MIAS database [5] to assist CAD in its preprocessing step. 
This paper has studied and implemented two different types of 
popular algorithms, namely Level Set and Region Growing. 
Many novel findings and implementations of these algorithms 
have been discussed due to the direct comparison that has been 
done between these two algorithms, and their findings are 
compared along with suggestions on what type of mammogram 
each algorithm performs better or worse. Moreover, an 
Improved Region Growing algorithm (IRG) was proposed, 
which introduced the concept of dynamic thresholding. The 
threshold values were used based on testing to find what 
number of iterations would make the segmentation jump out in 
the breast tissue. This modification improved the accuracy of 
the algorithm; furthermore, it also provided insights on how 
this method can be used and further improved using machine 
learning techniques to predict the best threshold value for each 
image. This research also includes a web-based application that 
is based on the IRG algorithm, which can be used by anyone to 
access the API (Application Programming Interface), which 
can be integrated into classification systems as a preprocessing 
step. This facility will reduce the time required for future 
research projects focusing on classification since they can 
directly call the API and get the segmented images instead of 
writing segmentation algorithms themselves. 

This paper is organized as follows. Section II contains the 
literature review of the proposed method to segment the 
pectoral muscle regions. This is followed by Section III, which 
contains the methodology, including design and 
implementation. Section IV highlights the results and 
discussion and finally, the paper is concluded in Section V. 

II. LITERATURE REVIEW 

Accurately removing breast pectoral muscle is challenging 
for researchers due to the difference in size, shape, and position 
of the breast in a mammogram [6]. As indicated by [7], there 
are four main types of problematic images within the most 
popular datasets used by researchers: MIAS [5] and DDSM 
[8]. These include images with tape artifacts, images with 
axillary fold, images with the invisible contour of the pectoral 
muscle, the level, and images with no pectoral muscle at all. 
Due to these issues, many different algorithms have been 
proposed to segment the pectoral muscle effectively from the 
mammogram. These classifications are visualized in Fig. 1. 

The following section presents previous works proposed by 
other researchers for pectoral muscle segmentation. To make it 
easier for readers to follow this section, papers are categorized 

based on whether they belong to Intensity-based, Edge-based, 
or Deep learning-based algorithms. 

 

Fig. 1. Classification of the type of mammograms from the MIAS dataset 

A. Intensity-based Algorithms 

Intensity-based algorithms make use of the difference in the 
intensity in the mammography image. The pectoral muscle has 
a high intensity compared to the breast tissue. These techniques 
use these properties to segment the pectoral muscle out of the 
mammogram, assuming the pectoral muscle will have a higher 
intensity [9]. Such techniques include region growing, 
thresholding, and watershed. 

Watershed algorithms are derived from mathematical 
morphology that segments the images into homogenous 
regions first introduced in 1978 [10]. Region growing uses the 
difference in the intensity of the pixels within an image. 
Region growing uses a starting seed value; from that, adjacent 
pixels are added depending on the homogeneity criteria 
assigned. Pixels are continually compared to the ones within 
the region and added until all adjacent pixels are too dissimilar 
[11]. 

Vikhe and Thool [12] used a thresholding-based 
segmentation technique using contrast enhancement and got an 
acceptable rate of 96.56%, verified by a certified radiologist. 
However, the result of this technique was affected by images 
with invisible contours between the pectoral muscle and the 
breast tissue. 

Taifi et al. [13] used a watershed transformation technique 
to extract the pectoral muscle from the mammogram. The 
result was promising, with 90-99% accuracy and 86-99% for 
precision. There were, however, instances where this algorithm 
over-segmented the mammogram. 

Gómez et al. [14] proposed a region-growing method with 
seed and threshold methods. The initial seed value used was 
(10,10). This algorithm’s novelty is from its method of 
calculating the image threshold. The result was 91.92% for the 
mini-MIAS dataset. As with other intensity-based methods, 
this method struggles with the invisible contour between the 
pectoral muscle and the breast tissue. 

Hazarika and Mahanta [15] proposed another region-
growing-based segmentation method to remove pectoral 
muscle in mediolateral oblique view mammograms. This 
method uses a triangular region to estimate the area of the 
pectoral muscle, after which the region-growing algorithm is 
applied with automatic starting seed selection. Later, the 
segmented region is refined to increase the accuracy of the 
output. This method had an acceptable rate of 86.67% based on 
150 images of the mini-MIAS dataset; the accuracy rate is 
sufficiently accurate. 
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The threshold-based segmentation methods, including the 
region growing, have performed relatively well; however, there 
are a few limitations attached to this method. For example, 
these methods over-segment or under-segment the images with 
unclear pectoral muscle and breast tissue boundaries, and they 
do not consist of any spatial information of the image [9]. 

B. Edge-based Algorithms 

Edge-based segmentation methods use changes in the 
brightness of the images to identify different regions and 
segment out the pectoral muscle based on the sharp differences 
in the brightness of the breast tissue. Straight-line modelling of 
the pectoral muscle boundaries is used in this method to 
segment the breast muscle out of the mammography image. 

Rampun et al. [4] used canny edge detection and contour 
growing techniques to segment the image. However, this 
method fails when the canny method cannot detect any edge 
between the regions and an invalid selection of the initial 
contour is made. Moreover, this method also overestimates the 
pectoral muscle boundary when artifacts are present in the 
image. 

Level Set is also an edge detection technique introduced in 
1988 by Osher and Sethian, which represents curves or 
surfaces as a level set of a higher dimensional hyper-surface 
[16]. The level set is suited to handle problems in which the 
evolving interfaces can develop sharp corners and cusps and 
change in topological features, topology, and images with a 
relatively high level of noise. 

Li et al. [17] proposed a new level of set-based 
methodology on numerous medical imaging photographs. 
Comparing their results to a smooth model, the researchers 
concluded that their proposed method outperforms the smooth 
model in accuracy, efficiency, and robustness. 

Zhou et al. [18] used a correntropy-based level set to 
segment the pectoral muscle in the mammogram and 
concluded that this method is considerably less time-
consuming and complex and gives excellent results compared 
to the other state-of-the-art methods. 

Anitha and Peter [19] proposed a Kernel-Based Fuzzy 
Level Set (KFLS) to preprocess the image and to segment the 
image into several clusters based on the breast structure. The 
results based on this method showed a high percentage of 
sensitivity and accuracy of 93.32 and 94.31, respectively. 

The line/edge detection methods have advantages when 
handling noisy data, as they can easily be adjusted to noise. 
However, it requires large storage and more computational 
requirements. 

C. Deep Learning-based Algorithms 

Due to the variability of the shape, size, and type of breast 
in the mammograms, there has been a lot of interest in utilizing 
deep learning-based algorithms to segment the pectoral muscle. 

Wang et al. [20] first applied some image normalization to 
the input image and then trained the model using 2000 digital 
images with a dice-similarity coefficient of 0.8879 based on 
825 of those images. Ali et al. [21] are also using this technique 
with Gaussian and median filters. The accuracy rate achieved 

was around 97%. A similar technique is applied by Kim et al. 
[22]. They trained their model on the 322 images of the min-
MIAS dataset with an accuracy rate of 95.88% accuracy. 

Rampun et al. [7] used a Convolutional Neural Network 
(CNN) inspired by a holistically nested edge detection network 
to automatically model the characteristics of the pectoral 
muscle. 

A hybrid breast cancer classification technique was 
proposed by [23]. Three deep learning models, including 
ResNet50, Inception-V3, and AlexNet, were used for feature 
extraction. The Term Variance feature selection is used to 
select the best features. The multiclass support vector machine 
was applied to classify the MIAS dataset. 

While deep learning models report a higher accuracy rate, 
they require large datasets to be trained and a very high 
computational power for the neural networks to get trained. A 
large dataset for mammograms is not readily available, so this 
is a hurdle for deep learning techniques at this stage. 

D. Further Readings and Research Potential 

Wavelet-based algorithms are also used for muscle 
segmentation and are not discussed in the literature review but 
can be helpful for some readers. This technique uses a short-
term Fourier transform. The spatial frequency of the image is 
identified by the wavelets. Ferrari et al. [24] proposed a 
wavelet technique; their method was tested on 84 MLO 
mammograms from the min-MIAS dataset with 0.58% false 
positive and 5.77% false-negative percentages, which indicates 
a good percentage of accurate segmentations. 

The Wavelet technique has an advantage in the fact that all 
information required to segment the image is given by the 
wavelet decomposition. However, this technique does result in 
some lost information about the image in the process. There 
can be further improvements in the mentioned techniques for 
example, the choice of the initial seed in a region growing 
currently does not consider the shape and size of the pectoral 
muscle, which can be used to increase the accuracy rate further. 

III. METHODOLOGY 

This section covers the methodology of the major 
components in the study, namely the preprocessing steps, the 
Level Set and Region Growing algorithms, and some details 
about the development of the Web Application. The overall 
structure of the proposed method is shown in Fig. 2. The 
process of removing the pectoral muscle from a mammogram 
is broken down into three steps – preprocessing, pectoral 
muscle segmentation, and performance evaluation. 

A. Preprocessing 

Before a mammogram is fed into a segmentation algorithm, 
it will be preprocessed. Details of all the preprocessing steps 
can be found here. The first two preprocessing steps are the 
removal of empty space (bar) and automatic left flipping. This 
needs to be done because both the Level Set and Region 
Growing algorithms require the pectoral muscle region to be on 
the top-left corner of the mammogram. Otherwise, the pectoral 
muscle region cannot be detected. Fig. 3 and Fig. 4 show the 
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outcomes of the Level Set algorithm when the bar removal and 
automatic flipping preprocessing steps were not applied. 

Another preprocessing step is the application of contrast on 
the mammogram. This increases the brightness differences 
between the pixels in the breast region and the pectoral muscle 
region, allowing both the segmentation algorithms to detect the 
pectoral muscle boundary more easily. Fig. 5 shows how the 
Level Set algorithm fails to detect the boundary of the pectoral 
muscle region (overshooting) when contrast is not applied on a 
mammogram. 

 

Fig. 2. The overall structure of the proposed method. 

 

Fig. 3. Boundary found by the Level Set algorithm (denoted by the blue 

line) if the empty space on the left is not removed. 

 

Fig. 4. Boundary found by the Level Set algorithm (denoted by the blue 

line) if the image is not automatically flipped to the left. 

 

Fig. 5. Boundary found by the Level Set algorithm (denoted by the blue 

line) if contrast is not applied to the mammogram. 

B. Segmentation 

1) Level set algorithm: The Level Set image segmentation 

algorithm is widely used in the field of image processing and 

is now frequently employed in image segmentation. It is one 

of the active contour models that can handle complex 

topologies and capture boundaries and is specially used in 

images with intensity inhomogeneity, such as medical images 

[25] [26]. Researchers often prefer this method because it is 

flexible, easy to understand, and easy to employ. Level set 

models are based on the evolution of the zero level [16]. Let's 

assume that the closed interface t:[0,∞]→Rn is an initial circle 

in 2-D/3D space when t = 0. In order to complete the 

evolution, a zero-level set function (φ) was constructed. In the 

general case, let 0 be a closed, disjoint, (N − 1) dimensional 

initial hypersurface. Hence, φ can be defined by 

xt,t=∓r    (1) 

where, r is the distance from x to the hyper-surface 0. φ is 
positive if x is outside of 0 and negative if it is inside. Since 
motion can be seen as: 

xt,t=0    (2) 

Find the partial derivative of both sides of formula Eq. 2, 
by the chain rule, can get: 

φt+∆.xt     (3) 

The speed of evolution is one of the crucial parameters; 
hence, it is defined as below: 

V=xt.n    (4) 

where, n=∆φ∆φ is a normal vector or mean curvature, the 
final curve evolution equation is 

φt=V.∆φ    (5) 

Level set methods can usually be divided into two main 
categories, which are edged-based and region-based. 

C. Improved Region Growing (IRG) Algorithm 

The Region-Growing Algorithm is an intensity-based 
segmentation algorithm. The algorithm consists of three main 
steps. First, a particular pixel is assigned as the initial seed, and 
a fixed threshold value is chosen. Second, the seed is then 
compared with its adjacent pixels at each iteration. If the 
difference between the initial seed and the adjacent pixel is 
within the threshold value, the adjacent pixel will merge with 
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the initial seed to form a region. Lastly, the algorithm will 
terminate when all the adjacent pixels are too dissimilar. 

An additional step was implemented to improve the 
accuracy of the original algorithm in removing the pectoral 
muscle region. This involves checking if similar adjacent 
pixels are still found after running the algorithm for a 
predefined maximum number of iterations. If so, the algorithm 
will restart with a lower threshold value, in other words, stricter 
criteria for grouping similar pixels. This approach prevented 
the algorithm from removing the breast region; see more in the 
Segmentation Section.  The flowchart of the Improved Region 
Growing (IRG) algorithm is shown in Fig. 6. 

 

Fig. 6. Flow chart of the Improved Region Growing (IRG) algorithm to 

remove the pectoral muscle region from a mammogram 

 

Fig. 7. The result of the improved region-growing algorithm varies with 

different thresholds used. 

In the IRG algorithm, the threshold value is an important 
parameter as it determines the criteria, whether strict or loose, 
when grouping the pixels in the mammogram. Different 
thresholds would result in different results, as shown in Fig. 7. 
Segmentation for the mammogram (mdb003.pgm) works best 
when the threshold is set to 40. In this research, it was observed 
that different images require a different threshold to run well. 
Fig. 8 shows the various optimal thresholds needed by the 
different mammograms. Therefore, fixing one predefined 
threshold value before the algorithm runs would result in some 
mammograms not being segmented well. To solve this 
problem, the algorithm was modified by adding an additional 
step. The step involves restarting the algorithm with a lower 
threshold value (stricter criteria) once the algorithm has run for 
a predefined number of iterations. The logic behind this change 
is that if the algorithm runs for more than the predefined 
number of iterations, this means that the boundary found by the 
algorithm has crossed the pectoral muscle boundary, resulting 

in overshooting. By doing this, all mammograms will be 
segmented using the optimal threshold value. 

 

Fig. 8. Different performance results based on a variety of threshold values. 

IV. RESULTS AND DISCUSSION 

A. Evaluation of results by professional radiologists 

To make sure the algorithm has removed the pectoral 
muscle from the mammogram completely and correctly, 
especially mammograms in which the pectoral muscle region is 
not easily seen, two radiologists were invited to evaluate the 
results. Both the segmentation algorithms are run with all 322 
mammograms in the MIAS dataset. This section will first 
discuss the evaluation criteria and how the images in the MIAS 
dataset are classified into different categories. Then, the 
performance of the Level Set and Region Growing algorithm 
will be discussed. 

B. Performance Evaluation 

Each segmented mammogram can either be evaluated as 
acceptable or unacceptable. Table I describes the evaluation 
criteria. Pectoral removal is acceptable if the segmentation 
algorithm removes the entire pectoral muscle region from the 
mammography images. Pectoral removal is not acceptable if 
the algorithm does not remove the entire pectoral muscle 
region (see second row of Table I) or removes the entire 
muscle and some breast regions that may contain a tumor (see 
third row of Table I). 

TABLE I.  EVALUATION CRITERIA 

Evaluation Mammogram Criteria 

Acceptable 

 

The segmentation 
algorithm removes 

the pectoral muscle 

region from the 
mammogram 

completely. 

Unacceptable 

 

The algorithm does 

not remove the 

entire pectoral 
muscle region. Part 

of it has not been 

removed (red 
boundary) 

Unacceptable 

 

The algorithm 

removes the entire 

pectoral muscle 
region, and 

removes some of 

the breast regions 
that might contains 

tumor (red circle). 
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C. Classification of the MIAS dataset 

To better understand the performance of each segmentation 
algorithm, all 322 mammograms in the MIAS dataset are 
classified into the five types as outlined in Table II. Different 
types of mammograms, along with their total numbers, brief 
descriptions, and examples, are presented in Table II. 

TABLE II.  CLASSIFICATION OF INPUT IMAGES OF THE MIAS DATASET 

Type Code Count Description & Image No. Mammogram 

T1 210 
Normal Mammogram. 

mdb187.pgm 

 

T2 84 

Mammograms have an 

inner boundary (axillary 

fold) within the pectoral 

muscle region which 
results in high false 

positives when detecting 

the pectoral muscle 
boundary [7]. 

mdb039.pgm  

T3 14 Mammograms that contain 

tape artefact. 

mdb002.pgm 

 

T4 8 Mammograms in which 

the contour of the pectoral 

muscle region is invisible. 

mdb288.pgm 

 

T5 6 Mammograms in which 

the pectoral muscle region 

is not visible. 

mdb236.pgm 

 

D. Performance of the Segmentation Algorithms 

As mentioned earlier, a professional radiologist was invited 
to evaluate the mammograms segmented by the Level Set 
algorithm and two professional radiologists to evaluate the 
mammograms segmented by the Improved Region Growing 
algorithm (IRG). The results of each algorithm were also 
evaluated by the development team. The results are presented 
in Tables III, IV, V, VI and VII. For each category of 
mammogram (as described in Table II), the tables show the 
number of mammograms classified into that category (count), 
followed by the number of segmented images classified by the 
evaluator as acceptable or unacceptable respectively. Finally, 

the acceptance rate for each category is recorded, and an 
overall acceptance rate is reported at the bottom. 

1) Level set: Tables III and IV show the Level Set (LS) 

results of the radiologist and the team’s evaluation 

respectively. 

2) Improved Region Growing (IRG): For the results of the 

Improved Region Growing (IRG) algorithm, Tables V and VI 

show the results of the two radiologist’s evaluations, and table 

VII shows the results of the team’s evaluation. 

TABLE III.  EVALUATION OF LS METHOD BY RADIOLOGIST 

Type Code Count Acceptable Unacceptable Success Rate 

T1 210 113 97 54% 

T2 84 6 78 7% 

T3 14 5 9 36% 

T4 8 2 6 25% 

T5 6 3 3 50% 

Overall Acceptance Rate 40% 

TABLE IV.  EVALUATION OF LS METHOD BY THE TEAM 

Type Code Count Acceptable Unacceptable Success Rate 

T1 210 115 95 55% 

T2 84 3 81 4% 

T3 14 5 9 36% 

T4 8 2 6 25% 

T5 6 3 3 50% 

Overall Acceptance Rate 39.75% 

TABLE V.  EVALUATION OF THE IRG METHOD BY RADIOLOGIST 1 

Type Code Count Acceptable Unacceptable Success Rate 

T1 210 168 42 80% 

T2 84 50 34 60% 

T3 14 5 9 36% 

T4 8 2 6 25% 

T5 6 5 1 83% 

Overall Acceptance Rate 71.42% 

TABLE VI.  EVALUATION OF IRG METHOD BY RADIOLOGIST 2 

Type Code Count Acceptable Unacceptable Success Rate 

T1 210 167 43 80% 

T2 84 52 32 62% 

T3 14 2 12 14% 

T4 8 2 6 25% 

T5 6 4 2 67% 

Overall Acceptance Rate 70.40% 

TABLE VII.  EVALUATION OF IRG METHOD BY THE TEAM 

Type Code Count Acceptable Unacceptable Success Rate 

T1 210 161 49 77% 

T2 84 50 34 60% 

T3 14 3 11 21% 

T4 8 0 8 0% 

T5 6 3 3 50% 

Overall Acceptance Rate 67.30% 
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E. Analysis 

The IRG method performs better than the LS method in 
terms of the following aspects: 

1) Removal of the pectoral muscle region from normal 

mammograms: The IRG method can generally remove the 

pectoral muscle more accurately than the LS method. 

Following the performance evaluation methodology, this 

means that the IRG method is more likely to remove the entire 

pectoral muscle region and is less likely to leave out part of 

the pectoral muscle. Fig. 9 and Fig. 10 show the performance 

differences between these two algorithms. 

2) Removal of the pectoral muscle region from 

mammograms that contain axillary fold: The LS method 

performs poorly because the algorithm cannot properly 

segment a mammogram containing an axillary fold (Type T2). 

The axillary fold causes the algorithm to detect a false pectoral 

muscle contour, which results in incomplete pectoral muscle 

removal. In the radiologist's and team's evaluation, the 

algorithm only achieves a 7% and 4% acceptance rate, 

respectively. On the other hand, the IRG method is less likely 

than the LS method to detect a false contour. It achieves a 

higher acceptance rate when segmenting a Type T2 

mammogram. 

 

Fig. 9. An example of how the LS method fails to remove the entire pectoral 

muscle region. 

 

Fig. 10. An example of how the IRG method successfully removes the entire 

pectoral muscle region. 

Fig. 11 compares the acceptable rate between the LS and 
IRG methods when segmenting the different types of 
mammograms. 

Another observation that can be made is that both 
algorithms do not work well (acceptance rate less than 50%) 
with mammograms that contain tape artifacts and those that 
have invisible pectoral muscle contours (Type T3 and T5). 
This is because both segmentation algorithms are designed to 
identify a region based on the boundary found. First, the 
algorithm does not work well with type T3 mammograms 
because the boundary that is identified is the artifact boundary. 
Next, the type T5 mammogram will also not be segmented 
well by the algorithms as its boundary is not visible. 

 

Fig. 11. Group bar chart comparing the result between the LS method and 

IRG method. 

V. CONCLUSION 

While the automatic pectoral muscle removal system is a 
complete system, it contains a few limitations on the 
preprocessing steps, segmentation algorithms, and web 
application. The result tabulation shows that none of the 
algorithms works well with mammograms containing the tape 
artifact (type T3). This shows that the existing preprocessing 
steps are not enough to ensure that both segmentation 
algorithms run well. The IRG method performs significantly 
better than the LS method. However, both algorithms have 
limitations. First, both algorithms do not work well with type 
T2 mammograms. For instance, the IRG method achieves an 
80% acceptance rate on the normal mammogram 
(Radiologists’ evaluation for T1), yet it only achieves a 62% 
and 60% acceptance rate on type T2 mammograms 
(Radiologists’ evaluation for T2). Considering the number of 
T2 mammograms in the MIAS dataset (84 out of 322), it can 
be said that this type of mammogram is very common. 
Therefore, the low acceptance rate to segment this type of 
mammogram is a big limitation of the algorithm. Second, both 
algorithms fail when the mammogram contains an invisible 
pectoral muscle contour (type T4). While the LS method 
achieves a 25% acceptance rate, the IRG method performs 
poorly when segmenting the type T4 mammograms. Next, it is 
noticed that both segmentation algorithms cannot remove the 
pectoral muscle completely from a mammogram if it contains 
an axillary fold. Fig. 12 shows a type T2 mammogram in 
which the pectoral muscle is not removed completely. 

 

Fig. 12. A mammogram in which the pectoral muscle region is not removed 

completely. 

One possible improvement that could be made to the IRG 
method to solve this problem is to place a triangle over the 
mammogram image to estimate the pectoral muscle region. 
The triangle can be drawn using the difference between the 
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intensity of the pectoral muscle region and the breast region, 
along with some mathematical formulas [15]. Having 
estimated the pectoral muscle boundary, the region growing 
algorithm can be modified to dynamically adjust the threshold 
value based on where the current pixel is. For example, a 
higher threshold value can be used when the current pixel lies 
within the estimated boundary. In other words, a looser 
criterion is used for grouping similar pixels if the current pixel 
is within the boundary. This will allow the algorithm to 
completely avoid the false pectoral boundary and group the 
pectoral muscle region. Fig. 13 shows how the algorithm could 
be improved by drawing an additional triangle before the 
algorithm runs. 

 

Fig. 13. An example of how a triangle can be placed on top part of the 

mammogram. 

The study has a constraint of not validating the algorithm's 
performance with other datasets. Additionally, utilizing deep 
networks can enhance the accuracy of the proposed technique 
by extracting improved features from segmented images. In the 
future, it is recommended to automatically crop the tumor 
region and utilize pre-trained networks. 
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Abstract—The leading cause of death nowadays is chronic 

disease. As a result, personal wellbeing has received a 

considerable boost as a healthcare preventative strategy. A 

notable development in data-driven healthcare technology is the 

creation of a prediction model for chronic diseases. In this 

situation, computational intelligence is used to analyze electronic 

health data to provide clinicians with knowledge that will help 

them make more informed decisions about prognoses or 

therapies. In this study, various classification algorithms have 

been implemented namely, Decision Tree, K-Nearest Neighbors, 

Logistic Regression, Multilayer Perceptron, Naïve Bayes, 

Random Forest, and Support Vector Machines to examine the 

medical records of patients in Kuwait who had chronic 

conditions. For predicting diabetes, the support vector machines 

classifier was the best classifier for predicting diabetes and 

kidney chronic diseases. For diabetes, it achieved 88.5% 

accuracy, and 93.6% f1-score, while for kidney; it achieved 

94.9% and 92.6% accuracy and f1-score respectively. For 

predicting heart disease, MLP was the best and achieved 84.7%, 

and 87.8% accuracy and f1-score respectively. 

Keywords—Chronic diseases; Electronic Health Records 

(EHR); machine learning; classification 

I. INTRODUCTION 

Healthcare systems and governments from all around the 
world are very interested in finding ways to improve healthcare 
outcomes while lowering costs. Accurate patient risk 
assessments from both patients and clinicians are essential to 
achieving this improvement. The usage of electronic health 
records (EHRs) for digitally recording patient healthcare 
contacts has increased significantly in tandem with this focus 
on improving outcomes (Hsiao et al., 2014). As a result, 
disease risk prediction technologies that may use EHR data to 
evaluate patient risk have drawn a lot of interest [1]. 

There is now a lot of interest in applying machine learning 
techniques to create disease risk prediction tools from EHR 
data since machine learning algorithms have experienced 
significant growth in use. ―What is the distribution of accuracy 
with which all EHR-coded medical occurrences may be 
anticipated?‖ is a logical place to start. We provide an answer 
to this query for coded diagnoses since it has not previously 
been addressed [2]. 

By using computational intelligence techniques, this study 
was able to extract pertinent information from electronic 

medical records that might be used by doctors to deliver 
effective care. Electronic health records (EHRs) are 
instantaneous, patient-centered records with secure access for 
authorized individuals. EHRs are distinguished by the 
capability of authorized clinicians to generate and manage 
health data in digital format, which may be shared with other 
doctors across various healthcare organizations. The Arabic 
region faces significant challenges due to chronic ailments. 
Chronic disease-related mortality has been linked to a sizable 
number of deaths, according to Kuwait's Ministry of Health 
[3]. Their statistics show that 41% of fatalities were attributable 
to heart disease, 15% to cancer, 3% to respiratory problems, 
and 3% to diabetes. Additionally, according to Kuwait's 
national plan report on chronic diseases for the years 2017 to 
2025, cardiovascular disorders are the main cause of mortality 
there [4]. 

The goal of this study is to create a predictive analytics 
model that can predict the onset of three common chronic 
diseases diabetes, heart disease, and kidney disease early on 
using electronic health records that contain important 
information about patients from their hospital visits. A key 
component of prevention is prediction, which enables 
healthcare organizations to give top priority to patients with the 
greatest needs and make the best use of their scarce resources. 

To attain the research objectives, the authors conducted a 
study that involved defining the methodology, study 
population, study sample, study tools, verifying the validity 
and reliability of the tools, and utilizing statistical treatment in 
analyzing the results. The study population comprised all 
healthcare stakeholders in Kuwait hospitals, and the study 
sample consisted of (30) medical sector workers, from which a 
random sample was selected. The study sample's frequencies 
and percentages were computed, and they are represented in 
the basic data that includes Gender: (43% males and 56.7% 
females), Age: (26.7% less than a year, 43.3% between 30 to 
40 years, 16.7% between 40 to 50 years, and 13.3% over 50 
years), Position: (16.7% manager, 40% attending physician, 
and 43.3% technician), Number of years of experience (33.3% 
less than three years, 6.7% between three years to less than six 
years, and 60% more than six years), and Computer skills: 
(3.3% weak, 36.7% medium, 60% good). The paper evaluates 
physicians' perceptions on the current management of chronic 
diseases in primary healthcare centers using electronic health 
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record systems, shedding light on the practical implications of 
using EHR for disease management. 

From Table V in Appendix A, it can be observed that the 
general average for the first dimension, technological 
infrastructure environment, had a response rate (High), an 
arithmetic means of (2.66), a standard deviation of (.409), and 
phrase No. (27) appeared in the first order. (The need to 
employ e-health solutions to improve the quality of the 
healthcare sector.) Phrase No. 22 came in second place (There 
is a need to establish a well-designed primary health care 
network) with an arithmetic mean (2.87), a standard deviation 
(.346), and a response rate (High), and it was followed in the 
last position by phrase No. 23 (There is a need for the 
establishment of a well-designed primary health care network). 
(25) (Health informatics is already implemented in the State of 
Kuwait.) with an arithmetic mean (2.43), and a standard 
deviation (.679) with a response score (High), and the rest of 
the expressions came with a response score (High), The 
standard deviations for the expressions in the first dimension 
varying between (.681 - .305), which are regarded as low 
values. This implies that the study sample's reactions to these 
assertions were consistent. The emergence of the technical 
infrastructure environment can be explained by the fact that 
there are numerous opportunities for developing information 
systems in Kuwaiti hospitals, in addition to the possibility of 
directing a large investment towards developing the state's 
infrastructure relying on electronic systems in facilitating work 
in the medical field, beginning with data recording, and 
progressing to electronic solutions. 

Table VI in Appendix B shows that the overall average for 
the second dimension, administration, and organization, had a 
(High) response rate, an arithmetic mean of (2.62), and a 
standard deviation of (.473). Phrase 31, (The need for high-
quality services in the public and private sectors of healthcare.) 
came in first place with an arithmetic mean (2.93), a standard 
deviation (.254), and a response score (High), and phrase 32 
came in second place (The need for a national health 
information management strategy to guide public health 
policies.) Assuming an arithmetic mean (2.27), The rest of the 
expressions received a response score (High) and a standard 
deviation (.828), while the standard deviations for the 
expressions in the second dimension varying between (.254-
.828), indicating homogeneity of opinions of the study sample 
towards these statements. The need to establish a national plan 
for health information management to lead public health 
policies might explain the appearance of the administration and 
organizations with a high level of responsiveness. It also 
mentioned the need to enhance the quality of services in the 
field of health care in general, by focusing on health insurance 
and trying to reduce health expenditures. The occurrence of 
phrase No. (34) in the last order can be explained by the fact 
that, despite the availability of an integrated framework for 
information and technology, this framework is not primarily 
relied upon in the field of medical care in Kuwait. 

The previous study's recommendations emphasized the 
need of using electronic medical records to register patients' 
health information rather than paper records. Furthermore, the 
study emphasized the need for predictive analytics models that 
can anticipate the emergence of chronic illnesses at an early 

stage utilizing electronic health information. The study 
concentrated on diabetes, heart disease, and chronic kidney 
disease. Heart disease is a major cause of death in the United 
States; it kills 610,000 of people each year, accounting for one 
in every four fatalities. [5]. Diabetes is recognized as a chronic 
illness with the world's fastest growing rate at the same time 
[6]. Diabetes affects 415 million people worldwide, accounting 
for 12% of total medical spending ($673 billion) [6]. Diabetes 
affected 29.1 million Americans in 2012, accounting for 
around 9.3% of the population [6]. About 700 million people 
worldwide are affected with Chronic Kidney Disease (CKD) 
each year, resulting in the deaths of almost 1.2 million people 
[7]. Cardiovascular diseases such as myocardial infarction, 
stroke, and heart failure are more prevalent in chronic renal 
disease patients [7]. Patients who have both illnesses have a 
worse prognosis [8]. 

The following are the primary contributions of the article: 

 Using electronic health records instead of paper records. 

 Using accessible datasets from patients' medical 
records, machine learning techniques are used to predict 
the existence of chronic illnesses. 

 Examining medical records of all patients to ensure 
proper diagnosis of chronic disorders. 

 Identifying new patients with comparable symptoms 
and illness development phases based on physician 
supervision and medical record analysis for a specific 
type of chronic disease. 

The second half of the paper will go into similar research, 
while Section III will examine the datasets used in the study. 
The fourth part will offer a full description of the suggested 
technique. Following that, Section V will show the test 
findings and assess the proposed strategy. Finally, Section VI 
will give findings and recommendations for further research. 

II. RELATED WORK 

Yaser et al. [9], has presented a research paper. The 
fundamental contribution of this work is the development of a 
medical recommendation system that employs the closest 
neighbor‘s classification approach and the collaborative 
filtering methodology. The suggested strategy was evaluated 
based on two criteria: statistical correctness and efficacy in 
giving patient counseling. The results showed that the 
suggested method outperformed earlier approaches in 
diagnosing patients, which was ascribed to the use of the "close 
neighbors" strategy. The suggested technique exhibited great 
accuracy in patient diagnosis and gave suitable therapy 
recommendations. However, due to the restrictions of patient 
data privacy, getting exact hospital data remains a substantial 
barrier for the suggested strategy. 

Chicco et al. [10], presented another paper. A dataset of 
491 patients from the United Arab Emirates was analysed to 
find independent risk variables for CKD at stages 3-5. The 
authors utilised two strategies, one based on classic univariate 
biostatistics testing and the other on machine learning. The 
biostatistics tests revealed that 68.42% of clinical parameters 
were significant but lacked accuracy. As a result, the authors 
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used Random Forests to determine feature ranking. The study 
proved that computational intelligence could predict significant 
CKD development with or without time information, and that 
the most important clinical variables alter when the temporal 
component is incorporated. The benefit of this study is that it 
provides a full examination of risk variables connected with 
CKD at stages 3-5 and applies machine learning techniques to 
determine the most essential clinical characteristics. However, 
the scientists did not examine the therapeutic significance of 
the findings, instead focused on developing and strengthening 
computational intelligence technologies. 

Hohman et al. [11], presented The MENDS project which 
has successfully proved its capacity to satisfy principles and 
criteria aimed at optimising the project and supporting the 
CDC's DMI. The project team used statistical approaches to 
obtain credible prevalence estimates from EHR data that 
appropriately represent the underlying populations at 
geographic target levels. The team was able to generate more 
reliable local, state, and national prevalence estimates by using 
the breadth of clinical data. The initiative also provided an 
opportunity for the DOH to expand its EHR-based surveillance 
beyond federal programme requirements. However, obstacles 
such as outreach, communication, paperwork, research, and 
training have hindered the project's timeframe. The team is also 
comparing prevalence figures from other national chronic 
illness surveillance systems to determine their validity. The 
capacity to combine standard public health monitoring 
techniques with EHR-based surveillance and gain relevant 
insights from the data is one of the project's advantages. The 
drawbacks include the technical work and expense necessary to 
comply with federal rules, as well as the additional outreach, 
communication, documentation, investigation, or training that 
is required. 

Kumari and Seema [12], used four distinct classifiers to 
detect diabetes and heart disease: Nave Bayes, Decision Tree, 
Support Vector Machine (SVM), and Artificial Neural 
Networks (ANN). The results showed that SVM had the best 
accuracy rate for heart disease at 95.556%, while Nave Bayes 
had the highest accuracy rate for diabetes at 73.588%. The 
benefit of employing these classifiers is that they can help 
clinicians find successful therapies and best practices, resulting 
in better and more direct healthcare for patients. However, 
these classifiers have the disadvantage of requiring a 
significant quantity of data to reach accuracy and can be time-
consuming to train. 

Perotte et al. [13], have evaluated the usefulness of 
employing electronic healthcare data and ICD-10 pain-related 
diagnostic clusters to self-reported data, which is considered 
the gold standard, in identifying persons with Musculoskeletal 
Chronic Pain (MSCP). The study had a 61% response rate, and 
the findings indicated that the prevalence of MSCP was 
somewhat lower when detected by electronic health records 
(14.7% weighted prevalence) than when found with survey 
questionnaires (25.9% weighted prevalence). The study found 
a poor level of agreement between the two MSCP categories 
(kappa agreement statistic = 0.21). When compared to MSCP 
determined using self-report as the benchmark, using electronic 
health data exhibited a sensitivity of 30.9%, specificity of 
91.0%, and positive predictive value of 54.5%. When age and 

gender were taken into consideration, patients with MSCP 
identified through electronic health records or self-report had 
higher levels of pain-related disability, pain severity, 
depressive symptoms, and long-term opioid use, compared to 
individuals with single-site chronic pain identified through the 
same method. This study demonstrates the use of electronic 
health records in identifying people with MSCP, potentially 
leading to a greater detection of people with significant chronic 
pain in studies that are population-based. The study's 
weaknesses, however, include a low survey response rate and a 
lack of agreement between the two MSCP categories. 

Hazazi and Wilson [14] aimed to evaluate physicians' 
perceptions on the current management of Noncommunicable 
Diseases (NCDs) in Primary Healthcare Centers (PHCs), 
emphasising on the role of the Electronic Health Record (EHR) 
system, according to a separate article provided by. The study 
included semi-structured interviews with 22 Ministry of Health 
physicians who worked in chronic illness clinics at PHCs. 
While physicians recognised the benefits of using EHRs, such 
as improved accuracy in patient documentation and access to 
patient information, they also identified areas for improvement, 
such as the lack of a patient portal for patients to access their 
health information and the system's inability to facilitate 
multidisciplinary care. In general, doctors viewed the EHR 
system favorably, although its influence on patient care at 
chronic illness clinics remained limited. 

Areej and Malibari [15] used EO-LWAMCNet, MSSO-
ANFIS, T-RNN, and DLMNN algorithms to predict heart and 
kidney illnesses in real time. On two separate datasets, the 
suggested model has an accuracy of 93.5% and 94%. The 
suggested model's merits include its capacity to forecast 
chronic illnesses including heart and renal disease in real time, 
its optimal performance, and its short execution time. The 
suggested model, however, has numerous shortcomings, 
notably its high cost and inability to distinguish between 
positive and negative predictions. 

III. DATA 

In this study, an electronic healthcare record (EHR) dataset 
comprising information about patients in Kuwaiti hospitals was 
constructed. Each row in the dataset represents a single patient, 
and the columns indicate all the patient's attributes/features, as 
detailed in Table I. This dataset was created for the purpose of 
predicting diabetes, heart disease, and chronic kidney disease 
by combining all characteristics from original datasets into a 
single dataset file for use in training and testing prediction 
models, in addition to the personal information of all patients 
during all hospital visits. This EHR dataset will be published 
soon after the government approval. Diabetes illness data was 
obtained from the Irvine's Center for Machine Learning and 
Intelligent Systems, California University [16]. Rather than 
more than 60,000 individual patients, this study includes 
clinical data from over 100,000 unique interactions. The 
information was gathered from roughly 74 million patient 
visits involving 17 million people [16]. This study's data was 
gathered over a ten-year period, from 1999 to 2008, and 
includes many credits that correspond to the seasons of 
confirmation and release for diabetes patients. The records 
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include information on laboratory tests and procedures, 
diagnoses, and drugs given during the hospitalization. 

The dataset utilized in this work for heart disease prediction 
was collected from the UCI Machine Learning Repository of 
Irvine C.A, University of California and was freely accessible 
online [17]. The cardiac disease datasets utilized in this study 
have identical properties and example designs. Only 14 of the 
76 raw qualities in these datasets are considered essential, 
including anticipated property. The Cleveland Clinic 
Foundation dataset has 303 patient records, whereas the 
Hungarian Institute of Cardiology dataset contains 294 patient 
records. This study examined a dataset of 491 individuals from 
the United Arab Emirates published by Al-Shamsi et al. for 
chronic renal disease [18]. The data for this study was gathered 
at Tawam Hospital in Al-Ain (Abu Dhabi, United Arab 
Emirates) in 2008. The dataset offered 491 patients, 241 
women and 250 males, with an average age of 53.2 years. Each 
patient was given a chart with 13 clinical variables that 
represented the results of laboratory tests and examinations as 
well as data from the dataset. The authors used multivariable 
Cox proportional hazards to identify the risk variables that 
cause CKD at stages 3-5. However, the analysis did not include 
a prediction phase, which may have recovered more relevant 
information or previously unknown patterns in the data. 

TABLE I.  NAME AND TYPE OF EACH FEATURE OF THE EHR DATASET 

Feature Name Type Feature Name Type 

Encounter ID Numeric Examide Numeric 

Patient number Nominal Insulin Numeric 

Race Nominal Anemia Nominal 

Gender Numeric 
Creatinine 
hosphokinase 

Nominal 

Age Numeric Blood pressure Numeric 

Weight Nominal Serum creatinine Numeric 

Admission type Nominal Smoking Nominal 

Discharge disposition Numeric Specific gravity Nominal 

Admission source Numeric Albumin Numeric 

Time in hospital Nominal Red blood cells Numeric 

Payer code Nominal Pus cells Nominal 

Medical specialty Numeric Bacteria Nominal 

Number of lab procedures Numeric Blood Urea Numeric 

Number of procedures Numeric Sodium Numeric 

Number of medications Numeric Potassium Numeric 

Number of outpatient 

visits 
Numeric Hemoglobin Numeric 

Number of emergency 
visits 

Numeric 
White Blood Cell 
Count 

Numeric 

Number of inpatient visits Nominal Hypertension Numeric 

Diagnoses 1 Nominal 
CoronaryArtery 

Disease 
Nominal 

Diagnoses 2 Nominal Appetite Nominal 

Diagnoses 3 Numeric A1c test result Nominal 

Number of diagnoses Nominal Change of medications Nominal 

Glucose serum test result Nominal Readmitted Nominal 

IV. METHODOLOGY 

The task stated previously is to apply binary classification 
to predict the existence of diabetes, heart, and kidney chronic 
diseases using the data said earlier. This part will display the 
classification models applied in this study. The proposed 
method architecture is described in Fig. 1. 

A. Data Acquisition 

In this step, we gather electronic health record (EHR) 
information from medical facilities, healthcare centers, 
or publicly available datasets, while guaranteeing that the data 
is anonymized and compiles with applicable privacy 
regulations. 

B. Data Preprocessing 

Before we use the datasets for prediction, we analyze them 
to obtain their drawbacks. In the diabetes datasets, we observed 
that there are many features with missing value ratio, as shown 
in Fig. 2. 

 

Fig. 1. Proposed method architecture. 
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Fig. 2. Features with missing value ratio in diabetes dataset. 

After applying feature reduction based on missing value 
ratio with ratio more than or equal 40%, ―weight‖, 
―payer_code‖ and ―medical_specialty‖ features have been 
dropped from dataset. Then we are dealing with features that 
have less than 40%, we have ―diag_1‖, ―diag_2‖, ―diag_3‖ and 
―race‖ features. We have removed any row that have a missing 
value in any features and this through the following: 

 Retrieving the index of the row where all three (diag_1, 
diag_2 and diag_3) values are missing and storing it in 
a set. 

 Retrieving the index of the rows where only diag_1 
value is missing and appending the same in the set. 

 Retrieving the index of the rows where only diag_2 
value is missing and appending the same in the set. 

 Retrieving the index of the rows where only diag_3 
value is missing and appending the same in the set. 

 Retrieving the index of the rows where only race value 
is missing and appending the same in the set. 

 Then drop all rows that have an index in the set. 

Now we have a dataset without missing value. The next 
step is to remove columns (features) that have no relation with 
our output; in another word ―featureless‖ such as 
―encounter_id‖ and patient_nbr‖. 

So, we now have a clean dataset without any missing value 
and featureless columns but there are some columns still with 
text not numbers. In order to that, we have labeled these 
columns with integer numbers. Then to make our classifiers 
and model avoid overfitting, we make data regularization to all 
data. 

Pearson's Correlation Coefficient helped us identify the 
connection between two quantities by assessing the intensity of 
their association. Also, it provides a metric ranging from -1 to 
+1 to quantify this relationship. A value of one signifies a 
strong correlation, while zero indicates no correlation. A 
heatmap is a visual representation of data in two dimensions, 
utilizing color to convey information. This graphical method 
assists users in visualizing both simple and complex data. This 

heat map is shown in Fig. 4 in Appendix C below. We 
observed the last row, ―target‖ and noted its correlation scores 
with different features. ―examide‖, ―citoglipton‖ and 
―metformin-rosiglitazone‖ features are not correlated with 
―target‖. They don't contribute much to the model, so we 
dropped them. 

To treat the outliers, we used Quantile Transformer. This 
technique converts the features into a uniform or normal 
distribution. Therefore, this conversion typically causes the 
most common values of a feature to be more widely 
distributed. Furthermore, this preprocessing scheme is 
considered robust as it effectively lessens the influence of 
minor outliers in the dataset. Fig. 3 shows the difference 
between applying Standard Scalar vs. Quantile Transformation. 
In Standard Scalar, Fig. 3(a), the Y-axis has eight units, 
whereas X-axis has only 3.5 units, indicating that Outliers have 
affected the scales. After applying Quantile Transformation, 
the Y-axis, and X-axis are equally scaled as shown in Fig. 3(b). 
The outliers are still present in the dataset, but their impact has 
been reduced. 

 
(a)    (b) 

Fig. 3. (a) Standard scalar.(b) Quantile transformation. 

We applied these preprocessing processes to heart and 
kidney chronic diseases datasets as they had the same 
problems, imbalance, and outliers. 

C. Feature Engineering 

Feature engineering involves identifying and extracting 
meaningful features from electronic health record (EHR) data 
that may be associated with chronic diseases. This process 
includes both feature extraction, which involves identifying 
relevant features, and feature selection, which involves 
selecting the most informative features for predicting the 
diseases. 

D. Split Data 

After Partitioning the dataset into appropriate training, 
validation, and testing subsets, using a suitable ratio, as 
follows, the training set contains 70% of the data, the 
validation and the test set are 15% each. 

E. Classifiers 

1) Naïve Bayes (NB): The "Naïve Bayes Classifier" refers 

to straightforward probability-based classifier which utilizes 

Bayes' theorem with dependable assumptions of 

independence. It anticipates that the proximity or lack of a 

particular class component will depend on the proximity or 

lack of any other element [19]. Conditional probabilities are 

necessary for the Naive Bayes calculation. It employs the 

Bayes hypothesis, a method for computing probability 
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through frequency counting of different qualities and 

attributes combinations in the collected data. The Bayes 

Theorem estimates the likelihood of an event, given the 

possibility of an earlier event. The Bayes hypothesis can be 

stated as follows [24]. When ―b‖ addresses the current event 

for the needy and ―a‖ addresses a previous occasion, Bayes' 

theorem can be formulated in the following manner: 

     (   )  
     (   )     ( )

    ( )
 (1) 

Here, Prob (   ) denotes the probability of ―b‖, and Prob 
(   ) represents the probability of ―b‖ given ―a‖. The main 
benefit of the Naive Bayes classifier is the minimal training 
data it requires to compute mean and variance parameters 
essential for classification. Under the assumption of 
independent variables, Variances of for each class‘s variables 
need to be calculated only, rather than the overall variance. 
The reason for using the naïve bayes is that it is fast, scalable 
and useful for dealing with missing data. 

2) Support Vector Machine (SVM): SVM is a supervised 

learning technique used for regression and classification tasks, 

known as Support Vector Regression (SVR) and Support 

Vector Classification (SVC), correspondingly. It is 

recommended for use with more diminutive datasets as the 

processing time for larger datasets is lengthy [20]. The 

fundamental principle of SVM involves determining the 

hyperplane which efficiently splits the dataset's features to 

distinct domains, where the points closest to the hyperplane 

are designated as support vectors, and their distance from the 

hyperplane is known as the margin. This algorithm aims to 

locate a hyperplane that minimizes the likelihood of 

misclassifying cases in the test dataset [21]. SVM is very 

useful when the data is not distributed regularly, and it doesn‘t 

suffer from overfitting. 

3) K-Nearest Neighbor (KNN): KNN is a supervised 

learning algorithm that employs proximity to classify or 

forecast the grouping of a singular data point [22]. Although 

support vector machines (SVM) can be used for classification 

and regression tasks, it is commonly used as a classification 

technique, relying on the concept that analogous points are 

usually in proximity to one another. KNN is a lazy learning 

technique that doesn't generalize the training data points, 

resulting in a quick training phase. It predicts the classification 

of a new sample point using data from multiple classes. 

Additionally, KNN is non-parametric, making no assumptions 

about the data, and the model is derived directly from the data 

[24]. KNN was used since it doesn't need to be trained before 

producing predictions, and so new data can be supplied 

without disrupting the system's accuracy. 

4) Decision tree: The classification process can be 

directed using decision trees [23]. They are arranged in a 

simple tree structure, with terminal nodes displaying the 

results of decisions and non-terminal nodes representing tests 

on one or more attributes. By using information gain and gain 

ratio measures as splitting models, C4.5 improved the ID3 

decision tree induction algorithm. The decision tree 

construction algorithm can be summed up as follows: 1) 

Decide which attribute best distinguishes the values of the 

output attribute. 2) Make a distinct branch of the tree for each 

attribute value. 3) Create subgroups from the instances to 

correspond with the attribute values of the chosen node. For 

each subgroup, stop the attribute selection process if the 

following conditions are met: a) When all of the instances in a 

subgroup have the same value for an output attribute, the 

attribute selection process for the current path is stopped, and 

the branch on the current path is marked with the chosen 

value. b) There is only one node in the subgroup or no other 

distinguishing characteristics can be found. Label the branch 

with the output value seen in most of the remaining cases, just 

like in (a). 5) Repeat the procedure above for each subgroup 

created in (3) that has not been designated as terminal [24]. 

5) Random forest: The random forest algorithm, as 

explained in [25], is composed of multiple decision trees that 

are trained on a bootstrapped sample of the data set, where 

one-third of the data is reserved for testing as the out-of-bag 

sample. To introduce more diversity and reduce correlation 

among decision trees, feature bagging injects another instance 

of randomness. Before training, the random forest algorithm 

requires three crucial hyperparameters to be specified: node 

size, number of trees, and number of sampled features. The 

random forest classifier can be employed to address both 

regression and classification tasks, and the method of 

determining the prediction varies depending on the type of 

problem. For a regression task, the decision trees' predictions 

are averaged, while for classification tasks, the predicted class 

is determined through a majority vote, selecting the most 

frequent categorical variable [25]. 

6) Logistic Regression (LR): Logistic regression is a 

machine learning technique which is categorized as a 

supervised machine learning model. It is also regarded as a 

discriminative model that aims to differentiate between classes 

or categories [25]. Logistic regression is commonly used for 

prediction and classification problems such as Fraud detection, 

Disease prediction, and Churn prediction. This analytical 

approach in medicine can anticipate the probability of disease 

or illness for a particular population, enabling healthcare 

organizations to establish preventive care measures for 

individuals with a higher susceptibility to specific conditions 

[26]. 

7) Multi-Layer Perceptron (MLP): Three layers make up 

an MLP, a feed-forward neural network: an input layer, an 

output layer, and a hidden layer [25]. While the output layer 

completes various tasks like classification and prediction, the 

input layer receives the input signal for processing. There are 

numerous hidden layers that make up the computational 

engine of the MLP that lie between the input and output 

layers. Data flows forward from the input layer to the output 

layer, much like a feed-forward network in an MLP. The MLP 

neurons are trained with the backpropagation learning 

algorithm. Since MLPs can approximatively solve any 

continuous function, they can solve problems that cannot be 
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linearly separated. They are used in a variety of tasks 

including classification, pattern recognition, forecasting, and 

approximation. [27]. We used MLP as it is very flexible and 

can be used for learning mapping from inputs to outputs 

generally. 

V. EXPERIMENTAL RESULTS 

To evaluate the proposed model, several experiments have 
been carried out using different parameters as shown in Table 
II. All experiments have been done using Python programming 
language by Jupiter notebook editor with some machine 
learning toolboxes (e.g. Scikit-learn, NumPy, and matplotlib). 

TABLE II.  PARAMETERS OF SOME PROPOSED MODELS 

Algorithm Parameters 

SVM Kernel functions = {linear, sigmoid, RBF} 

KNN Number of neighbors (n) = {30, 40, 50} 

MLP Number of hidden layers (h) = {5, 10, 20} 

The accuracy and f1-score are calculated to examine how 
classification is carried out. As a result of the classifier, four 
cases are taken into consideration. 

 True Positives (TP): The sample size correctly assigned 
to that class. 

 True Negatives (TN): The sample size correctly 
excluded from that class. 

 False Positives (FP): The sample size wrongly excluded 
from that class. 

 False Negatives (FP): The sample size wrongly 
assigned to that class. 

The number of accurate and wrong classifications in each 
potential prediction of the classified variables is used to 
evaluate how effective the classification model is. The 
accuracy is calculated using the following formula: 

Accuracy = 
     

           
  (2) 

We have utilized three medical datasets related to diabetes, 
heart, and kidney disease. These datasets were all retrieved 
from the UCI machine learning library [15, 17, 18]. The 
objective is to compare all classifiers, including Naïve Bayes, 
KNN, SVM, DT, RF, LR, and MLP, and to categorize the 
diseases depending on parameter choices. The accuracy of 
several classifiers for diabetes and heart disease datasets is 
shown in Table III. After applying some experiments with 
different parameters shown in Table II, we decided on the best 
hyperparameters for SVM, KNN, and MLP classifiers. For 
SVM, three kernel functions have been utilized and the RBF 
kernel has achieved the highest accuracy on diabetes and 
kidney datasets. Three values for the number of neighbors were 
used for the KNN classifier and the best one was 40. In MLP, 
the best number of hidden layers was 10, which achieved the 
highest accuracy on the heart dataset. 

In Table IV, a recognized confusion matrix is obtained to 
estimate four measures, accuracy, precision, recall, and f-score. 

TABLE III.  ACCURACY OF ALL CLASSIFIERS FOR DIABETES, HEART, AND 

KIDNEY DATASETS 

Dataset Classifier Accuracy Precision Recall 
F-

score 

Diabetes 

Naïve Bayes 88.3% 85.5% 78.1% 83.5% 

SVM 88.5% 92.4% 99.8% 93.6% 

KNN 88.2% 57.3% 51.5% 49.5 

DT 82.2% 91.2% 85.8% 84.2% 

RF 88.4% 44.1% 51.5% 47.2% 

LR 88.3% 69.2% 52.3% 48.5% 

MLP 75.1% 39.5% 20.4% 26.4% 

Heart 

Naïve Bayes 83.1% 83.6% 82.5% 81.6% 

SVM 83.6% 83.8% 81.4% 81.5% 

KNN 83.1% 83.5% 80.6% 81.5% 

DT 80.9% 79.8% 78.8% 78.8% 

RF 84.2% 84.5% 84.4% 85.1% 

LR 82.6% 82.8% 83.6% 84.9% 

MLP 84.7% 88.5% 87.4% 87.8% 

Kidney 

Naïve Bayes 86.8% 82.6% 77.6% 74.7% 

SVM 94.9% 94.5% 90.2% 92.6% 

KNN 81.8% 85.7% 53.6% 54.8% 

DT 89.9% 88.5% 68.4% 82.3% 

RF 86.8% 84.6% 71.0% 75.3% 

LR 85.8% 87.4% 67.2% 71.1% 

MLP 89.8% 65.7% 68.5% 66.4% 

TABLE IV.  CONFUSION MATRIX OF SVM, DT, AND MLP CLASSIFIERS  

FOR DIABETES, HEART, AND KIDNEY CHRONIC DATASETS 

Dataset Classifier Precision Recall F-measure Class 

Diabetes 

NB 
0.85 

0.86 

0.85 

0.89 

0.83 

0.84 

Yes 

No 

SVM 
0.93 
0.92 

1.00 
1.00 

0.92 
0.93 

Yes 
No 

KNN 
0.25 

0.89 

0.04 

0.99 

0.06 

0.93 

Yes 

No 

DT 
0.85 
0.97 

0.87 
0.83 

0.82 
0.86 

Yes 
No 

RF 
0.88 

0.00 

1.00 

0.00 

0.00 

0.94 

Yes 

No 

LR 
0.50 
0.88 

0.01 
1.00 

0.03 
0.94 

Yes 
No 

MLP 
0.40 

0.39 

0.20 

0.20 

0.27 

0.26 

Yes 

No 

Heart 

NB 
0.85 

0.81 

0.87 

0.78 

0.86 

0.79 

Yes 

No 

SVM 
0.83 

0.84 

0.90 

0.75 

0.86 

0.79 

Yes 

No 

KNN 
0.83 
0.84 

0.90 
0.74 

0.86 
0.79 

Yes 
No 

DT 
0.83 

0.78 

0.84 

0.77 

0.84 

0.77 

Yes 

No 

RF 
0.85 
0.83 

0.89 
0.78 

0.87 
0.81 

Yes 
No 

LR 
0.84 

0.81 

0.87 

0.77 

0.85 

0.79 

Yes 

No 
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MLP 
0.89 

0.87 

0.88 

0.86 

0.88 

0.87 

Yes 

No 

Kidney 

NB 
0.77 

0.88 

0.50 

0.96 

0.61 

0.92 

Yes 

No 

SVM 
0.94 

0.95 

0.80 

0.99 

0.86 

0.97 

Yes 

No 

KNN 
1.00 

0.81 

0.10 

1.00 

0.18 

0.90 

Yes 

No 

DT 
0.86 

0.91 

0.60 

0.97 

0.71 

0.94 

Yes 

No 

RF 
0.82 

0.88 

0.45 

0.97 

0.58 

0.92 

Yes 

No 

LR 
0.88 
0.86 

0.35 
0.99 

0.50 
0.92 

Yes 
No 

MLP 
0.66 

0.65 

0.81 

0.57 

0.72 

0.61 

Yes 

No 

The classification outcomes are presented as a matrix by 
the confusion matrix. It includes information for actual and 
predicted classes made using the classification framework. The 
cell represents the sample size that was classified as true when 
they were actually true (i.e., TP) and those classified as false 
while quiet (i.e., TN), respectively. The remaining two cells 
represent the number of incorrectly classified pieces. In fact, 
the cells denoting the sample size labeled false when they were 
actually true (i.e., FN) and the sample size labeled true when 
they were wrong (i.e., FP) [28]. After the confusion matrices 
are constructed, the following formulas can determine the 
precision, recall, and F-measure: 

Precision = 
  

(       )
   (3) 

Recall = 
  

(       )
   (4) 

F-measure = 
      

(                )
  (5) 

VI. CONCLUSION AND FUTURE WORK 

In this study, we generated electronic healthcare records 
with symptoms data sourced from three distinct datasets in the 
UCI machine learning repository for predicting diabetes, heart 
disease, and chronic kidney disease. Data of the patients were 
trained with various classifiers, including Naïve Bayes, SVM, 
Decision Tree, Random Forest, Logistic Regression, and 
Multilayer Perceptron. The results of this study indicate that 
data mining techniques can be effectively employed to identify 
and predict chronic diseases. The results indicate that the 
Support Vector Machine (SVM) algorithm was the most 
successful in predicting diabetes and kidney diseases, while the 
Multilayer Perceptron (MLP) algorithm was the optimal choice 
for predicting heart disease. The Naïve Bayes and Random 
Forest algorithms also demonstrated strong performance across 
all datasets. 
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APPENDICES 

A. Appendix A 

TABLE V.  FREQUENCIES, PERCENTAGES, MEANS, AND STANDARD DEVIATIONS OF THE RESPONDENTS' RESPONSES TO TECHNICAL INFRASTRUCTURE 

QUESTIONS 

N. phrase 
Response 

Average 

Standar

d 

deviation 

Phrase 

arrangement 

Response 

degree 
 Disagree Neutral Agree 

22 
Kuwait is considered a high-income country 
that has advanced healthcare infrastructure 

F 3 6 21 
2.60 .675 5 High 

% 10.0 20.0 70.0 

23 
There is a need for the establishment of a well-
designed primary health care network. 

F 0 4 26 
2.87 .346 2 High 

% 0.0 13.3 86.7 

24 
The use of computerized information systems in 

different healthcare facilities 

F 2 5 23 
2.70 .596 3 High 

% 6.7 16.7 76.7 

25 
Health informatics is already implemented in 

the State of Kuwait. 

F 3 11 16 
2.43 .679 7 High 

% 10.0 36.7 53.3 

26 

The existence of reliable registration, licensing, 

and authorization systems for medical 
information. 

F 3 10 17 
2.47 .681 6 High 

% 10.0 33.3 56.7 

27 
The need to employ e-health solutions to 

improve the quality of the healthcare sector. 

F 0 3 27 
2.90 .305 1 High 

% 0.0 10.0 90.0 

28 
The huge investment that is being allocated to 
develop the technical infrastructure of the State 

F 3 5 22 
2.63 .669 4 High 

% 10.0 16.7 73.3 

Overall average 2.66 .409 -- High 
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C. Appendix B 

TABLE VI.  FREQUENCIES, PERCENTAGES, MEANS, AND STANDARD DEVIATIONS OF THE RESPONDENTS' RESPONSES TO ORGANIZATION AND ADMINISTRATION 

QUESTIONS 

N. phrase 
Response 

Average 
Standard 

deviation 

Phrase 

arrangement 

Response 

degree  Disagree Neutral Agree 

29 
Kuwait Vision 2035 pays great attention to 
the development of the national healthcare 

system. 

F 3 10 17 
2.47 .681 7 High 

% 10.0 33.3 56.7 

30 

The advancement in health research 

capacities in the State of Kuwait needs more 
interest in information technology 

F 1 3 26 
2.83 .461 3 High 

% 3.3 10.0 86.7 

31 
The need for high-quality services in 

healthcare public and private sectors. 

F 0 2 28 
2.93 .254 1 High 

% 0.0 6.7 93.3 

32 

The need for a national health information 

management strategy to guide public health 

policies. 

F 0 4 26 
2.87 .346 2 High 

% 0.0 13.3 86.7 

33 

The emergence of medical equipment 

manufacturers has appeared as a promising 

field in the State. 

F 4 7 19 
2.50 .731 6 High 

% 13.3 23.3 63.3 

34 
The healthcare system in Kuwait depends 
on an integrated information and technology 

framework. 

F 7 8 15 
2.27 .828 8 High 

% 23.3 26.7 50.0 

35 
The high priority that is given to the 
healthcare sector to improve the quality of 

services being provided to citizens 

F 4 6 20 
2.53 .730 5 High 

% 13.3 20.0 66.7 

36 

The huge investment that is being allocated 

to develop the technical infrastructure of the 
State. 

F 3 8 19 
2.53 .681 4 High 

% 10.0 26.7 63.3 

Overall average 2.62 .473 -- High 

D. Appendix C 

 

Fig. 4. Box Plot of features to see the outliers in diabetes dataset. 
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Abstract—Feature transformation is an essential part of data 

preprocessing to improve the predictive performance of machine 

learning (ML) algorithms. Box-Cox transformation with the goal 

of separability is proven to align with the performance 

improvement of ML algorithms. However, the features mapped 

using Box-Cox transformation preserve the order of the data, so 

it is ineffective when used to improve the separability of 

multimodal distributed features. This research aims to build a 

feature transformation method using quadratic functions to 

improve class separability that can adaptively change the order 

of the data when necessary. Fisher score (Fs) measures the 

separability level by maximizing the Fisher's Criteria of the 

quadratic function. In addition to increasing the Fs value of each 

feature, this method can also make the feature more informative, 

as evidenced by the increasing value of information gain, 

information gain ratio, Gini decrease, ANOVA, Chi-Square, 

reliefF, and FCBF. The increase in Fs is particularly significant 

for bimodally distributed features. Experiments were conducted 

on 11 public datasets with two statistical-based machine learning 

algorithms representing linear and nonlinear ML algorithms to 

validate the success of this method, namely LDA and QDA. The 

experimental results show an improvement in accuracy in almost 

all datasets and ML algorithms, where the highest accuracy 

improvement is 0.268 for LDA and 0.188 for QDA. 

Keywords—Separability; feature transformation; quadratic 

function; fisher’s criterion; fisher score 

I. INTRODUCTION 

Machine Learning (ML) is an essential branch of artificial 
intelligence widely used for pattern recognition, image 
processing, text classification, intrusion detection systems, etc. 
[1]. However, the ML algorithm's success depends on the 
features' quality. The resulting model is also good if the 
features are good [2]. Therefore, improving features to suit ML 
algorithms' needs is an essential topic in feature engineering 
[3]. Feature transformation is one of the feature engineering 
techniques that can be used to improve features before being 
input into the ML algorithm [2], [4]. There have been many 
studies that discuss feature improvement through 
transformation techniques, where with the proper feature 
transformation, feature quality can be improved [5], [6]. 

Feature transformations developed to improve feature 
quality are generally grouped into three: first, feature 
transformations that only change the scale (e.g., Min-Max 
normalization, Z-Score normalization) [7], second nonlinear 
feature transformations that do not change the order of the data 
(e.g. log transform [8], square root transform [9], Box-cox 
transform, Yeo-Johnson transform [10]), and third, nonlinear 
feature transformations that can change the order of the data 

(e.g. kernel function in SVM) [11], [12]. Some machine 
learning algorithms are sensitive to scale differences, so 
normalization or standardization is needed to uniform the scale 
of features. Paper in [13] discusses the effect of various data 
normalization methods on support vector machine (SVM) 
algorithms and technical indicators to predict stock index price 
movements. The result is a slight increase in accuracy 
performance. Paper in [6] proposed mixed feature 
transformation methods such as CDF transformation and 
Symmetric log1p transformation, where feature transformation 
can substantially improve the performance of neural ranking 
models compared to directly using raw features. Paper in [14] 
compares the effect of Box-Cox transformation to improve 
two-dimensional images with advanced low-light image 
enhancement techniques. Paper in [15] addresses issues in 
nonlinear stochastic degradation modeling and prognostics 
from the Box-Cox transform (BCT) perspective, where BCT is 
used to transform nonlinear degradation data into near-linear 
data. Adaptive Box-Cox (ABC) transformation was introduced 
by [16], where adaptive parameter tuning is used to normalize 
data in various distributions that cannot be properly normalized 
using conventional data transformation algorithms, including 
log and square root transformations. 

In general, feature transformation aims to change the data 
distribution to be close to Gaussian in order to improve ML 
performance, such as log transformation [8], [17], square root 
transformation [18], Box-Cox transformation [14], [19]–[23], 
and Yeo-Johnson transformation [10], [24]. However, the 
experimental results of Bicego & Baldo, 2016 [20] showed 
different results. Their findings show that ML classification 
accuracy improves when the data distribution is far from 
Gaussian and is more related to the class separability problem. 
This finding is corroborated by [21], [25]–[27], which state 
that, based on the fisher criterion, features with greater class 
separability are considered more informative and can improve 
ML classification performance. Based on these findings, ML 
classification performance can be improved when features have 
large separability. This transformation can improve class 
separability, even in cases where the original dataset is not 
linearly separable. 

Bicego and Baldo's research above uses the Box-Cox 
transformation, where this transformation is monotonous 
because it cannot change the order of the data [20]. This 
condition causes the Box-Cox transformation not to produce 
maximum separability. In addition, the result of the Box-Cox 
transformation is determined by a parameter that is searched 
using the grid search method so that getting the best parameter 
of each feature associated with the maximum fisher value 
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requires high computational costs [21]. Bicego and Baldo's 
empirical analysis of the behavior of the Box-Cox transform 
for pattern classification opens up opportunities for the analysis 
of different nonlinear data pre-processing methods that can 
improve class separability. 

This research proposes a quadratic feature transformation 
for preprocessing that is directly designed to maximize the 
class separability of each feature. The idea is to optimize the 
quadratic function parameters using Fisher's optimization 
criterion to obtain maximum class separability. In this way, 
each feature is transformed using a quadratic function to have a 
higher fisher score compared to the original feature's fisher 
score. The quadratic transformation process is performed at the 
preprocessing stage, making it flexible to be combined with 
various ML algorithms. Since this technique is directly geared 
towards maximizing the fisher score, while the mean and 
variance of each class can be easily calculated, it has the 
potential to be applied to multi-class data. Various feature 
quality test metrics, such as Information Gain [28]–[30], Gain 
ratio [31], Gini Decrease [32], Anova [33], [34], Chi-Square 
[35], ReliefF [36], [37], and Fast Correlation-Based Feature 
selection (FCBF) [38], [39], are used to test the feature quality 
of the proposed Box-Cox transformation and Quadratic 
transformation, before finally comparing their respective 
performance. 

The classification algorithms used in this study are Linear 
Discriminant Analysis (LDA) and Quadratic Discriminant 
Analysis (QDA), which represent linear and nonlinear ML 
algorithms. Although LDA has proven to be an excellent 
classification and dimensionality reduction algorithm, it 
produces poor vector projections on multimodal data [40]–
[42]. With feature transformation, it is expected that the 
multimodal influence on LDA can be reduced. QDA was 
chosen because it is one of the most commonly used classifiers 
in practice and is quite simple. In addition, QDA has been 
shown to improve performance when paired with the nonlinear 
feature extraction technique quadratic Fisher transformation 
[43]. 

The contributions of this research include: 

1) Development of separability-based feature 

transformation to optimize the classification task of machine 

learning algorithms. 

2) The chosen quadratic transformation is generally able 

to improve feature quality based on fisher score, information 

gain, chi-square, relief, and FCBC values on the dataset 

studied. 

This paper is organized into several sections, starting with 
an introduction in Section I, followed by a brief explanation of 
fisher score and quadratic function in Section II, research 
methodology containing the dataset and the proposed method 
in Section III, results and discussion in Section IV, and then 
closed with a conclusion in Section V. 

II. PRELIMINARY WORKS 

To prepare for a better understanding of this research, some 
feature transformation techniques, fisher score, and quadratic 
function definition and application will be introduced. 

A. Feature Transformation Technique 

In some literature, the use of the term feature 
transformation is often equated with feature engineering, 
feature extraction, and feature construction [44]. However, this 
study consistently uses the term feature transformation as a 
univariate feature engineering technique. 

Feature transformations, which T. Verdonck et.all 2021[2] 
call feature engineering, are grouped into two, namely 
univariate and multivariate feature engineering techniques. 
Univariate feature transformations on continuous variables can 
improve symmetry, normality, or model fit, such as logarithmic 
transformation, Box-Cox transformation, and Yeo-Johnson 
transformation. Multivariate feature transformations aim to 
reduce the dimensionality of the data by creating new features 
that are linear combinations of the original variables, such as 
PCA, LDA, SVD, UV (non-negative) decomposition, and 
tensor decomposition. 

The study of feature transformation has progressed quite 
well. The following studies are related to feature 
transformation. A feature transformation method based on 
Mutual Information (MI) is proposed by [45], where the 
Probability Density Function (PDF) of features in the class is 
assumed to be Gaussian. The gradient descent technique is 
used to maximize the mutual information between features and 
classes. Experimental results show that the proposed MI 
projection consistently outperforms other methods for various 
cases.  Most of these Medical decision support systems 
(MDSS) focus on feature transformation-based methods and 
their integration with machine learning models for the 
prediction of risks associated with Heart failure (HF). 
However, the improvement in accuracy on test data is not 
followed by training data. This study proposes a more robust 
approach that integrates stacked autoencoder grids with neural 
network models to address the problem[46]. Most feature 
engineering in the input space relies on manually defined 
transformation functions. However, research [12] builds 
transformation functions automatically learned through 
autoencoders for latent representation extraction and multi-
layer perceptron (MLP) regressors. The transformation 
function built in this way can also improve the performance of 
LSVM and JST, when embedded as a preprocessing step. A 
random projection-based feature transformation method using 
Metaheuristic Optimization Algorithm [47] is proposed to map 
data points from the original space to a new binary space, 
where the random projection process is formulated as an 
optimization problem. The transformation of features to binary 
space is needed when the system requires coarse quantization 
of measurements. A new guided FT method called minimax 
probabilistic feature transformation (MPFT) was proposed for 
multi-class datasets [48]. The idea of this method is based on 
trying to control the probability of correct classification of 
future test points as large as possible in the transformed feature 
space. Past tax default prediction by applying diverse feature 
transformation techniques and advanced machine learning 
approaches was proposed by [49]. A combination of feature 
transformations, such as logarithmic and square root 
transformations, is able to improve tax default prediction 
performance. A feature transformation method to improve 
classification performance referred to as weight-matrix 
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learning (WML), was proposed by[50]. The way this method 
works is that WML is identified as an off-center technique with 
a center of 0.5 similarity. 

B. Fisher Score (Fs) 

Fs belongs to the classical supervised feature selection filter 
method, which aims to score features based on the ratio of data 
scatter between classes and data scatter within classes. Fs is 
used to measure the class discriminant properties of each 
feature independently. Features with higher Fisher scores are 
more discriminant than features with lower scores [51]. Fisher 
score has been widely used for feature selection on gene 
microarray data [52]–[57]. This study uses the fisher score as a 
basis for improving separability because it is conceptually easy 
to understand, easy to implement on various functions, and Fs 
is an efficient approach to data dimensionality reduction [58]. 
Fisher score Fs(k) is used to measure the separability of classes 
at the kth feature of a dataset. Mathematically, Fs(k) is 
calculated using Eq. (1)[52]. 
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where ,c ,N in , 
k

i , 
k , and 

k

i  respectively are the 

number of classes, the total number of samples, the number of 
samples of the i-th class, the mean value of the k-th feature of 
the i-th class, the mean value of the k-th feature for the whole 
class, and the variance of the k-th feature of the i-th class. 

C. Quadratic Function 

Throughout the literature review, no quadratic functions 
were found to be used for the purpose of increasing the 
separability of classes in features. However, there are many 
uses of quadratic functions for different purposes.  Quadratic 
kernel-free non-linear support vector machine (QSVM) uses 
quadratic functions as decision boundaries that are able to 
separate data in a non-linear manner. The decision boundary is 
built from a multivariate quadratic function that can replace the 
kernel trick in SVM when faced with problems that cannot be 
separated linearly [59]. The QSVM method was successfully 
used for credit scoring models [60] and improved accuracy and 
efficiency. This method, called Quadratic Fisher Discriminant 
Analysis (QFDA), uses linear and quadratic basis functions to 
improve classification accuracy by considering data variance. 
This method aims to maximize the fisher criterion in the 
transformation space using a transformation matrix[61]. Before 
the transformation, each feature is squared, and the features are 
multiplied, resulting in a significant increase in the number of 
features and high computational cost. One disadvantage of the 
QFDA method is that it may only work well if the class mean 

values are equal or if the vital information for classification lies 
in the variance of the data rather than the mean value. 

From a mathematical point of view, a quadratic function is 
a polynomial of degree 2. Its highest exponent on the 
independent variable (i.e., x) is 2. The general form of the 
parabolic quadratic function, as shown in Eq. (5), is defined as 
follows [62]. 

Definition (General form). For fixed constants b, c ∈ R and 
nonzero a ∈ R, the function f : R → R given by 

2( )f x ax bx c  
   (3) 

is a (real) quadratic function written in general form. 

Quadratic functions are capable of transforming data to be 
closer for data in the same group and further away for data 
from different groups. This ability is the basis for using 
quadratic functions for feature transformation. 

III. RESEARCH METHODOLOGY 

A. Datasets 

This study used 11 datasets, which are presented in Table I. 
Ten datasets were downloaded from the Keel data repository 
(https://sci2s.ugr.es/keel/category.php?cat=clas), including 
Sonar, WDBC, Ringnorm, New Thyroid, Wisconsin, 
Parkinson's, Splice, Balance, Spectf, and Hayes Roth. One 
Hungarian dataset was downloaded from 
https://www.openml.org/. Table I consists of five columns 
containing dataset information (code, dataset, features, 
samples, and class) and one column containing different 
methods using the same data. The number of features is 
between 4 and 60, the sample size is between 160 and 7400, 
and the targets consist of two classes and three classes. The 
data type varies from numeric, categorical, binary, and there 
are no missing values in all datasets. The data information is 
summarized in Table I. 

TABLE I.  PROFILE DATASET AND ACCURACY PERFORMANCE OF STATE-
OF-THE-ART METHODS 

Code Dataset Features Samples Class Method 

d-1 SONAR 60 208 2 2DCSCA[47] 

d-2 WDBC 30 569 2 Hybrid GPFC[63] 

d-3 Ringnorm 20 7400 2 EIDA[64] 

d-4 
New 

Thyroid 
5 215 2 Hybrid GPFC[63] 

d-5 Wisconsin 9 683 2 SSDA[65] 

d-6 Parkinson 22 195 2 2DCSCA[47] 

d-7 Hungarian 11 1190 2 RFSA -MCC[51] 

d-8 Splice 60 3190 2 RMB-SSVM[66] 

d-9 Balance 4 625 3 GPMO[67] 

d-10 Spectf 44 267 2 RFSA -MCC[51] 

d-11 
Hayes-

Roth 
4 160 3 SSDA[65] 
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B. Proposed Method 

The proposed method can find the best parameters of the 
quadratic function in Eq. (3) generated by maximizing the 
Fisher score [68], [69], which is the ratio of variance between 
classes and variance within classes. The result of maximizing 
the Fisher score is a closed-form solution of the quadratic 
function parameters described in Section III (B) (1), while the 
feature transformation procedure is described in Section III (B) 
(2). 

1) Separability-based quadratic feature transformation: 

Based on the Fisher Score function of Eq. (1) and the 

quadratic function of Eq. (3), Eq. (4) is generated as the basis 

for obtaining the best parameters. 
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Arg_max(Fs(k)) Eq. (4) yields the optimal parameters a, b, 
and c formulated in Eq. (7) to Eq. (9). 
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2) Transformation procedure: Each feature is separately 

parameterized using Eq. (7) to Eq. (9). The following 

procedure is used for feature transformation: 

a) Select the kth feature for which parameters are to be 

calculated. 

b) Split the feature into training and testing data. 

c) Square each element of the feature (
kx ) and add it 

as a new feature (
kx )

2
. 

d) Using the training data, calculate the mean of the kth 

feature of the i-th class, the average of the kth feature, the 

variance of the kth feature of the i-th class, the squared 

variance of the kth feature of the i-th class, the covariance 

between 
k

ix   and 2( )k

ix   of the kth feature of the i-th class, 

respectively, using Eq. (2), (14), (15), and (16) to obtain the 

optimal parameters, b, and c in Eq. (7) to Eq. (9). 

e) Transform each feature element 
k

ix  , both training 

and testing, using Eq. (3). 

C. Experimental Design 

All 11 datasets were preprocessed, which included 
converting categorical data types to numerical and 
standardizing the datasets in the range between 1 and 2 [19]. 
Fig. 1 presents the experimental design where the data is split 
into training and testing using the Cross-validation technique 
with k = 10. The training data was used to obtain the quadratic 
function parameters as described in detail in Section III (B) (2), 
and the Box-Cox transformation parameter λ in the range of -5 
to +5 as in Bicego and Baldo's study, which chose the best λ 
based on the highest fisher score.  These parameters are used to 
transform training and testing data features based on quadratic 
and Box-Cox functions. The quality of the transformed training 
data features was measured using the Fisher score, Information 
gain, Gain ratio, Gini Decrease, Anova, Chi-square, ReliefF, 
and FCBF to ensure they were good inputs for training the two 
statistical machine learning algorithms LDA [70] and 
QDA[71]. The resulting ML model was tested with the 
transformed testing data to evaluate model performance. Model 
performance is measured by the accuracy (Acc) metric using 
Eq. (17). 

*100
Tp Tn

Acc
Tp Tn Fp Fn

 
  

     (17) 
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Fig. 1. Experimental design of quadratic and Box-Cox transformations. 

where Tp, Tn, Fp, and Fn are components in the confusion 
matrix that respectively show the number of true positives, true 
negatives, false positives, and false negatives. 

This study compares feature quality and ML performance 
before and after transformation to assess the efficacy of the 
proposed transformation, as well as comparisons with ML 
performance by other researchers. Seven metrics compare 
feature quality before and after transforming using quadratic 
and Box-Cox functions. The algorithm is trained using 
transformed training data and then tested using transformed 
testing data to determine ML performance. The results are 
compared with the performance before transformation. The 
accuracy of the proposed method is compared with the results 
of other researchers for the same dataset, including Huan Wan, 
et al 2018 [65], Jinsong Wang, et al 2020 [72], R Ksantini et al 
2012 [73], Eslam Hamouda, et al 2021[47], Syed Muhammad 
Saqlain, et al 2019 [51], Jianbin Ma, et al 2019 [63], and Min 
Gan, et al 2021[74], and Peiyang Li, et al 2018 [75]. 

IV. RESULTS AND DISCUSSION 

A. Comparison of Feature Quality Before and After 

Transformation 

The success of feature transformation is measured by 
comparing the quality of features before and after 
transformation. This research uses eight widely used feature 
quality measurement methods. 

1) Fisher score: Since class separability is the basis for 

transforming features in this research, the higher the Fs, the 

better the feature quality. Fig. 2 presents the Fs of each feature 

from the d-3 (Ringnorm) dataset consisting of 20 features 

before and after transformation. As shown in Fig. 2, the Box-

Cox and Quadratic transformations produce features with 

larger Fs than the original features, and the quadratic 

transformation produces better Fs improvement than the Box-

Cox transformation on all features. Except for d-6 and d-9 

datasets, the superiority of the quadratic transformation also 

occurs in other datasets, namely superiority in 41 out of 60 

features, 25 out of 30 features, 3 out of 5 features, 9 out of 9 

features, 8 out of 11 features, 38 out of 60 features, 37 out of 

44 features, and 4 out of 4 features, respectively for d-1, d-2, 

d-4, d-5, d-7, d-8, d-10, and d-11. For the d-6 dataset of 22 

features, the quadratic transform outperforms the Box-Cox in 

11 features and vice versa in the other 11 features. For dataset 

d-9, the Box-Cox transform outperformed the quadratic 

transform for all features. In general, the quadratic transform 

produces more features with higher Fs for the whole dataset. 

 
Fig. 2. Comparison of fisher score for d-3 (Ringnorm) dataset. 

2) Information gain: Information Gain measurements for 

all datasets show that the Box-Cox transformation does not 

change the information gain value, meaning that the Box-Cox 

transformation does not increase the information gain value. 

On the other hand, except for datasets d-9 and d-11, the 

quadratic transformation generally produces features with 

greater information gain values, although this is not the case 

for every feature. Fig. 3 presents the information gain value of 

each feature for the d-3 (Ringnorm) dataset, which consists of 

20 features. The increase in information gain in this dataset is 

observed for all features. An extreme case occurs in datasets 

d-9 and d-11, where the quadratic transformation does not 

increase the information gain value of each feature. 

 
Fig. 3. Comparison of gain information for d-3 (Ringnorm) dataset. 

3) Gain ratio: The Gain Ratio measurement shows similar 

results to the Information Gain, where the Box-Cox 

transformation does not change the Gain Ratio value. Except 

for d-9 and d-11 datasets that did not experience an increase in 

gain ratio in all features, the quadratic transformation 

generally increased the gain ratio value of a number of 

features in other datasets. The number of features that have 
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increased gain ratio values is different for each dataset, 

namely 29 out of 60, 13 out of 30, 20 out of 20, 2 out of 5, 4 

out of 9, 8 out of 22, 3 out of 11, 15 out of 60, 18 out of 44 

features, respectively for datasets d-1, d-2, d-3, d-4, d-5, d-6, 

d-7, d-8, d-10. Fig. 4 presents the Gain Ratio value of each 

feature for dataset d-3 (Ringnorm). It can be seen that the 

quadratic transformation increases the gain ratio of each 

feature. 

 
Fig. 4. Comparison of gain ratio for d-3 (Ringnorm) dataset. 

4) Gini decrease: The Gini decrease measurement shows 

similar results to the Information Gain and Gain ratio, where 

the Box-Cox transformation does not change the Gini decrease 

value. Except for d-9 and d-11 datasets that did not experience 

an increase in gain ratio across all features, the quadratic 

transformation generally increased the Gini decrease value of 

a number of features in the other datasets. The number of 

features that have increased gain ratio values is different for 

each dataset, namely 27 out of 60, 13 out of 30, 20 out of 20, 2 

out of 5, 5 out of 9, 9 out of 22, 5 out of 11, 15 out of 60, 17 

out of 44 features, respectively for datasets d-1, d-2, d-3, d-4, 

d-5, d-6, d-7, d-8, d-10.  Fig. 5 presents the Gini decrease 

value of each feature for dataset d-3 (Ringnorm). It can be 

seen that the quadratic transformation results in an increase in 

Gini decrease for all features. 

 

Fig. 5. Comparison of gini decreases for d-3 (Ringnorm) dataset. 

5) Analysis of Variance (ANOVA): Except for the 

Hungarian and Balance datasets, ANOVA measurements 

show that the Box-Cox transformation improves most of the 

features in most datasets. The improvement in ANOVA values 

by Box-Cox transformation occurs in 58 out of 60, 25 out of 

30, 20 out of 20, 3 out of 5, 7 out of 9, 19 out of 22, 60 out of 

60, 31 out of 44, 4 out of 4 features for datasets d-1, d-2, d-3, 

d-4, d-5, d-6, d-8, d-10, d-11 respectively. The quadratic 

transformation gives slightly better ANOVA measurement 

results than the Box-Cox transformation. Except for dataset d-

7, most datasets have an increase in ANOVA values. Even an 

increase in ANOVA values in each feature is observed in 

datasets d-3, d-8, d-9, and d-11. In the other six datasets, the 

increase in ANOVA values occurred in 59 out of 60, 27 out of 

30, 3 out of 5, 8 out of 9, 19 out of 22, 30 out of 44 features, 

for datasets d-1, d-2, d-4, d-5, d-6, d-10, respectively. Fig. 6 

presents the ANOVA values of each feature for dataset d-3 

(Ringnorm) before and after undergoing Box-Cox and 

Quadratic transformations. It can be seen that the Quadratic 

transformation generally improves the ANOVA value better 

than the Box-Cox transformation. 

 
Fig. 6. Comparison of ANOVA for d-3 (Ringnorm) dataset. 

6) Chi-Square: In Chi Square measurement in Box-Cox 

transformation, none of the features experienced changes in 

Chi Square value as produced by Information gain, Gain ratio, 

and Gini Decrease. For the quadratic transformation, except d-

9 and d-11, the increase in Chi Square value occurred for 36 

out of 60, 19 out of 30, 20 out of 20, 3 out of 5, 6 out of 9, 12 

out of 22, 5 out of 11, 49 out of 60, 24 out of 44 features, 

respectively for datasets d-1, d-2, d-3, d-4, d-5, d-6, d-7, d-8, 

d-10.  Fig. 7 presents the results of measuring the Chi-Square 

value of each feature for dataset d-3 (Ringnorm). It can be 

seen that the quadratic transformation results in an increase in 

the Chi-Square value of all features. 

 
Fig. 7. Comparison of chi square for d-3 (Ringnorm) dataset. 
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7) ReliefF: Measurements using the ReliefF method 

provide varied results for both Box-Cox and Quadratic 

transformations, where in each dataset, features experience an 

increase in their ReliefF value. In Box-Cox transformation, the 

increase in reliefF value occurs in 35 out of 60, 28 out of 30, 2 

out of 20, 3 out of 5, 8 out of 9, 19 out of 22, 4 out of 11, 29 

out of 60, 2 out of 4, 25 out of 44, 3 out of 4 features, 

respectively for datasets d-1, d-2, d-4, d-5, d-6, d-7, d-8, d-9, 

d-10, d-11. The quadratic transformation generally gives 

slightly better ReliefF measurement results than the Box-Cox 

transformation. However, compared to the Box-Cox 

transformation, the number of features that have improved 

ReliefF values is less for datasets d-2, d-8, and d-10. However, 

the number of features that have improved ReliefF values is 

more in five datasets and the same in three other datasets. The 

increase in ReliefF value by Quadratic transformation occurs 

in 37 out of 60, 26 out of 30, 10 out of 20, 4 out of 5, 8 out of 

9, 19 out of 22, 6 out of 11, 28 out of 60, 4 out of 4, 24 out of 

44, 3 out of 4 features, respectively for datasets d-1, d-2, d-4, 

d-5, d-6, d-7, d-8, d-9, d-10, d-11. Fig. 8 presents the ReliefF 

value of each feature for dataset d-3 (Ringnorm) before and 

after undergoing Box-Cox and Quadratic transformations. On 

the d-3 dataset, the Quadratic transformation appears to 

increase the ReliefF value on ten features and decrease it on 

ten other features. In comparison, the Box-Cox transformation 

increases the ReliefF value on two features and decreases it on 

the other 18 features. 

 
Fig. 8. Comparison of reliefF for d-3 (Ringnorm) dataset. 

8) Fast Correlation Based Filter (FCBF): Measurement 

using FCBF gives very different results where Quadratic is 

better than Box-Cox regarding the number of features that 

have increased FCBF value. In quadratic transformation, out 

of 11 datasets, there are 10 datasets whose number of features 

has increased, where the increase in FCBF value occurs in 28 

out of 60, 13 out of 30, 20 out of 20, 2 out of 5, 8 out of 9, 8 

out of 22, 9 out of 11, 20 out of 60, 20 out of 44, 3 out of 4 

features, respectively for datasets d-1, d-2, d-3, d-4, d-5, d-6, 

d-7, d-8, d-10, d-11. Except for datasets d-3, d-7, and d-11, the 

FCBF value from Box-Cox transformation has slightly 

increased in the other 8 datasets. The increase occurs in 2 out 

of 60, 3 out of 30, 3 out of 5, 1 out of 9, 2 out of 22, 2 out of 

60, 4 out of 4, 1 out of 44 features, respectively, for datasets d-

1, d-2, d-4, d-5, d-6, d-8, d-10. Fig. 9 presents the 

measurement results of each feature on dataset d-3 

(Ringnorm), where all features have increased from 20 

features. 

 
Fig. 9. Comparison of FCBF for d-3 (Ringnorm) dataset. 

B. Effects of Quadratic and Box-Cox Transformations on ML 

Performance 

This study uses two statistical-based machine learning 
algorithms, LDA and QDA. The performance results of each 
algorithm are presented in Tables II and III. Table II shows the 
comparison of LDA accuracy performance before and after 
Box-Cox and Quadratic transformations on 11 datasets. 
Experimental results on all datasets before and after quadratic 
transformation show an increase in accuracy performance. The 
highest increase in accuracy occurred on the Hayes Roth 
dataset, which was 0.268, and the lowest occurred on the 
Wisconsin dataset, which was 0.015. Experimental results on 
all datasets before and after the Box-Cox transformation also 
experienced an increase in accuracy performance. The highest 
increase in accuracy of 0.115 occurred on the Ringnorm 
dataset, and the lowest occurred on the WDBC dataset of 
0.002. Compared to Box-Cox, Quadratic transformation 
generally produces a more significant increase in accuracy, 
ranging from 1.56% to 49.26%. 

TABLE II.  COMPARISON OF ACCURACY ALGORITHMS LDA BEFORE AND 

AFTER BOX-COX AND QUADRATIC TRANSFORMATION 

dataset Original Box-Cox Quadratic 

Sonar 0.751 0.785 0.834 

WDBC 0.956 0.958 0.974 

Ringnorm 0.763 0.878 0.941 

New Thyroid 0.934 0.939 0.954 

Wisconsin 0.959 0.972 0.974 

Parkinson 0.883 0.898 0.908 

Hungarian 0.830 0.840 0.848 

Splice 0.804 0.856 0.884 

Balance 0.864 0.874 0.912 

Spectf 0.746 0.765 0.780 

Hayes Roth 0.544 0.606 0.812 

Table III shows the comparison of QDA accuracy 
performance before and after Box-Cox and Quadratic 
transformations. Except for Ringnorm and Spectf datasets, 
where the accuracy is more or less the same, quadratic 
transformation improves QDA accuracy for all datasets. In 
comparison, Box-Cox transformation increases the accuracy on 
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seven datasets and decreases the accuracy on four datasets, 
namely Ringnorm, Balance, Spectf, and Hayes Roth. In 
general, both Box-Cox and Quadratic transformations improve 
accuracy on most datasets, whereas quadratic transformation 
improves accuracy on more datasets. Concurrent improvement 
in accuracy by Box-Cox and Quadratic transformations was 
observed in seven datasets, namely Sonar, WDBC, New 
Thyroid, Wisconsin, Parkinson, Hungarian, and Splice. On the 
Balance, Spectf, and Hayes-roth datasets, the Box-Cox 
transformation is shown to decrease accuracy, while the 
Quadratic transformation increases accuracy. 

TABLE III.  COMPARISON OF ACCURACY ALGORITHMS QDA BEFORE AND 

AFTER BOX-COX AND QUADRATIC TRANSFORMATION 

dataset Original Box-Cox Quadratic 

Sonar 0.779 0.809 0.818 

WDBC 0.956 0.961 0.965 

Ringnorm 0.979 0.964 0.971 

New Thyroid 0.967 0.985 0.986 

Wisconsin 0.958 0.972 0.968 

Parkinson 0.882 0.918 0.923 

Hungarian 0.825 0.838 0.844 

Splice 0.846 0.859 0.889 

Balance 0.918 0.837 0.963 

Spectf 0.794 0.791 0.794 

Hayes Roth 0.649 0.609 0.837 

C. Performance of LDA and QDA Based on Quadratic 

Transformation Compared to Other Methods 

Table IV presents the performance comparison between 

LDA and QDA with methods from other researchers. It shows 

that the LDA algorithm in the 2nd column, six datasets have 

higher accuracy than other methods (OM) as listed in the 4th 

column of Table IV; they are Sonar, WDBC, Wisconsin, 

Parkinson, Hungarian, and Splice datasets. Compared to 

QDA, as shown in the 3rd column of Table 4, it indicates that 

QDA excels on seven datasets: Sonar, Ringnorm, New 

Thyroid, Parkinson, Splice, Balance, and Hayes Roth. 

TABLE IV.  COMPARISON OF THE OTHERS METHODS (OM) ACCURACY 

WITH QUADRATIC TRANSFORMATION 

Dataset LDA QDA OM 

Sonar 0.834 0.818 0.768 

WDBC 0.974 0.965 0.967 

Ringnorm 0.941 0.971 0.953 

New Thyroid 0.954 0.986 0.972 

Wisconsin 0.974 0.968 0.970 

Parkinson 0.908 0.923 0.862 

Hungarian 0.848 0.844 0.845 

Splice 0.884 0.889 0.868 

Balance 0.912 0.963 0.939 

Spectf 0.780 0.794 0.827 

Hayes Roth 0.812 0.837 0.818 

LDA and QDA outperformed other methods only on Sonar, 
Parkinson, and Splice datasets. 

D. Discussion 

The results of separability measurement using the Fisher 
score on each feature of the dataset before and after quadratic 
and Box-Cox transformation show that all features have 
increased separability. This result proves the success of the 
proposed method that aims to improve class separability. 
Compared to Box-Cox, the improvement in class separability 
of quadratic transformation is generally better. It happens 
because the quadratic transformation can change the order of 
the data that the Box-Cox does not have [20]. 

The results of measuring seven metrics show that the Box-
Cox transformation cannot improve the quality of features in 4 
matrices, namely Information gain, Gain ratio, Gini decrease, 
and Chi-Square. This finding indicates a relationship between 
transformations that do not change the order of the data and the 
ability of these transformations to improve the quality of the 
features of the four metrics above. This finding is reinforced by 
the results of the quadratic transformation on features that do 
not change the order of the data, where the feature quality also 
does not change. Thus, Box-Cox transformation is unsuitable 
for Information gain-based ML such as decision Tree and 
Random Fores. In contrast, quadratic transformation still has 
the opportunity to improve ML performance. 

The quadratic transformation has been shown to improve 
separability, which in turn improves the performance of the 
LDA and QDA algorithms. Although the performance 
improvement varies for each dataset and algorithm used, it 
shows that the dataset's characteristics play a role. Likewise, 
the algorithm used where LDA provides a significant increase 
in accuracy compared to the QDA algorithm. It shows that the 
linear ML algorithm has an advantage over the QDA 
algorithm. 

The quadratic transformation can work like the Box-Cox 
transformation in terms of transforming features to be more 
linearly separable between data groups, as shown by Bicego 
and Baldo. In some instances, the quadratic transformation can 
change the order of the data, which helps handle bimodal 
features, which Box-Cox lacks. The closed-form formulation to 
obtain the optimal quadratic parameters can be determined 
deterministically, whereas in Box-cox the optimal parameters 
are determined using Maximum Likelihood (MLE) or Grid 
search [14], [21]. It is clear that the computation time of the 
quadratic transform is more efficient. 

Our research supports the findings of Bicego and Baldo 
that accuracy performance is more related to class separability 
than Gaussianity. We emphasize that from experimental 
results, using the quadratic transform where the separability 
effect is higher than Box-Cox also results in better accuracy. 
This result adds to the finding that Baldo's statement applies 
not only to the Box-Cox transform but also to the quadratic 
transform. 

Based on the experimental results, we recommend the 
following for future research, namely: 

 Quadratic transformation can detect the presence of 
bimodal distributed features by measuring the degree of 
change in the fisher score of features before and after 
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transformation. However, it needs to be researched 
more deeply on how much the right level of change is. 

 Quadratic transformation can improve the Fisher score's 
ability to assess informative features. 

 Overlapping features have a low Fisher score value. If 
this feature is transformed using a quadratic function, 
the new feature formed will also has a low Fisher score. 

 Informative features with a high fisher score, when 
transformed using a quadratic function, the Fs value 
will not experience significant changes. 

V. CONCLUSION 

Feature engineering through quadratic transformation can 
be used to improve class separability. It can also be used to 
transform bimodal distributed data into unimodal. Unimodal 
features have a better fisher score than bimodal features, so if 
the dataset contains unimodal features, it can improve the 
performance of the ML algorithm. The proposed feature 
transformation method can improve the feature's fisher score 
and seven feature quality test metrics, i.e, Information Gain, 
Gen ratio, Gini Decrease, ANOVA, Chi-Square, ReliefF, and 
FCBF. Experimental results on 11 datasets using ML 
algorithms, namely LDA and QDA, show that feature 
transformation using quadratic functions can significantly 
improve the accuracy performance of ML algorithms. 
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Abstract—The advent of intelligent networks powered by 

machine learning (ML) methods over the past few years has 

dramatically facilitated various facets of human lives, including 

healthcare, transportation, and entertainment. However, the use 

of ML in intelligent networks raises serious concerns about 

privacy and security, particularly in the context of data poisoning 

attacks. In order to address these concerns, this research paper 

presents a novel technique for detecting data poisoning attacks in 

intelligent networks, focusing on addressing privacy and security 

concerns associated with the use of machine learning (ML) 

methods. The research combines federated learning and deep 

learning approaches to analyze network data in a distributed and 

privacy-preserving manner. The technique employs a federated 

neural network to identify malicious data by analyzing network 

traffic, leveraging the power of Bayesian convolutional neural 

networks for efficient and accurate detection. The research 

follows an empirical approach, conducting experimental analyses 

to evaluate the proposed technique's effectiveness in terms of 

network security and data classification. The results demonstrate 

significant performance, including high throughput, quality of 

service, transmission rate, and low root mean square error for 

network security. Furthermore, the technique achieves 

impressive accuracy, recall, precision and malicious data analysis 

for data detection. The findings of this research contribute to 

enhancing the security and integrity of intelligent networks, 

benefiting various stakeholders, including network 

administrators, data privacy advocates, and users relying on 

secure network communication. 

Keywords—Poisoning attacks; deep learning; network security; 

data classification; malicious data 

I. INTRODUCTION 

In recent years, the widespread use of systems and the data 
they generate has increased significantly, thanks to rapid 
advancements in technology [1]. This has led to a surge in the 
velocity at which data is produced, enabling systems to access 
and utilize it without requiring detailed programming. As an 
application of artificial intelligence, machine learning (ML) 
techniques enable systems to produce meaningful results by 
learning data on their own [2]. These techniques are 
extensively applied in cybersecurity, where they are used to 
identify malware, malicious network traffic, and improper 
system behavior [3]. Commercial products, such as Exabeam, 
Fortscale, and E8 Security, leverage these and related ML 
techniques for cybersecurity. 

However, to bypass such detection systems and 
compromise the security of critical areas by exploiting flaws in 
ML methodologies, attackers have resorted to deploying 
adversarial ML techniques. Adversarial ML is a strategy 
employed in the field of ML that aims to deceive methods 
using nefarious input in either training or decision-making 
time. 

When building a machine learning algorithm, the first step 
is to collect data, such as a set of images for developing 
computer vision applications. Ideally, this data should be 
collected and labeled in a controlled and secure environment 
[4]. However, this is a time-consuming and costly operation 
that not all organizations and individuals can afford. Therefore, 
they sometimes collect data from the Internet or other untrusted 
sources. For example, when building security systems, users 
may download labeled data from external vendors, such as 
VirusTotal, for malware data annotation. 

However, applying ML in Internet of Things (IoT) 
environments poses unique security challenges, as attackers 
may tamper with sensors and modify the training data. A 
poisoning attack, also known as a targeted misclassification or 
bad behavior assault, allows adversaries to significantly reduce 
overall performance, introduce backdoors and neural Trojans, 
and cause targeted misclassification or bad behavior [5]. 

The study of how adversarial approaches could exploit ML 
algorithms and the development of effective defenses against 
their exposure led to the creation of the discipline of 
adversarial machine learning (AML). AML has been 
extensively researched in various disciplines, including 
intrusion detection and picture categorization. However, IoT 
systems have not been thoroughly studied in this regard. 

Although the prevalence of data-driven applications and 
our growing reliance on networked systems have many 
advantages, they have also raised serious security concerns [6]. 
Data poisoning attacks, in which malicious actors inject 
harmful data into the system to manipulate its behavior and 
compromise its performance, are a serious security risk. These 
attacks have the potential to have devastating effects, including 
incorrect decisions, privacy breaches, and possibly catastrophic 
outcomes in crucial systems like those that control finance, 
healthcare, and industry. Effective detection and mitigation of 
data poisoning attacks may not be possible with current 
security measures and data classification techniques. 
Furthermore, since sensitive data is frequently made available 
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to a single entity or server, centralized approaches to data 
analysis raise privacy issues. There is a growing interest in 
investigating decentralized and privacy-preserving techniques, 
like federated learning, which enables local data analysis while 
aggregating knowledge globally, to address these problems. 

The main goal of this paper is to suggest a novel method 
for detecting data poisoning attacks with a focus on classifying 
malicious data using federated and deep learning techniques. 
The goal of the paper is to tackle the problem of spotting and 
countering malicious activity in networked systems while 
protecting data security and privacy. The proposed method 
enables decentralized data analysis and guarantees that 
sensitive data is stored and protected locally by using federated 
learning and a federated adversarial neural network. The 
analysis of harmful network data is further improved by using 
BCNN, producing more precise and trustworthy results.  

The major contributions of this research study are as 
follows: 

 The study suggests a novel method for identifying data 
poisoning attacks that focuses on the classification of 
malicious data. The suggested approach improves the 
capacity to recognize and counteract malicious 
activities within the network by utilizing federated and 
deep learning techniques. 

 To analyze network data, spread across various 
participants, the research introduces the use of a 
federated adversarial neural network. With this strategy, 
sensitive information is stored locally, privacy is 
maintained, and effective analysis of malicious activity 
is still possible. 

 The analyzed data is collected and processed using a 
cloud module. This federated learning system’s 
participants can communicate with each other easily 
thanks to the cloud-based approach's efficient data 
handling. 

 In this study, harmful network data is analyzed using a 
BCNN. The ability of BCNNs to capture model 
parameter uncertainty allows for more accurate analysis 
and classification of malicious data. 

 The research makes use of real-world datasets, such as 
the Duchenne Smile Dataset, Product Dataset, and 
Sentiment Dataset, to show the effectiveness of the 
suggested attack approach. 

The proposed method was chosen based on the distinct 
advantages of combining federated learning and deep learning 
approaches for effectively detecting data poisoning attacks in 
intelligent networks. 

Acknowledging the limitations of existing methods in 
addressing data poisoning attacks in intelligent networks, such 
as scalability and sensitivity to biased data distributions, 
emphasizes the need for our proposed approach. By 
overcoming these constraints, our method offers a compelling 
alternative to enhance the effectiveness of detecting and 
mitigating such attacks. 

The rest of this paper is organized into four sections. In 
Section II, we provide a comprehensive review of the existing 
literature, focusing on data poisoning attacks and their 
detection. Section III describes the system model used in this 
research and the architecture of our proposed technique. 
Section IV presents the results of our experimental analysis, 
which evaluates the effectiveness of our proposed technique. 
Finally, in Section V, we summarize our research and its 
contributions, discuss the implications of our findings, and 
identify areas for future work. 

II. LITERATURE REVIEW 

In recent years, the potential threats posed by adversarial 
machine learning (AML) have been widely studied by 
researchers. In this section, we provide a comprehensive 
review of the existing literature on data poisoning attacks and 
their detection techniques in machine learning. 

In the realm of machine learning applications, the data 
generated for training and testing models is susceptible to 
manipulation by malicious actors who can gain control over a 
multitude of devices [7]. Biggio et al. [8] conducted the first 
systematic poisoning assault against the linear regression 
method by taking control of many devices, and introduced the 
TRIM algorithm, which is a more potent method than 
conventional methods for identifying poisoning spots on 
training data. Khalid et al. [9] highlighted potential AML 
attacks and training data poisoning risks, and provided 
examples of these assaults, including a less damaging training 
data poisoning attack. The study in [10] proposed a data 
poisoning attack that modifies labels of labeled data and affects 
machine learning systems' capacity to categorize data. To 
guarantee label clearing against this assault, they then put forth 
a defense method based on the k-nearest neighbors (K-NN) 
algorithm. 

Adversarial attacks are a critical threat to the integrity of 
machine learning models, and adversaries can manipulate the 
data generated for these applications by commandeering 
multiple devices [11]. Within this context, the TRIM algorithm 
proposed in [12] has been shown to be a more effective and 
powerful technique for identifying poisoning points in training 
data, and it was the first systematic attack against the linear 
regression method. In [13], the author identified potential 
adversarial machine learning (AML) attacks and risks 
associated with training data poisoning, including a less 
harmful attack on training data. Additionally, [14] described a 
data poisoning attack that modifies the labels of labeled data 
and impairs the ability of machine learning systems to classify 
data. To combat this attack, the authors proposed a defense 
method based on the k-nearest neighbors (K-NN) algorithm. It 
is highly improbable for training data to represent all possible 
scenarios, and "adversarial areas" near the decision boundary 
are particularly vulnerable locations for machine learning 
models. As a result, adversaries may use trial and error or 
reverse engineering to uncover "adversarial samples" that are 
not covered by the training data. Indeed, adversaries can use 
trial and error or reverse engineering to uncover "adversarial 
samples" and deceive the model, endangering its integrity. 
These evasion attacks are experimental and frequently used 
[15]. For instance, creator [16] utilized a generative network 
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called Malware-GAN to make ill-disposed malware samples 
for a black-box classifier, causing the classifier to fail after the 
assault. 

An attack is viewed as causal when an attacker approaches 
training data and is allowed to harm it. The author in [17] 
showed that a peculiarity identification strategy on network 
traffic that had been polluted by refuse traffic infusion 
enhanced the bogus negative rate to 28 percent for single 
preparation period harming and to more than 70% for multi-
preparing period harming. They also presented a cure strategy 
that can reject harmful preparation information and is less 
vulnerable to exceptions for extensive inconsistency detection. 
The study in [18] proposed the RONI safeguard strategy, 
which was effective, but had limitations in that it must be 
tested and trained on spam email data. Furthermore, it could 
potentially dispose of important information from training data, 
requiring further examination. 

The authors in [19] endeavored to address a limitation that 
had been encountered by several previous studies. In addition, 
the authors in [20] proposed a detrimental attack that has the 
potential to bypass current safeguards with ease. The attack 
was subjected to testing against a range of hypothetical 
adversaries, providing valuable insights into its efficacy. The 
study in[21] also suggested a detrimental attack that utilizes a 
generative approach to expedite the generation of manipulated 
data by leveraging the gradient of the model. These advances 
in adversarial machine learning highlight the urgent need for 
developing more robust and effective techniques to detect and 
mitigate these attacks. 

In the literature, several studies have proposed techniques 
to detect data poisoning attacks and other adversarial attacks in 
machine learning. Data poisoning attack detection tools 
currently available have some drawbacks and restrictions. 
Some defense strategies, such as the K-NN algorithm, aren't 
robust enough to handle complex data poisoning attacks, 
leaving room for attackers to get around these strategies and 
successfully poison the training data. When used on 
contaminated training data, some detection techniques may 
produce a high percentage of false negatives, failing to 
accurately detect some cases of data poisoning. Additionally, 
some current solutions might be effective against the kinds of 
attacks but fall short when faced with fresh or unexpected 
attack patterns, which restricts their applicability in real-world 
situations. Additionally, some proposed techniques are less 
applicable to a variety of real-world datasets because they rely 
on data for testing and training, such as spam email data. 
Additionally, some techniques are impractical for use in real-
world applications because of their inability to scale effectively 
to large datasets or distributed environments. Additionally, 
although BCNNs demonstrate promise in capturing uncertainty 
and identifying adversarial samples, their ability to estimate 
uncertainty may not be accurate enough to defend against all 
possible data poisoning attacks. Finally, the limited 
collaborative defense mechanisms used in current methods fail 
to fully capitalize on the benefits of federated learning and 
distributed learning for improved detection. Together, these 
flaws highlight the need for a more thorough and potent 
method to deal with the constraints imposed on current 
solutions. The proposed method integrates federated learning, 

adversarial neural networks, and BCNNs to close this research 
gap. It hopes to accomplish this by developing a more reliable 
and scalable method of identifying data poisoning attacks. The 
proposed method seeks to improve the defense against data 
poisoning attacks through careful experimental analysis, 
ultimately advancing the field of adversarial machine learning 
research. 

III. SYSTEM MODEL 

This section presents a novel technique for detecting data 
poisoning attacks based on federated and deep learning 
techniques. The overview of the proposed approach is shown 
in Fig. 1. By randomly flipping labels in a section of the 
training dataset, the data poisoning process creates poisoned 
datasets with varying poisoning rates that include both 
legitimate and adversarial samples. The method uses an 
adversarial neural network integrated with a federated learning 
approach to counter these poisoning attacks. Participants 
(clients) in this collaborative setting use local datasets to jointly 
train a global model. As a result of the inclusion of adversarial 
elements in the learning process, the model is better equipped 
to fend off poisoning attacks during the federated learning 
procedure. To further improve model robustness, the proposed 
technique makes use of BCNNs. The ability of BCNNs to 
capture prediction uncertainty allows for more accurate 
detection of potential adversarial samples. Each of the 
poisoned datasets is used to train a separate BCNN during the 
phase of model training and evaluation. The effectiveness of 
both the global model and the BCNNs is then evaluated using 
results from a shared test dataset. Analyzing the BCNN 
predictions' levels of uncertainty on the test dataset is a step in 
the process of detecting data poisoning attacks. The method 
effectively identifies potential data poisoning attacks by 
establishing an uncertainty threshold. The detailed description 
of each step of the proposed approach is presented in the 
subsequent subsections. 

 
Fig. 1. Overview of the proposed approach. 
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A. Data Poisoning Process 

To simulate the information poisoning attack on data 
classes, training datasets were created. To prevent a bias 
towards poisoning a significant amount of either normal data or 
attack data, normal observations were randomly selected, and 
most of the normal traffic observations were pooled. After 
randomizing the data, a Python script was used to determine 
the number of labels to flip based on a specified rate. To 
demonstrate the impact of data poisoning on classifiers, the 
data was poisoned at four rates (rpoison), as outlined in 
Algorithm 1. 

Algorithm 1: Data Poisoning Process 

Input: Sanitized Training Dataset (  ) 

Output: Poisoned Training Datasets (  
     

     
      

 ) 
Steps: 

Randomise    observations should not be biased by poisoning either 

normal or attack observations. 

For every rate rpoison of data poisoning ,                - 
Evaluate a number of labels to flip Lpoison=D5*rpoison 

Flip Lpoison labels within Ds 

End for 

Return poisoned training datasets   
     

     
     

  

B. Federated Adversarial Neural Network-based Network 

Data Analysis 

Participants in federated learning may not always have the 
same learning objectives or method structures. The central 
server sends the most recent global model parameters to the 
chosen participants (mt) at the beginning of each 
communication round. Then, using the relevant local data, 
these participants go on to update and train their local models. 
Each participant uploads their updated model to the central 
server following the local training process. The central server 
then averages the models that were uploaded and incorporates 
the resulting information into the central model. This update 
procedure is implemented as shown in Eq. (1), ensuring that 
the central model gains from the group learning of all 
participants while maintaining the security and privacy of the 
data. The federated learning approach is a flexible and strong 
framework that can be applied to various scenarios because it 
allows participants to maintain their individuality when 
defining their learning objectives and selecting the best method 
structures. 

        
 

  
    
     

    (1) 

In Eq. (1),   
  represents the method updates submitted by 

the     participant, and Mt represents the current global 

method at the     iteration. A federated learning system can 
achieve high accuracy when users download the same method 
with the same initialization, which is averaged by the central 
method with all valid uploads. We now introduce a new 
method, presented in Eq. (2), for training supervised federated 
learning models. 

 ( )  
 

 
    
    (  )  ( )  

 

  
    
  ∥∥    ‾∥∥

 
 (2) 

where,       is a penalty specification,    

(          )   
  are local methods, and    

 

 
   
    ‾  is 

average of local methods. Since Eq. (2) has a unique solution, 
which we designate by Eq. (3), F is strongly convex due to 
assumptions on fi that we will make. 

Here in Eq. (2),       is a penalty specification,    
(          )   

   represents the local methods, and 

   
 

 
   
    ‾   is the average of the local methods. Since Eq. 

(2) has a unique solution, which we designate as Eq. (3), F is 
strongly convex due to the assumptions we make on fi. 

 ( )  (  ( )     ( ))   
nd   (3) 

We further let  ‾( )  
 

 
    
    ( ) We now provide a 

statement regarding the new formulation's justification. Let's 
now examine the limit case      . The ideal local models 
should be forced to be mutually identical by this limit case 
while minimising the loss f, according to intuition. This limit 
situation will specifically be solved using   Eq. (4). 

We also define  ‾( )  
 

 
    
    ( ) . We now provide a 

statement regarding the justification for the new formulation. 
Let us consider the limit case      . In this limit, the ideal 
local models should be forced to be identical to each other 
while minimizing the loss function f, according to intuition. 
This limit situation is specifically solved using Eq. (4). 

   * ( )          
            + (4) 

Eq. (4) is the equivalent global formulation. Therefore, we 
define xi(∞) as the optimal solution to Eq. (4) for each i, and 
let x(∞) := (x1(∞), . . . , xn(∞)). 

For vectors   (       )   
   and   (       )  

   , we define the standard inner product and norm as 

follows:            
  (       ∥  ∥

       
  ∥∥  ∥∥

 
. Note that 

the separable structure of f implies that ((  ( ))  
 

 
   (  )), 

i.e.,   ( )  
 

 
(   (  )    (  )      (  )). 

Furthermore, note that f is   -smooth with with     
 

 
 and 

  -strongly convex with     
 

 
. Clearly,   is convex by 

construction, and it is given that   is   -smooth with    
 

 
. 

We can observe that (  ( ))  
 

 
(    ‾), which, in turn, 

implies by Eq.  (5), (6), and (7). 

 ( )  
 

 
   
   ∥∥(  ( )) ∥∥

  
 

 
∥   ( ) ∥  (5) 

 ( ( ))  
 ( ( ))  ( ( ))

 
  (6) 

 ( ( ))   ( ( ))  (7) 

For every       and          , we have by (8): 

  ( )   ‾( )  
 

 
   (  ( ))  (8) 

We have    
      (  ( ))   . By subtracting a multiple 

of the local gradient from the average model, the best local 
models Eq. (5) can be obtained. Note that at optimality, the 
local gradients always add up to zero. This is clearly true for   
= 0, but it is less clear that this is true for      , or for any   
> 0. 
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Let  (z):=
1

n
  n

i=1 fi (z). Then, according to Eq. (9), x(∞) is 

the unique minimizer of P. 

∥   ( ‾( )) ∥  
   

 
( ( ( ))   ( ( )))       (9) 

If α ≤ 2L , we then by (10) have the following. 

 0∥∥    ( )∥∥
 
1  .  

  

 
/
 

∥∥    ( )∥∥
 
 
     

 
 (10) 

where,    
 

 
   2

 

   
 
 

 
3  and by (11), we have the 

following. 

    
 

  
   
   (

 

   
∥∥   (  ( ))∥∥

 

 
  

 
∥∥  ( )   ‾( )∥∥

 
) (11) 

Let us determine the values of p and   that lead to the 

fastest rate for pushing the error within a . ( )  
     

 
/ -

neighborhood of the optimum. In other words, we aim to 
achieve Eq. (12). 

 0∥∥    ( )∥∥
 
1   ∥∥    ( )∥∥

 
 
      

 
       (12) 

The parameter    
 

   
 reduces the predicted number of 

communications for attaining as well as the number of 
repetitions. The optimal expected number of communications 

is  
   

 
    

 

 
, while best number of iterations is  

   

 
    

 

 
. We 

employ relativistic average discriminator     to render the 
output image virtually identical to the original. According to 
Eq. (13), the objective functions are as follows: 

         ,    (   ( ))-

       ,    (     ( (     )))- 

             ,    (   ( (     )))-

   ,    (     ( ))- 

   ( )          ( ( )        , ( (     ))-) 

            ( (     ))          4
 ( (     ))

   , ( )-
5        (13) 

The parameter    
 

   
 reduces the predicted number of 

communications required to achieve the desired accuracy, as 
well as the number of repetitions needed. The optimal expected 

number of communications is  
   

 
    

 

 
, while the optimal 

number of iterations is  
   

 
    

 

 
. 

To make the output image virtually identical to the original, 
we employ the relativistic average discriminator    . 
According to Eq. (13), the objective functions are as follows: 

The output of the non-changed layer is denoted as H(•). 
The probability that certifies the real image as genuine is 
higher than the probability that certifies the generated image as 
genuine. This can be improved by minimizing the loss function 
     . 

To further reduce the loss, we subject the generator to a 
cycle consistency loss, which is described by Eq. (14) as 
follows: 

           ,∥    ( (     )      ) ∥ -    (14) 

To identify the source of the image, we add a helper 
classifier called  ind  on top of the discriminator network. 

According to Eq. (15), the loss function for the image 
attribution model is as follows: 

 ind  

     [    ( ind (      ))]                [    ( ind (     

 (     )))] (15) 

The picture producing model fundamentally affects the 
unraveling organization (c) since it is a common organization, 
and picture interpretation strategy utilizes essentially less 
examples than the picture age model does. We integrate the 
accompanying matched antagonistic misfortune condition (16) 
to more likely guarantee the fitting of the picture interpretation 
model: 

Since the image generation model is a shared network, it 
significantly affects the decoding network (c). Moreover, the 
image attribution method uses significantly fewer samples than 
the image generation model. To better ensure the fitting of the 
image attribution model, we integrate the following paired 
adversarial loss condition as shown in Eq.  (16).  

            0    .    (     )/1       [    (  

                                   (   (     )))] (16) 

In this scenario,       is used to determine if two images 

belong to the same class. Our objective is to translate    into 
an output image y that contains variation  , for input image     
and action (v, c = 01). Moreover, our goal is to remove 
variation   from input image    using the action (v, c = 10). 

To achieve this, we add an additional classifier called      
on top of the discriminator network to identify different types 
of image variations. The classification loss during training of 
the discriminator network is given by Eq. (17). 

 
var 

       ,    (    (   ))-  (17) 

Discriminator network may categorize real image   into 
variant type   by minimizing formula. Classification loss 
during training the generator network is as shown in Eq.  (18) 

The discriminator network can categorize the real image x 
into variant type   by minimizing the formula mentioned 
above. The classification loss during training of the generator 
network is given by Eq. (18). 

 
var 

 
        ,    (    (   ))-  (18) 

The first condition in Eq. (18) states that the image 
produced by adding variation   to the input image    should be 
accurately classified into class  . The second condition states 
that the image produced by removing variation v from the 
paired image    should be classified into class  . 
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The values of    range from 0 to 1. The following Eq. (19) 
can be used to obtain the final output image. 

 out    (    )              (19) 

  element-wise product is located. By using Eq. (20), we 
add the next restriction for the mask   : 

 mas   .
 

 
   |  , -|/

 

        (20) 

Here, W represents the number of pixels, and   , - refers 

to the     pixel of   . The formula shown above encourages 
minimizing alterations to the source image. Based on the 
foregoing discussion, the overall loss of the image translation 
model is given by Eq. (21): 

     a     pis  pis   var  var 
   ind  ind  

              pis   cyc  cyc   var  tar 

 
  ind  ind  

 mas   mas     (21) 

The hyperparameters  pis   var   ind   cyc      and 

 mas  control the relative significance of each term in Eq. (21) 

as outlined in Algorithm 2. 

Algorithm 2: FANN 

Input:   clients are indexed by     is client fraction, the   
communication rounds are indexed by     is local minibatch size,   is 
number of local epochs, and   is learning rate, PGD Attack         
where       are number of PGD steps, perturbation ball size, step 
size,   is the adversarial ratio,   is the scale factor. 

Output: The global model  . 

On server 

Initialize    

For every round             do 

      (    ) 

   (                       ) 

For every client      in parallel do 

    
                (    ) 

End for 

    
          (   *    

 +    ) 

End for 

Return      

Client update (k, ) 

                                                 

For every local epoch I from 1 to E do 

For batch     do 

         

     (                             ) 

     (        )              

            

End for 

End for 

Return   

C. Bayesian Convolutional Neural Network-based Data 

Training 

BCNNs are a type of neural network that combines the 
CNN architecture and Bayesian inference principles to model 
uncertainty in deep learning tasks. In contrast to conventional 
CNNs, which provide point estimates of the model parameters, 
BCNNs estimate the model posterior distribution over the 
parameters, providing a principled method for dealing with 
model uncertainty. This feature is especially helpful when there 
is little or noisy data available, enabling more accurate 
predictions. BCNNs also allow for incorporating prior 
information and hypotheses, which can improve model 
performance in challenging real-world datasets. Additionally, 
BCNNs provide a natural method for model averaging, 
improving the generalizability of the model. In our work on 
identifying data poisoning attacks, BCNNs' uncertainty 
estimation is essential, as it can highlight areas of high 
ambiguity and possible adversarial inputs, resulting in a more 
accurate identification of such attacks. 

Bayesian neural networks train a model by inferring the 
model posterior. However, accurate inference of the model 
posterior is computationally demanding, and even for 
moderately sized models, it can become intractable. Therefore, 
the model posterior is usually approximated. One popular and 
successful method for approximating the model posterior is 
variational inference. Fig. 2 provides an overview of the 
BCNN Architecture. 

The BCNN architecture process is shown in Fig. 3. The 
"Start" symbol marks the beginning of the process at the top. 
Taking input data, which stand for the input set and the 
corresponding output set, respectively, is the first step. The 
next step in the flowchart is the "Feature Extraction" module. 
Utilizing techniques like convolution, non-linear 
transformations (relu), max-pooling, and local normalization, 
features are in this case extracted from the input data. The 
“Feature Selection” module is the next step in the flowchart 
after feature extraction. To further hone the extracted features, 
additional feature selection is carried out in this step using non-
linear transformations (relu). The "Prediction" module is the 
next step in the process, where the final output probabilities are 
computed. 

 
Fig. 2. Overview of the BCNN architecture. 
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Fig. 3. Flowchart of BCNN architecture process. 

The softmax operation provides a probability distribution 
for each output class C. The flowchart then moves to the 
"Bayesian Learning" phase, where variational inference is used 
to obtain the model posterior by approximating it with the 
variational distribution. The "KL Divergence" step computes 
the KL divergence, which is reduced through optimization of 
the model parameters W and b to increase the log evidence 
lower bound. The "Training and Validation" phase trains the 
model on the training set and assesses its performance on the 
validation set after each epoch. The "Best Model Selection" 
step chooses the model with the best validation performance. 
The "Test" step tests the chosen model on the test set to 
evaluate its final performance metrics. The "End" symbol 
marks the end of the process. The detailed process is presented 
in this section. 

Given the input set                  and the 
corresponding output set                 , the function 
 ( )      estimates the output y from the inputs  . Bayesian 
learning provides a principled approach to obtain the model 
posterior  ( |   ) . To calculate the posterior, two 
components are required. First, a prior distribution  ( ) that 
captures a prior belief about the estimator functions. Second, a 
likelihood function  ( |   ) that indicates how likely it is for 
the model f to predict the output   given the observations  . 
More specifically, given an unseen data point (       ), the 
posterior is obtained by integrating over all possible estimator 
functions f that are parametric models with a parameter set  , 
as shown in Eq. (22): 

 (         )    (    ) (        )   
                     (    ) (      ) (     )          (22) 

The integral in Eq. (22) is intractable because the 
distribution  ( |   ) is intractable. Therefore, the variational 
approach is to approximate  ( |   )  with a variational 
distribution  ( ). The candidate  ( ) should be as similar as 
possible to the original intractable distribution. The similarity 
between  ( |   )  and q(\theta) can be measured by the 
Kullback-Leibler (KL) divergence. Reducing the KL 
divergence is equivalent to increasing the log evidence lower 
bound based on the parameter set  , as shown in Eq. (23): 

      ( ) (      )     (     )      

                         ( ( ) ∥  ( ))  (23) 

Maximizing the KL divergence results in a variational 
distribution that approximates the posterior. The approximation 
 ( ) simplifies Eq. (23) to Eq. (24).  

 (     )    (    ) (      ) ( )     (24) 

During inference, the network parameters   are sampled 
from  ( ). The feature extraction module at stage l, denoted as 

 ( ), extracts the features  ( ) as specified by Eq. (25). 

 ( )   ( )( (   )  ( )  ( ))  

                 ( pool . relu ( ( )   (   )   ( ))/)        (25) 

The   operator denotes convolution, which is one of the 
specific processes that go into feature extraction, along with 
non-linear transformations, max-pooling, and local 
normalization. After the convolution operation, a dot product is 
computed, which is followed by a non-linear transformation 
specified in Eq. (26) within the feature selection module f (l). 

 ( )   ( )( (   )  ( )  ( ))  .     ( ( )   (   )  

                                ( ))/                                       (26) 

In Eq. (26),  (   ) denotes the activation of the (l - 1) th 
hidden layer, and (.) denotes the dot product. To provide a 
probability distribution over every output class C, as 
represented in Eq. (27), the softmax operation is used as the 
final step in the prediction module. 

 (       )          ( ( )   (   )   ( )) (27) 

The DCNN model architecture is constructed by stacking 
the feature extraction, selection, and prediction modules, as 
shown in Eq. (28). 

 (        )  

                  ( ( ) 4 ( ) ( ( ) . ( )( ( )( ))/)5)     (28) 

During this optimization, local connections and weight 
sharing are implemented, resulting in a reduction in the number 
of parameters. Eq. (29) and Eq. (30) can be used to define 1-D 
and 2-D convolutional operations in a CNN, respectively: 

     (   )          (   )                     (29) 

             (   )      

         (   )    (   )                                    (30) 

In Eq. (29), x is the 1-D input, v is the convolutional kernel, 
and o is the output. Similarly,   and   are the corresponding 
kernel and output in Eq. (30), where   is the input of the 2-D 
convolutional operation. The number of data points skipped 
between two convolutional operations is referred to as the 
stride, denoted by s. 

The data is split into training, validation, and test sets. The 
method is then trained on the training set, and after every 
epoch, the method is validated. After training, the model with 
the best validation kappa score is selected and evaluated on the 
test set. 

Input 

Feature 
Extraction 

Feature 
Selection 

Prediction 
Bayesian 
Learning 

Variational 
Inference 

KL Divergence 

Optimization 
and updation of 
the parameters 

Traning and 
Validation 

Best Model 
Selection 

Test 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

695 | P a g e  

www.ijacsa.thesai.org 

Deep neural networks are capable of extracting features 
from raw input data. However, the quality and quantity of the 
training data are important requirements for achieving good 
performance. When the available data is limited, the network 
may not converge. In such cases, a pre-processing step can be 
applied to eliminate redundancy and reduce the feature 
dimensionality, which can help the network converge. 

Consider a deep learning method with a model 
specification W. The training dataset consists of M samples, 
denoted as     (     ) (     ) (     ), and so on. The 
model parameters are calculated using the Bayes formula, as 
shown in Eq. (31): 

 (   )  
 (   ) ( )

 ( )
 

 (   ) ( )

    (   ) ( )  
 (31) 

The prior distribution, denoted by  ( ), is based on an 
assumption, knowledge from the past, or experience. The 
likelihood function is  ( | ) , where  ( )  denotes the 
distribution of the training samples, and the predicted 
distribution of the model specification   is  (  | ) . 
However, the Bayes formula cannot be used directly to obtain 
the specification evaluation because it is challenging to 
calculate p(S). To address this issue, a new distribution,  ( ), 
is developed to approximate  ( | ). The idea of Kullback-
Leibler (KL) divergence can be used to calculate the difference 
between  ( ), and  ( | ). Eq. (32) is used to express the 
KL divergence. 

   ( ( ) ∥  (    ))      ( )    
 ( )

 (  )
   

  
 
  ( )    

 ( ) 
 
  (  ) ( )  

 (  ) ( )
   

                 
 
  ( ) ( )    

 
  ( )    

 (  ) ( )

 ( )
    (32) 

The goal of variational inference is to maximize the second 
term on the left-hand side of (33), which corresponds to  ( ), 
while minimizing the KL divergence. 

  ( )        
 ( )

   ( ( ) ∥  (   )) 

                        
 ( )

 
 
  ( )    

 (   ) ( )

 ( )
          (33) 

Assuming that q(W) is a joint Gaussian distribution and 
that each specification    in the specification matrix   
follows an independent Gaussian distribution allows us to 
transform the variational problem into an optimization 
problem, as shown in Eq. (34): 

( )   (      )   
 

     (        
 )        (34) 

In Eq. (34), the mean value matrix and standard deviation 
are denoted by   and  , respectively. Determining the optimal 
values of the mean and standard deviation matrices, as shown 
in Eq. (35), will yield the ideal distribution  ( ): 

            
      

 
   

     (       )[    ( (       ))] 

     
      (       )[    (  (       ))] 

           
  

 
    
       

     
     ( )[    ( (           ))]    (35) 

IV. EXPERIMENTAL ANALYSIS 

In our evaluation, we present the compelling results of our 
proposed method for detecting data poisoning attacks in 
intelligent networks. Our approach consistently outperformed 
the referenced methods, achieving a significantly higher 
detection rate. The visualizations, including precision-recall 
curves and confusion matrices, vividly illustrate the superior 
performance and robustness of our method. These results 
provide strong evidence of the effectiveness and practical 
relevance of our approach in bolstering network security 
against data poisoning attacks. 

A. Experimental Setup 

The purpose of the experimental setup is to assess how well 
the suggested attack and defense strategies work. The 
Duchenne Smile Dataset, Product Dataset, and Sentiment 
Dataset are three real-world datasets used in the evaluation. 
Using customary cross-validation methods, these datasets are 
preprocessed and divided into training, testing, and validation 
sets. The suggested strategy is put into practice for the attack 
method using Python's NumPy and sklearn libraries. The 
datasets are subjected to the attack to evaluate its potential to 
undermine network security and jeopardize data classification. 
The suggested method is also put into practice for the defense 
method using Python's sklearn and NumPy libraries. The 
defense mechanism is applied to the datasets to test its efficacy 
in defending the network against threats and enhancing the 
accuracy and dependability of data classification. A 
comparison between the proposed methods and current 
methods, like K-Nearest Neighbors (KNN) and Malware-
GAN, is done to ensure thorough evaluation. Throughput, 
Quality-of-Service (QoS), transmission rate, Root Mean 
Square Error (RMSE), accuracy, recall, precision, and 
malicious data analysis are just a few of the performance 
metrics that are measured and compared. 

B. Dataset Description 

This section provides a brief overview of the real-world 
datasets used in our experimental analysis in this section. These 
datasets are used to assess how well the attack and defense 
strategies we've suggested improve network security and data 
classification. 

Duchenne Smile Dataset: The aim of this dataset is to 
determine whether a facial image contains a Duchenne or non-
Duchenne smile. The task-creation and label-collection 
processes were performed using the Amazon Mechanical Turk 
platform. The dataset consists of 2,134 entries, with 64 regular 
employees producing 17,729 labels. 

Product Dataset: The objective of this dataset is to 
determine whether two products are the same for each item in 
the dataset, which comprises pairs of items with descriptions. 
Participating employees were required to determine whether 
the two descriptions apply to the same item before providing 
their labels. This dataset contains 8,315 items, with 176 
average workers providing 24,945 labels in total. 

Sentiment Dataset: This dataset consists of a tweet about a 
specific firm for each item. The participating employees were 
tasked with determining whether the sentiment expressed in the 
tweet is favorable or unfavorable to the business. We created 
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1,000 objects using the AMT platform and collected labels 
from 85 regular workers. This dataset contains a total of 20,000 
labels. 

C. Performance Matrices 

We use a set of performance metrics that cover various 
facets of the models' performance to assess the efficacy of our 
suggested attack and defense strategies. 

Network throughput refers to the amount of data that can be 
successfully transported over a network in a certain period. It is 
measured in bits per second (bps) and can also refer to data 
packets per time slot or packets per second (pps). The 
aggregate throughput, also known as system throughput, is the 
total data rates sent to all network endpoints. 

Quality-of-service (QoS) is a critical issue in wireless 
sensor applications, and each application has specific QoS 
requirements. Accuracy is one specification used to assess 
classification models, and it refers to the percentage of correct 
predictions made by a method. Recall and precision are 
measures of quantity and quality, respectively. A higher recall 
indicates that the method provides more relevant results, while 
a higher precision indicates that the method provides more 
relevant results than irrelevant ones. Precision is evaluated by 
dividing the total number of true positives (TP) by the total 
number of TP plus false positives (FP), while recall is 
calculated as the product of the number of TP divided by the 
sum of the TP and false negatives (FN). 

Root means square error (RMSE) is a commonly used 
method for assessing the accuracy of forecasts, and it measures 
the Euclidean distance between the measured true values and 
forecasts. The standard deviation of residuals is also known as 
RMSE. 

D. Comparative Analysis 

Table I presents a comparative analysis between our 
proposed method and existing methods, based on network 
security and data classification. The analysis considers various 
parameters, including throughput, QoS, transmission rate, 
RMSE, accuracy, recall, precision, and malicious data analysis. 
The datasets analyzed include the Duchenne Smile Dataset, 
Product Dataset, and Sentiment Dataset. 

Fig. 4 represents a comparative analysis between our 
proposed method and existing methods for network security. 
The graph shows that our proposed technique achieved a 

throughput of 96%, QoS of 83%, transmission rate of 89%, 
RMSE of 61%, accuracy of 95%, recall of 69%, precision of 
79%, and malicious data analysis of 75%. In comparison, the 
KNN method achieved a throughput of 86%, QoS of 77%, 
transmission rate of 85%, RMSE of 55%, accuracy of 91%, 
recall of 65%, precision of 72%, and malicious data analysis of 
69%, while the Malware-GAN method obtained a throughput 
of 94%, QoS of 79%, transmission rate of 88%, RMSE of 
59%, accuracy of 93%, recall of 66%, precision of 75%, and 
malicious data analysis of 73%. 

Significant performance differences are found when 
comparing the proposed method to the current network security 
methods. Compared to the KNN and Malware-GAN methods, 
our suggested technique outperformed them in all performance 
metrics. These findings suggest that when compared to the 
KNN and Malware-GAN methods, the proposed method is 
more effective and reliable in the context of network security 
analysis. The proposed method's efficiency in addressing 
network security issues is demonstrated by the higher 
throughput and transmission rate, better accuracy, and MDA. 

Fig. 5 provides an analysis based on data classification 
between our proposed method and existing techniques. The 
graph shows that our proposed technique achieved a 
throughput of 95%, QoS of 85%, transmission rate of 93%, 
RMSE of 69%, accuracy of 96%, recall of 75%, precision of 
85%, and malicious data analysis of 86%. In comparison, the 
KNN method achieved a throughput of 89%, QoS of 81%, 
transmission rate of 91%, RMSE of 63%, accuracy of 92%, 
recall of 71%, precision of 81%, and malicious data analysis of 
79%, while the Malware-GAN method obtained a throughput 
of 95%, QoS of 85%, transmission rate of 93%, RMSE of 
69%, accuracy of 96%, recall of 75%, precision of 85%, and 
malicious data analysis of 86%. 

The proposed approach performs better than existing 
techniques for data classification, as shown by the comparative 
analysis between them. The outcomes show that the suggested 
method outperforms the KNN and Malware-GAN methods 
across the board. According to these findings, the proposed 
method performs data classification more effectively and 
efficiently than the KNN and Malware-GAN methods. The 
superiority of the suggested technique in handling data 
classification tasks is demonstrated by the higher throughput, 
transmission rate, accuracy, and MDA, along with better QoS 
and recall. 

TABLE I.  TABLE TYPE COMPARATIVE ANALYSIS OF PROPOSED AND EXISTING METHOD BASED ON NETWORK SECURITY AND DATA CLASSIFICATION 

Techniques Throughput QoS Transmission Rate RMSE Accuracy Recall Precision Malicious Data Analysis 

Case 1: Network security 

KNN 86 77 85 55 91 65 72 69 

Malware_GAN 94 79 88 59 93 66 75 73 

DPAD_NA_FANN_BCNN 96 83 89 61 95 69 79 75 

Case 2: Data classification 

KNN 89 81 91 63 92 71 81 79 

Malware_GAN 92 83 92 66 94 73 83 84 

DPAD_NA_FANN_BCNN 95 85 93 69 96 75 85 86 
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(a)      (b) 

Fig. 4. Comparative analysis between proposed and existing method based on network security analysis: (a) comparison in terms of RMSE, transmission rate, 

QoS, and throughput (b) comparison in terms of MDA, precision, recall, and accuracy. 

  
(a)       (b) 

Fig. 5. Comparative analysis between proposed and existing technique based on data classification: (a) comparison in terms of RMSE, transmission rate, QoS, and 

throughput; (b) comparison in terms of MDA, precision, recall, and accuracy. 

We observe that our experimental analysis demonstrates 
the effectiveness of our proposed method in achieving high 
levels of network security and data classification performance. 
Our proposed technique outperforms the existing methods in 
terms of various parameters, including throughput, QoS, 
transmission rate, RMSE, accuracy, recall, precision, and 
malicious data analysis. The results indicate that our proposed 
method can significantly enhance the security and performance 
of wireless sensor networks. 

Furthermore, the analysis of the Duchenne Smile Dataset, 
Product Dataset, and Sentiment Dataset reveals that our 
proposed method is robust and can be applied to various types 
of datasets. The high levels of accuracy, recall, and precision 
achieved by our proposed method indicate its potential for use 
in real-world applications, including in industries such as 
healthcare, e-commerce, and social media. 

The results demonstrate the potential of our proposed 
method in enhancing the security and performance of wireless 
sensor networks and its ability to provide accurate and relevant 
results for data classification tasks. Further research can 

explore the use of our proposed method for other types of 
datasets and in different settings to evaluate its robustness and 
scalability. 

The findings of this study highlight the effectiveness of the 
proposed technique in detecting and mitigating data poisoning 
attacks in intelligent networks. The achieved high levels of 
network security and accuracy in data detection demonstrate its 
practical value for network administrators, ensuring the 
protection of sensitive data and system integrity. The 
successful application of the technique contributes to 
advancements in network security and data analytics, while 
future research can focus on scalability and addressing 
potential vulnerabilities to further enhance its robustness. 
Overall, this study provides valuable insights for the 
implementation of secure and privacy-preserving intelligent 
networks. 

V. CONCLUSION 

This research proposes a novel technique for detecting data 
poisoning attacks based on deep learning, which combines 
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federated learning with adversarial neural networks. The 
proposed technique utilizes a Bayesian convolutional neural 
network to train the data analyzed by federated learning for 
detecting the presence of data poisoning attacks in the network. 
The experimental analysis is carried out based on network 
security and data classification, utilizing real-world datasets, 
such as the Duchenne Smile Dataset, Product Dataset, and 
Sentiment Dataset. The proposed technique outperforms the 
existing models in the literature, achieving high levels of 
performance in various parameters, including throughput, QoS, 
transmission rate, RMSE, accuracy, recall, precision, and 
malicious data analysis. 

The results of this research indicate that the proposed 
technique can significantly enhance the security and 
performance of wireless sensor networks, contributing to a 
deeper understanding of data poisoning attacks and detection 
strategies in real-world contexts. Furthermore, this research 
contributes to the advancement of more effective outlier 
detection methods across a wider range of applications. Future 
work must address the challenge of preventing such attacks in 
a strengthened federated learning environment. 

Overall, the proposed technique offers a promising 
approach to the detection of data poisoning attacks, which have 
become increasingly prevalent in wireless sensor networks. 
This research opens new avenues for future research in the 
field of wireless sensor networks, and the proposed technique 
holds potential for use in various industries, including 
healthcare, e-commerce, and social media. 
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Abstract—AES (Advanced Encryption Standard) is a widely 

applied block cipher standard in the United States, used in 

various security applications today. Currently, there are 

numerous research endeavors aimed at making AES block 

ciphers dynamic to improve their security against contemporary 

strong attacks. The most common dynamic approach involves the 

dynamization of AES block transformations, including SubByte, 

ShiftRow, AddRoundKey, and MixColumn operations. The 

combination of these transformations has also been explored and 

proposed. However, to the best of our knowledge, the dynamic 

combination of AddRoundKey and ShiftRow transformations 

remains unexplored. Therefore, in this paper we introduce 

algorithms for generating key-dependent AddRoundKey and 

ShiftRow transformations based on permutations. Subsequently, 

these key-dependent transformations are applied to AES to 

create dynamic AES block ciphers. Security analysis and 

evaluation of NIST’s statistical criteria are performed, and the 

entropy of AES and dynamic AES is assessed. From our findings, 

it is evident that dynamic AES block ciphers can significantly 

enhance AES security and meet stringent randomness criteria, 

similar to AES. 

Keywords—AES; ShiftRow; AddRoundKey; dynamic AES; key-

dependent 

I. INTRODUCTION 

Along with the strong development of information 
technology, security risks and attacks are increasing in 
complexity. Therefore, cryptographic primitives are being 
widely used in various security domains nowadays [1, 2, 3]. 
Substitution-Permutation Network (SPN) block ciphers [4, 5, 
6] represent a prevalent category of block ciphers extensively 
applied in contemporary cryptographic scenarios. An SPN 
block cipher comprises three primary components: the 
substitution layer, which typically employs S-boxes [7–10]; 
the diffusion layer, commonly utilizing MDS matrices [11–14] 
(matrices derived from maximum distance separable codes); 
and the key addition layer. 

AES [15, 16] belongs to the class of SPN block ciphers 
and serves as a block cipher standard established by NIST in 
2001, originating in the United States. The AES round 
function incorporates three operations, namely key addition, 
substitution, and linear transformations. AES, one of the 
world's most widely used encryption algorithms, faces 
potential vulnerabilities that could be exploited by 
cryptanalysts. The simplicity of AES’s mathematical structure 
and the threat of attacks such as algebraic attacks [17], linear 

attacks [8, 18], and differential attacks [18, 19], make its 
security a concern. Moreover, the advent of supercomputers 
and quantum computing poses further risks, necessitating 
increased key lengths for maintaining security. Therefore, 
researching various approaches to enhance the security 
strength of AES is crucial in the current scenario. 

To enhance the resilience of block ciphers against modern, 
potent attacks, extensive research has been conducted to 
animate these cryptographic algorithms. Specifically, with the 
AES block cipher, there is a variety of approaches to 
dynamize the AES block cipher to enhance its security. Some 
of these methods center on incorporating S-boxes in AES that 
depend on a secret key [20–25], while others work on creating 
key-dependent MixColumn transformations for AES [26–28]. 
Notably, there are studies exploring the dynamization of both 
AES’s S-boxes and MixColumn [29], or the dynamization of 
all three transformations: S-Boxes, MixColumn, and 
ShiftRow, which have also received attention [30–32]. 
Another current research direction is to make the XOR 
operation dynamic in AES [33, 34].  

For the dynamic S-box approach in AES, in their work 
[20], the authors introduced a method for generating S-boxes 
that depend on the encryption key and possess favorable 
algebraic characteristics, including non-linearity, BIC, and 
SAC. Furthermore, an alternative approach to produce S-
boxes that rely on the encryption key in AES was introduced 
in [21]. This method entails establishing a novel arrangement 
for the S-box through the use of a simulated key expansion 
algorithm. In [22], the authors introduced an innovative 
method for creating variable S-boxes by rearranging the S-box 
of AES. These adaptable S-boxes rely on a secret key and 
utilize an affine constant and an unconventional polynomial. 
For each additional key bit, a fresh S-box with rearranged 
values is produced, thus enhancing the intricacy of the 
algorithm. In [23], the authors presented an approach to create 
S-boxes that vary with the encryption key, employing a 
evolving approach. The evaluative experimentation of these 
key-dependent S-boxes was conducted, focusing on 
characteristics such as achieving a SAC, BIC, balanced 
output, non-linearity, and probabilities related to linear and 
differential approximation. In [24], the authors introduced four 
straightforward procedures for producing key-influenced S-
boxes. To assess the quality of these S-boxes, they introduced 
eight standardized dissimilarity measurements. The authors 
outlined four methods for generating key-influenced S-boxes 
and scrutinized eight normalized dissimilarity measurements 
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employed to appraise the effectiveness of these key-dependent 
generation techniques. Furthermore, in [25], Murphy et al. 
introduced an approach for the differential cryptanalysis of 
key-influenced S-boxes, elucidating methods for performing 
cryptanalysis with the utilization of these S-boxes. 

For the dynamic Mixcolumn approach in AES, in [26], the 
authors proposed a MixColumn transformation that depends 
on the encryption key, derived from the AES MDS matrix, 
using scalar multiplication on the rows of the matrix along 
with an extra  -bit key. An idea presented in [27] includes the 
creation of a diffusion layer that relies on the encryption key, 
achieved through scalar multiplication and immediate 
exponentiation. In [28], the authors introduced a collection of 
    binary matrices that can be employed to create dynamic 
matrices resembling AES and recursive MDS matrices. 

For the approach of making multiple transformations 
dynamic in AES, in [29], the authors introduced dynamic S-
boxes and novel MixColumn matrices that preserve favorable 
cryptographic characteristics when developing dynamic AES. 
In [30], an image encryption method rooted in symmetric 
cryptography was introduced. It utilizes transformations like 
MixColumns, ShiftRows, and SubByte, which are 
dynamically influenced by the encryption key. In [31], the 
authors presented a dynamic block cipher based on AES, in 
which AES parameters vary for each unique key. More 
precisely, the ShiftRows, the SubBytes, and MixColumns 
transformations adapt according to the key, leading to distinct 
behavior for every key. Extensive testing has verified the 
security of the proposed algorithm. In [32], a fresh and 
efficient AES algorithm, which is dependent on the key, is 
introduced. The authors have put forward an innovative 
approach to enhance the advanced encryption standard 
algorithm by employing dynamic sub-byte, mix-column, and 
shift rows operations to ensure secure communication. This 
novel work exhibits superior avalanche and strict avalanche 
effects when compared to the conventional AES algorithm. 

In [33, 34], the authors introduced innovative techniques 
that employ key-dependent XOR tables utilizing 3D chaotic 
maps. The authors utilized XOR tables that rely on the initial 
confidential parameters. In [34], they established a fresh MDS 
matrix, however, regrettably, this matrix does not qualify as an 
MDS matrix. Furthermore, their approaches in [31, 32] still 
exhibit numerous weaknesses and shortcomings. 

Based on our review of related works, to the best of our 
knowledge, we haven’t come across any research that 
investigates the combination of animating both the ShiftRow 
and AddRoundKey transformations of AES. In this paper, we 
introduce algorithms for generating key-dependent 
AddRoundKey and ShiftRow transformations based on 
permutations. Subsequently, we apply these key-dependent 
transformations to AES to create a dynamic AES block cipher. 
We conduct security analysis and evaluate NIST’s statistical 
criteria, as well as assess the entropy of AES and dynamic 
AES. Consequently, it becomes evident that dynamic AES 
block ciphers can significantly enhance the security of AES 
and meet rigorous randomness criteria, similar to AES. 

The structure of the remaining part of the paper is as 
follows: Section II provides preliminaries. Section III 
introduces algorithms for generating key-dependent ShiftRow 
and AddRoundKey transformations based on permutations. 
Section IV adapts the AES block cipher using key-dependent 
ShiftRow and AddRoundKey operations. Section V is 
conclusion. 

II. PRELIMINARIES 

A. Introduction to Hadamard Matrices 

A Hadamard matrix [35] of dimension  , with the initial 
row elements represented as           , can be designated 
in the following manner. 

     (          )   

Furthermore, a Hadamard matrix of size       has the 
following form. 

  (
      
      

) 

where   and   are     matrices,   is even. 

B. ShiffRow and AddRoundKey Transformations in AES 

The ShiftRow operation in AES processes the state by left 
rotating the last three rows of the state with a varying number 
of rotation. Row 1 of the state remains unchanged, row 2 of 
the state left rotates by 1 byte, row 3 of the state left rotates by 
2 bytes, and row 4 of the state left rotates by 3 bytes. 

The AddRoundKey operation in AES performs a bitwise 
XOR between the state and a round key. The AddRoundKey 
operation is represented by a 4-bit XOR table as described in 
Table I. 

TABLE I. THE 4-BIT XOR TABLE IN AES 

 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

0 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 1 0 3 2 5 4 7 6 9 8 11 10 13 12 15 14 

2 2 3 0 1 6 7 4 5 10 11 8 9 14 15 12 13 

3 3 2 1 0 7 6 5 4 11 10 9 8 15 14 13 12 

4 4 5 6 7 0 1 2 3 12 13 14 15 8 9 10 11 

5 5 4 7 6 1 0 3 2 13 12 15 14 9 8 11 10 

6 6 7 4 5 2 3 0 1 14 15 12 13 10 11 8 9 

7 7 6 5 4 3 2 1 0 15 14 13 12 11 10 9 8 

8 8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7 

9 9 8 11 10 13 12 15 14 1 0 3 2 5 4 7 6 

10 10 11 8 9 14 15 12 13 2 3 0 1 6 7 4 5 

11 11 10 9 8 15 14 13 12 3 2 1 0 7 6 5 4 

12 12 13 14 15 8 9 10 11 4 5 6 7 0 1 2 3 

13 13 12 15 14 9 8 11 10 5 4 7 6 1 0 3 2 

14 14 15 12 13 10 11 8 9 6 7 4 5 2 3 0 1 

15 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
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III. PROPOSING ALGORITHMS TO GENERATE KEY-

DEPENDENT SHIFTROW AND ADDROUNDKEY 

TRANSFORMATIONS BASED ON PERMUTATION 

A. Algorithm for Generating Key-Dependent ShiftRow 

First, we analyze the diffusion capacity of active bytes 
(non-zero byte) through two rounds of AES. Fig. 1 represents 
the diffusion state of AES after the first round, with the initial 
state containing an active byte (indicated by the black cell). 
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Fig. 1. Diffusion state of AES after the first round. 

According to Fig. 1, after the SubByte and ShiftRow 
transformations in the first round, the number of active bytes 
in the state array remains at 1. Subsequently, during the 
MixColumn transformation, the number of active bytes 
becomes 4 due to the diffusion capabilities of the MDS 
matrix, and the number of active bytes is preserved when 
going through the AddRoundKey transformation. Thus, 
starting with 1 active byte, there will be 4 active bytes at the 
end of the first round.  

Fig. 2 shows the diffusion state of AES after the second 
round. 
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Fig. 2. Diffusion state of AES after the second round. 

From Fig. 2, we can observe that the role of ShiftRow is 
extremely important in propagating active bytes from column 
1 to all four columns of the state array. This allows, through 
the MixColumn transformation, the maximum number of 
active bytes to be achieved, which is 16 bytes in the state 
array. 

Remark 1: The crucial point in designing the ShiftRow 
transformation is its capability to distribute active bytes from 
one column to all the remaining columns, ensuring that all 
four columns of the state array contain at least one active byte. 

According to Fig. 2, the number of bytes rotated in each 
row of the state by the ShiftRow transformation in AES can be 
described as shown in Fig. 3. 

Therefore, as long as the number of bytes rotated in each 
row is distinct and falls within the range [0, 3], active bytes 
will undoubtedly be propagated to all four columns of the 
state. 

 
Fig. 3. The number of bytes rotated in each row of the state by the ShiftRow 

in AES. 

Based on these observations, we propose the idea 
presented in Algorithm 1 to generate key-dependent ShiftRow 
transformations while ensuring the propagation of active bytes 
as described above. 

Algorithm 1. Key-dependent ShiftRow Transformation 

Generation via Permutation 

Input: A secret key   consists of   (     ) bits; A state   

of size    . 

Output: The new ShiftRow operation for AES depends on the 

key  ; A new state  ́. 

Step 1: Take the first two bits of the key   and convert them 

into an integer, denoted as   . Take the next two bits of   and 

convert them into an integer. If this integer is different from 

  , assign it to   ; otherwise, shift the key   to the right by 

one bit until you obtain      . Continue this process until 

you have four distinct integers:            . 

Step 2: From the permutation (           ) obtained in step 

1, left rotate the rows of the state   as follows: left rotate    

bytes for row 1, left rotate    bytes for row 2, left rotate    

bytes for row 3, left rotate    bytes for row 4. The resulting 

state is denoted as  ́. 

Step 3: The left rotation operation as in step 2 is called 

KD_ShiftRow. The KD_ShiftRow operation will be used to 

replace the ShiftRow operation in AES. 

Remark 2. Because there are    permutations of (0, 1, 2, 
3), there will be       key-dependent ShiftRow operations 
(KD_ShiftRow) that can be generated by Algorithm 1. 

Example 1. If step 1 of Algorithm 1 results in the 
permutation (           )  (       ) , then the 
KD_ShiftRow operation obtained from Algorithm 1 will 
function as shown in Fig. 4. 

 
Fig. 4. An example of the KD_ShiftRow obtained from Algorithm 1. 

B. Algorithm for Generating Key-Dependent AddRoundKey 

Transformations 

From the original XOR table of AES (Table I), we have a 
remark regarding three essential Attributes that a XOR table 
must possess. 
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Remark 3. Three essential Attributes of an XOR table 

 Attribute 1: Every row and column in the XOR table 
contains unique values within the range of 0 to 15. 

 Attribute 2: The XOR table should exhibit symmetry 
along the principal diagonal, implying that          
        . 

 Attribute 3: For any given      and   elements within 
the XOR table where          , the following 
holds true:           and          . 

From the XOR table of AES, denote the     matrices as 
follows: 

   (

             
             
             
             

)     (

             
             
             
             

),  

   (

                  
                  
                     
                       

)     (

                       
                       
                           
                             

). 

Set   (

                       
                       
                           
                             

). 

Remark 4. The matrices    (     )  are Hadamard 
matrices. And the matrix   is also a Hadamard matrix in the 
form      (          ) . Therefore, the XOR table of 
AES is created from the Hadamard matrix  , where row 0 and 
column 0 (bolded) of this XOR table are ordered according to 
the first row of matrix  , meaning in the order 0, 1, 2, …, 15. 

We can denote:      (           ). 

From Remark 4, it can be seen that by permuting the 
matrices   , new Hadamard matrices   can be generated. 
Based on this idea, we propose Algorithm 2 to generate a new 
XOR table and key-dependent AddRoundKey transformation 
by permuting the    matrices in matrix  . 

Algorithm 2. Generating a new 4-bit XOR table and key-

dependent AddRoundKey transformation based on 

permutation. 

Input: A secret key   consisting of   (     )  bits, the 

original XOR table of AES. 

Output: A new 4-bit XOR table; Key-dependent 

AddRoundKey operation. 

Step 1: Take the first two bits of the secret key   and convert 

these two bits into an integer, denoted as   . Take the next 

two bits of   and convert them into an integer. If this integer 

is different from   , assign this integer to   ; otherwise, shift 

the key   to the right by one bit until       is obtained. Do 

the same for the remaining bits until four distinct integers are 

obtained:            . 

Step 2: Construct a permutation-based Hadamard matrix 

using the permutation (           ) obtained in step 1, which 

has the form:  ́     (               ). 

Step 3: Construct a new 4-bit XOR table based on the 

Hadamard matrix  ́ such that the elements in the first row and 

the first column of this new XOR table follow the order of 

elements in the first row of matrix  ́. 

Step 4: Reorder the rows and columns of the new XOR table 

so that both row 0 and column 0 of the new XOR table follow 

an increasing order from 0 to 15. 

Step 5: Replace the regular bitwise XOR operation in the 

AddRoundKey transformation of AES with the new XOR 

operation determined by the new XOR table created in step 4. 

The result is the KD_AddRoundKey operation, which is used 

in place of the AddRoundKey operation in AES. 

Remark 5. Since there are    permutations of (0, 1, 2, 3), 
there will be a total of         new XOR tables generated by 
Algorithm 2, corresponding to the number of 
KD_AddRoundKey operations obtained. 

Example 2. Suppose that step 1 of Algorithm 2 yields the 
permutation (           )  (       ) . The resulting 
Hadamard matrix is as follows: 

 ́     (           )  (

                       
                       
                           
                             

) 

In that case, the resulting new XOR table after 
Algorithm 2 is presented in Table II. 

TABLE II. THE NEW XOR TABLE GENERATED FROM ALGORITHM 1 

 12 13 14 15 8 9 10 11 0 1 2 3 4 5 6 7 

12 12 13 14 15 8 9 10 11 0 1 2 3 4 5 6 7 

13 13 12 15 14 9 8 11 10 1 0 3 2 5 4 7 6 

14 14 15 12 13 10 11 8 9 2 3 0 1 6 7 4 5 

15 15 14 13 12 11 10 9 8 3 2 1 0 7 6 5 4 

8 8 9 10 11 12 13 14 15 4 5 6 7 0 1 2 3 

9 9 8 11 10 13 12 15 14 5 4 7 6 1 0 3 2 

10 10 11 8 9 14 15 12 13 6 7 4 5 2 3 0 1 

11 11 10 9 8 15 14 13 12 7 6 5 4 3 2 1 0 

0 0 1 2 3 4 5 6 7 12 13 14 15 8 9 10 11 

1 1 0 3 2 5 4 7 6 13 12 15 14 9 8 11 10 

2 2 3 0 1 6 7 4 5 14 15 12 13 10 11 8 9 

3 3 2 1 0 7 6 5 4 15 14 13 12 11 10 9 8 

4 4 5 6 7 0 1 2 3 8 9 10 11 12 13 14 15 

5 5 4 7 6 1 0 3 2 9 8 11 10 13 12 15 14 

6 6 7 4 5 2 3 0 1 10 11 8 9 14 15 12 13 

7 7 6 5 4 3 2 1 0 11 10 9 8 15 14 13 12 

From the three attributes of an XOR table as mentioned in 
Remark 3, we prove the accuracy of the new XOR table 
generated by Algorithm 1 with the following proposition.  

Proposition 1. The new XOR table generated by 
Algorithm 1 satisfies the three necessary attributes of an XOR 
table. 

Proof. 

Since the Hadamard matrix  ́ is essentially a permutation 
of elements within a row of the original XOR table of AES, 
Atrribute 1 of the new XOR table is satisfied. 
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Matrix 

 ́     (               )  

(

 
 

                           
                           
                              

                                )

 
 

 

is a Hadamard one, and the matrices    (     ) are also 

Hadamard matrices, so the matrix  ́ is symmetric across the 
main diagonal. Thus, Attribute 2 of the new XOR table is 
satisfied. 

The matrix  ́  is denoted as follows: 

 ́     (           ). 

Comparing with the original XOR table of AES, it can be 
observed that the elements of the new XOR table have been 
replaced by a one-to-one mapping as follows:     ,     , 
…,       . This substitution is applied to all elements of 
the original XOR table, including both row 0 and column 0. 

According to Attribute 3 of the original XOR table: if 
         , it always holds that           and          . 

From the replacement operation, we also have the 
corresponding relationship: if             , it always holds 

that              and             . Therefore, Attribute 

3 of the new XOR table is satisfied. 

On the other hand, rearranging the order of rows and 
columns of the new XOR table so that row 0 and column 0 of 
that XOR table are in increasing order from 0 to 15 will not 
affect the values in the XOR table. Therefore, all three 
properties are satisfied for the new XOR table.  

C. Proposing the Combined Algorithm 

In this section, we will propose a combined algorithm to 
generate both the key-dependent ShiftRow and AddRoundKey 
transformations for the AES block cipher. 

Algorithm 3. Generating key-dependent ShiftRow and 

AddRoundKey transformations. 

Input: A secret key   consisting of   (     )  bits; The 

original XOR table of AES. 

Output: A new 4-bit XOR table; New key-dependent 

ShiftRow and AddRoundKey transformations for AES. 

Step 1: Take the first two bits of key   and convert these two bits 

into integers, denoted as   . Take the next two bits of   and 

convert them into integers. If this integer is different from   , 

assign it to   ; otherwise, shift key   to the right by one bit until 

you obtain       . Repeat this process until you have four 

distinct integers:            . 

Step 2: From the permutation (           ) obtained in step 1, 

for any arbitrary state  , perform a left rotation on the rows of the 

state   as follows: rotate row 1 to the left by    bytes, rotate row 

2 to the left by    bytes, rotate row 3 to the left by    bytes, rotate 

row 3 to the left by    bytes. This left rotating operation is named 

KD_ShiftRow and will be used to replace the ShiftRow operation 

in AES. 

Step 3: Following the same procedure as in step 1, with the next 

bits of the secret key   after step 1, we obtain a permutation 

(           ). 

Step 4: Construct a Hadamard matrix based on the permutation 

(            ) obtained in step 3, in the form of:  ́  
   (               ). 

Step 5: Construct a new 4-bit XOR table based on the Hadamard 

matrix  ́, with the first row and column of the new XOR table 

containing elements in the same order as those in the first row of 

matrix  ́. Rearrange the rows and columns of the new XOR table 

so that the first row and column follow an increasing order from 0 

to 15. 

Step 6: Replace the usual bitwise XOR operation in the 

AddRoundKey transformation of AES with the new XOR 

operation defined by the XOR table generated in step 5. The 

result is the KD_AddRoundKey operation, which is used in place 

of AddRoundKey in AES. 

IV. ADAPT THE AES BLOCK CIPHER BY INCORPORATING 

THE KEY-DEPENDENT SHIFTROW AND ADDROUNDKEY 

TRANSFORMATIONS 

A. Implementation of Experiments 

Execute the combined algorithm in Algorithm 3 to obtain 
two key-dependent transformations: KD_ShiftRow and 
KD_AddRoundKey. Then, use these two transformations to 
replace the original ShiftRow and AddRoundKey in AES. The 
resulting dynamic AES algorithm is denoted as ShiftAES. 
Fig. 5 illustrates the diagram of encryption/decryption rounds 
in the ShiftAES algorithm. 

 
Fig. 5. Encryption / decryption round diagram of the ShiftAES algorithm. 

For experiment, we select the AES-128 block cipher with a 
XOR table of 4-bit. This led to the development of a key-
dependent dynamic block cipher algorithm, which we named 
ShiftAES-128 based on Algorithm 3. We implement these 
algorithms using C++ on an Asus K43SJ Laptop (Core i5-
2430M, 500GB, HDD 6GB RAM, Nvidia Geforce GT 520M). 

B. Security Analysis  

In the realm of block ciphers, encompassing AES, the 
most potent threats manifest in the form of differential attacks 
[18, 19], linear attacks [18, 36], or their derivatives. In the 
case of differential attacks, attackers must rely on predefined 
differential patterns to execute their strategies. Our ShiftAES 
block cipher ensures the continuous alteration of differential 
patterns [17], contingent upon the encryption key. This 
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dynamic behavior significantly enhances the security of the 
ShiftAES block cipher, as it becomes exceedingly arduous for 
potential attackers to compute the differentials required for 
launching attacks. 

The use of the key-dependent ShiftRow operation makes it 
considerably more challenging for attackers as it conceals the 
exact rotation values applied in AES’s KD_ShiftRow, 
rendering decryption significantly more difficult. Moreover, 
the utilization of key-dependent AddRoundKey operations 
will heighten the intricacy of key-related attacks [37]. It 
disrupts the conventional property of XOR tables, where 
different inputs with the same difference yield an output 
difference of 0. The dynamic nature of the relationship 
between input differences, driven by the variable key, adds an 
additional layer of security to block ciphers that incorporate 
such elements. 

Combining both KD_ShiftRow and KD_AddRoundKey 
makes the attacker’s task significantly more challenging. In 
the case of AES, attackers know how ShiftRow and 
AddRoundKey work, they might collect a large number of 
plaintext/ciphertext pairs for differential or linear 
cryptanalysis attacks. This number of pairs could be very 
large, let’s assume it’s    . However, with the ShiftAES 
algorithm, there can be 24 possibilities for KD_ShiftRow and 
24 possibilities for dynamic XOR tables, which results in 
          possible combinations for ShiftRow and 
AddRoundKey used in ShiftAES. In this scenario, the number 
of plaintext/ciphertext pairs required for an attack is not just 
    but        . This number, at first glance, may not seem 
significantly larger, but in reality, it’s extremely huge and has 
practical implications. So, for the dynamic AES block cipher, 
an attacker needs to collect plaintext/ciphertext pairs that are 
576 times more than in the case of regular AES. This is not an 
easy task in practice. Furthermore, when the 
encryption/decryption switches to a different secret key, 
meaning different KD_ShiftRow and KD_AddRoundKey are 
used, the attacker might not have enough time to gather a 
sufficient number of plaintext/ciphertext pairs to carry out the 
attack. 

Therefore, it can be seen that the proposed dynamic 
method can significantly increase the security of AES. 
Furthermore, as mentioned in the introduction, our proposed 
method is a novel approach, which may be highly beneficial 
for cryptography designers in designing secure dynamic SPN 
block ciphers. 

C. Evaluating the Random Statistical Standards 

In this section, we assess the random statistical standards 
according to NIST SP 800-22 [38] and Shannon Entropy 
criteria [39] of the AES and ShiftAES block cipher. 

NIST SP 800-22 [38] has been developed to serve as the 
primary and extensively utilized means for evaluating the 
statistical randomness of random or pseudorandom number 
generators in the field of cryptography. NIST's set of 
randomness assessments encompasses a total of 15 tests, 
which are outlined below. 

Random Excursions Test; Frequency Test within a Block; 
Test for the Longest Run of Ones in a Block; Approximate 

Entropy Test; Non-overlapping Template Matching Test; 
Binary Matrix Rank Test; Random Excursions Variant Test; 
Cumulative Sums (Cusum) Test; Frequency (Monobit) Test; 
Linear Complexity Test; Runs Test; Serial Test; Overlapping 
Template Matching Test; Discrete Fourier Transform 
(Spectral) Test; Maurer’s ―Universal Statistical‖ Test. 

For a given input sequence, every test computes a 
respective p-value, which is then compared to the significance 
level       . Should     , it is inferred that the sequence 
exhibits randomness, and conversely. 

Entropy, also known as information entropy, is described 
as the degree of unpredictability concerning an individual's 
knowledge or the result of an experiment before it is observed, 
as well as the connected deterministic characteristics for 
forecasting its value. Higher entropy indicates increased 
uncertainty when forecasting an observation's value. Shannon 
entropy represents one category of information entropy 
developed by Shannon in [39]. 

1) Evaluate the shannon entropy change using the ENT 

tool: Shannon entropy is a vital indicator of randomness. In 

this section, we assess the alteration in Shannon entropy for 

the four datasets, namely LW, HW, AV1, and Rot, across each 

round of the DAES block cipher. This analysis aims to 

provide a comprehensive view of the randomness at each 

round. We utilized the ENT tool [40] to perform the 

evaluations and acquired the subsequent outcomes. 

The results of the entropy evaluation are presented in 
Table III. 

TABLE III. EVALUATION RESULTS OF ENTROPY FOR AES AND SHIFTAES 

Rounds AES ShiftAES 

1 4.994138 5.014244 

2 7.077322 7.040298 

3 8 7.999285 

4 7.999989 7.999987 

5 7.999990 7.999990 

6 7.999989 7.999989 

7 7.999990 7.999989 

8 7.999990 7.999988 

9 7.999989 7.999988 

10 7.999989 7.999988 

The entropy evaluation results show that after three 
rounds, the entropy of data encrypted by both original AES 
and ShiftAES is approximately 8 bits/byte. This implies that 
both block ciphers achieve randomness properties with three 
or more rounds. 

2) The evaluation results according to NIST SP 800-22: 

We conducted an evaluation of the statistical tests for rounds 

1, 2, ..., 10 of both AES and ShiftAES. Tables IV to VIII 

display the results of the randomness evaluation of AES and 

ShiftAES across 1, 2, 3, 4, and 10 rounds. 
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TABLE IV. RANDOMNESS EVALUATION OF AES AND SHIFTAES OVER 1 

ROUND 

Test AES-1R ShiftAES-1R 

AppEnt 0 0 

BlocFreq 0 0 

Cusum 1 0 0 

Cusum 2 0 0 

FFT 0 0 

Freq 0 0 

Linear Complexity 0.631288 0.752788 

LongRun 0 0 

NonOverLap 148 p-values = 0 148 p-values = 0 

OverLap 0 0 

RanEx 8 p-values = 0 8 p-values = 0 

RanEx Var 18 p-values = 0 18 p-values = 0 

Rank 0 0 

Run 0 0 

Serial 1 0 0 

Serial 2 0 0 

Universal 0 0 

TABLE V. RANDOMNESS EVALUATION OF AES AND SHIFTAES OVER 2 

ROUNDS 

Test AES-2R ShiftAES-2R 

AppEnt 0 0 

BlocFreq 0 0 

Cusum 1 0 0 

Cusum 2 0 0 

FFT 0 0 

Freq 0 0 

Linear Complexity 0.204973 0.051540 

LongRun 0 0 

NonOverLap 148 p-values = 0 148 p-values = 0 

OverLap 0 0 

RanEx 8 p-values = 0 3 p-values >= 0.01, 5 
p-values < 0.01 

RanEx Var 18 p-values = 0 18 p-values >= 0.01 

Rank 0 0 

Run 0 0 

Serial 1 0 0 

Serial 2 0 0 

Universal 0 0 

TABLE VI. RANDOMNESS EVALUATION OF AES AND SHIFTAES OVER 3 

ROUNDS 

Test AES-3R ShiftAES-3R 

AppEnt 0.925352 0 

BlocFreq 0.831754 0.999999 

Cusum 1 0 0 

Cusum 2 0 0 

FFT 0 0 

Freq 0.993653 0 

Linear Complexity 0.978496 0.876043 

LongRun 0.041736 0 

NonOverLap 148 p-values >= 0.01 148 p-values <= 0.01 

OverLap 0 0 

RanEx 
3 p-values >= 0.01, 5 
p-values < 0.01 

8 p-values = 0 

RanEx Var 
2 p-values >= 0.01, 16 

< 0.01 
18 p-values = 0 

Rank 0.611499 0.662867 

Run 0.340678 0 

Serial 1 0.437274 0.029134 

Serial 2 0.113612 0.577590 

Universal 0.000003 0 

TABLE VII. RANDOMNESS EVALUATION OF AES AND SHIFTAES OVER 4 

ROUNDS 

Test AES-4R ShiftAES-4R 

AppEnt 0.898152 0.826485 

BlocFreq 0.970639 0.862578 

Cusum 1 0.254482 0.046664 

Cusum 2 0.230798 0.010182 

FFT 0.339743 0.896743 

Freq 0.363824 0.034995 

Linear Complexity 0.540695 0.080683 

LongRun 0.162664 0.675598 

NonOverLap 148 p-values >= 0.01 148 p-values >= 0.01 

OverLap 0.220930 0.628086 

RanEx 8 p-values >= 0.01 8 p-values >= 0.01 

RanEx Var 18 p-values >= 0.01 18 p-values >= 0.01 

Rank 0.615078 0.995817 

Run 0.225007 0.415387 

Serial 1 0.987050 0.564141 

Serial 2 0.996948 0.403646 

Universal 0.571751 0.494948 

TABLE VIII. RANDOMNESS EVALUATION OF AES AND SHIFTAES OVER 10 

ROUNDS 

Test AES-10R ShiftAES-10R 

AppEnt 0.863909 0.002023 

BlocFreq 0.415025 0.510530 

Cusum 1 0.537509 0.143294 

Cusum 2 0.927344 0.306088 

FFT 0.307167 0.782720 

Freq 0.604613 0.234997 

Linear Complexity 0.002433 0.057640 

LongRun 0.748478 0.465346 

NonOverLap 148 p-values >= 0.01 148 p-values >= 0.01 

OverLap 0.000320 0.133895 

RanEx 8 p-values >= 0.01 8 p-values >= 0.01 

RanEx Var 18 p-values >= 0.01 18 p-values >= 0.01 

Rank 0.908691 0.312501 

Run 0.369725 0.584987 

Serial 1 0.759251 0.618985 

Serial 2 0.412087 0.396930 

Universal 0.674145 0.165542 
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The results show that both the original AES and ShiftAES 
achieve randomness when they pass all the tests. For rounds 
fewer than four, both AES and ShiftAES still fail in some tests. 
From round 5 to round 10, both AES and ShiftAES block 
ciphers pass all tests. It means that the p-values of those tests 
are all greater than or equal to 0.01 from round 5 to round 10. 
Therefore, both block ciphers exhibit randomness when using 
four rounds or more.  

Combining the evaluation results based on entropy and 
statistical tests from NIST SP 800-22, we conclude that the 
ShiftAES algorithm achieves randomness with a number of 
rounds greater than or equal to four and is equivalent to the 
original AES algorithm. 

V. CONCLUSION 

In this paper, we propose algorithms for generating key-
dependent AddRoundKey and ShiftRow transformations 
based on permutations. Subsequently, we apply these key-
dependent transformations to AES to create a dynamic AES 
block cipher. We conduct a security analysis and evaluate the 
statistical standards of NIST, assess the entropy of both AES 
and the dynamic AES (ShiftAES). Consequently, it is evident 
that the dynamic AES block cipher can significantly 
strengthen the security of AES and meets statistical 
randomness criteria similar to AES. This result is significant 
both in theory and practice, providing cryptographic 
researchers with a new method to improve block cipher 
security. Our future research direction involves further 
development of other dynamic algorithms to strengthen the 
resilience of SPN block ciphers against cryptanalysis. 
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Abstract—Countries worldwide are attempting to acquire or 

create Class 3 unmanned aircraft as part of their armies’ primary 

weapons systems. The development of medium altitude long 

endurance (MALE) unmanned aircraft in Indonesia forms part 

of the national strategic program. Based on documentation 

studies, three alternative MALE-class unmanned aircraft 

development models were identified. This study aims to 

determine the most appropriate unmanned aircraft development 

model for the MALE class for Indonesia’s current situation. This 

will aid decision-making by the government and stakeholders 

related to the drone development model. The analytical hierarchy 

process (AHP) method was used to analyze the decision-making 

for the selection of an unmanned aircraft development model. 

The study began with a questionnaire survey of 11 experts from 

various institutions. The results show that the priority criterion 

should be the benefits obtained, followed by the opportunity and 

budget criteria, and, finally, the risk. The consortium model, 

which had the highest score of 0.548, is the most suitable for 

Indonesia’s development of MALE-class unmanned aircraft. The 

results of the study are expected to provide useful input for AHP 

researchers, government institutions, and stakeholders. 

Keywords—Analytical Hierarchy Process (AHP); decision-

making; development model; medium altitude long endurance 

(MALE); unmanned aircraft 

I. INTRODUCTION 

Countries worldwide are attempting to acquire or create 
Class 3 unmanned aircraft as part of their armies’ primary 
weapons systems. More and more nations are trying to 
compete in the race to create and offer ever-more advanced 
drones for sale on the international market. Long-simmering 
conflicts and rivalries are expected to change due to the 
emergence of a race for drones [1]. The primary rivalries in 
this arms race are between the United States of America, 
China, Russia, South Korea, and the European Union [2]. 
Unmanned aircraft are divided into three classes based on 
maximum take-off weight, namely Class 1 (<150 kg), Class 2 
(150–600 kg), and Class 3 (>600 kg) [3]. Countries around 
Indonesia such as China, India, Pakistan, Singapore, and 
Thailand already have Class 3 unmanned aircraft. Meanwhile, 
countries that are growing and intend to obtain them include 
Australia, Bangladesh, Japan, Malaysia, the Philippines, South 
Korea, Taiwan, and Indonesia [4]. 

Examples of the deployment of unmanned aircraft in 
warfare include the United States of America’s use of the 
Predator MQ-1 against Osama bin Laden in Afghanistan 
beginning in 2002. The Turkish military used Bayraktar TB2s 
against Syrian Army targets in March 2020 [5]. During the 

Nagorno–Karabakh war of 2020, Azerbaijan employed the 
Bayraktar TB2 against the Armed Forces of Armenia [6]. 
More recently, Russia has reduced the military power of 
Ukraine. Drones have played a significant role in the former’s 
operations and Russia has improved the aiming speed for 
long-range indirect fire through the use of multiple drone 
types that fly at varying altitudes [7]. The conflict in Ukraine 
is swiftly bringing future trends for drone use into view [8]. 
The use of an Unmanned Aerial System (UAS) in a hostile 
environment reduces risk [9]. Drones can be used to solve a 
variety of problems related to the needs of the users, such as 
illegal fishing, illegal immigrants, piracy, floods, forest fires, 
terrorism, and military infiltration of other countries [10].  

According to Presidential Regulation of the Republic of 
Indonesia, number 109 for the year 2020, numerous inventions 
and research projects are being executed efficiently to 
strengthen the country’s technological independence. The 
national strategic program includes the development of 
medium altitude long endurance (MALE) unmanned aircraft 
in Indonesia. The Black Eagle unmanned aerial vehicle 
(UAV) system is part of several governmental research and 
innovation initiatives [11]. Based on documentation studies, 
three alternative development models for MALE-class 
unmanned aircraft have been identified, namely: 1) The BRIN 
model based on a letter from the Deputy for Research and 
Innovation Utilization of the National Research and 
Innovation Agency (BRIN) to the Secretary General of the 
Ministry of Defense dated 23-11-2021 regarding an 
explanation of the follow-up to the MALE UAV program, 2) 
A consortium model based on Minister of Research, 
Technology and Higher Education Regulation no. 38 of 2019 
concerning the 2020-2024 national research program, the 
Agency for the Assessment and Application of Technology 
(BPPT) as coordinator of the combat PTTA development 
program, and based on a cooperation agreement (PKS) 
between the Ministry of Defense, Indonesian National Army 
Air Force (TNI AU), BPPT, Bandung Institute of Technology 
(ITB), PT Dirgantara Indonesia (PTDI), and PT LEN dated 
08-21-2017, and 3) An international cooperation model based 
on the invitation letter and minutes of the coordination 
meeting for the implementation of the offset procurement of 
the Bayraktar TB2 UAV from the Director General of Defense 
Ministry of Defense dated 01-03-21. 

The consortium-based MALE class UCAV development 
program started in 2017 but has been discontinued since 2020 
due to the establishment of the National Research and 
Innovation Agency (BRIN). This study aims to determine the 
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most appropriate unmanned aircraft development model for 
the MALE class for Indonesia’s current situation. This will aid 
decision-making by the government and stakeholders related 
to the drone development model. In this case, an analytical 
hierarchy process (AHP) based on the criteria provided for 
selecting current models can aid in making a superior choice. 

The following section contains a literature review on UAV 
design, opportunities, product budgets, benefits, risks, and the 
AHP method. Section III presents the methodology: system 
design, the AHP method, sampling and data collection, 
research instruments and measurements, and methods of 
analysis. The findings of the analysis are discussed in Section 
IV. Finally, the study will end with conclusions and 
recommendations for future research in Section V. 

II. LITERATURE REVIEW 

Manned aircraft and UAV designs share certain 
similarities and contrasts. They both consist of a design 
procedure, limitations, and core UAV parts (autopilot, ground 
station, communication, sensors, and payload). A UAV 
designer must be well versed in the most recent UAV 
advancements, modern technologies, the lessons learned from 
previous failures, and the diversity of UAV design 
possibilities, and they must understand the environment, the 
requirements, and the design problems, as well as how to 
integrate complex, multi-disciplinary systems [12]. A step-by-
step layout design study was conducted using precision tools 
and computational simulations to define the essential layout 
parameters and choose the ideal airframe-engine combination 
[13].  

When Inertial Navigation System data are not sufficiently 
precise to minimize drift from a planned trajectory, Synthetic 
Aperture Radar (SAR) can assist in UAV navigation [14]; 
[15]. Stability and maneuverability are key trade-offs in 
aircraft construction for civil or military use. The UAV and its 
handling characteristics are both addressed in the design of the 
flight control system [16]. While every technological product 
carries the risk of malfunction or operational error, pilots can 
respond to a failure by using the best mitigation that has been 
designed, such as by disabling automatic power control or 
completing the operation manually [17]. 

The initial model in the B787 Dreamliner program 
represented a disruptive technology product innovation within 
the industry. The program fundamentally altered the supply 
chain of the industry partnership model [18]. Many strategies 
and thematic lenses have arisen in the academic community to 
address various questions in innovation management [19]. 
Similarities exist in the new product development innovation 
process within the stages of identifying issues and 
opportunities, creating and processing ideas, market 
projections, business analysis, visualization, and execution, as 
well as expressing the model in service organizations [20]. 
The current research contains various outstanding challenges 
concerning the discovery of technology opportunities [21]. 
Only an appropriate product structure will allow the benefits 
of product portfolio management to be fully realized [22]. 
With a restricted budget, a government could determine the 
appropriate level of subsidy to boost the sales of 
remanufactured products. The best subsidy is offered when a 

budget is limited [23]. The creation of a project selection and 
evaluation tool may potentially be applied to a wide range of 
research, technology, and investment decisions [24]. 

An organization that creates a new product invests time 
and money in the hope that the product will provide a 
sufficient return on investment. An effective and efficient risk 
management strategy must be selected to match the specific 
product development case. Firms that develop products use 
risk identification, assessment, and mitigation to support their 
risk management procedures and decision-making [25], where 
the risks are detectable and manageable. Product development 
industries are also assisted in incorporating sustainability into 
strategic, tactical, and operational decision-making [26]. 

The AHP method is effective for analyzing a complex 
problem involving the selection of an alternative as a decision 
from several choices. A problem’s complexity stems partially 
from the presence of numerous influencing criteria. AHP 
offers a means of breaking down a complicated unstructured 
scenario into multiple components in a hierarchical order by 
assigning a subjective value to the relative relevance of each 
variable and identifying which variable has the highest priority 
in terms of impacting the outcome of the situation [27]. The 
AHP method developed by Professor Thomas L. Saaty is 
widely used for business purposes in companies, government 
interests, and research. 

The AHP method has been widely used in several research 
fields, for example: The AHP method enables for the 
evaluation and rating of the device's design elements, resulting 
in a more reasonable and comprehensive device design [28], 
The VAHP model is a helpful decision-making tool for 
transportation planners, policymakers, and other stakeholders 
in the industry [29]. 

III. METHODOLOGY 

The research method employed in this study combined the 
survey method by distributing questionnaires to experts in the 
field of UAV development with the AHP method to determine 
the global priority of the alternatives offered. The research 
flow is shown in Fig. 1. A literature review was conducted in 
step one, the criteria for the alternatives presented were 
determined in step two, a questionnaire was developed in step 
three and distributed to expert respondents in step four, the 
data were analyzed in step five, and conclusions were drawn 
from the research findings in step six. The research 
questionnaire can be seen in Appendix 1. 

A. System Design 

In this study, four important criteria were determined, 
namely: 1) Opportunity (Op): With government policies, 
sufficient and qualified human resources, and infrastructure 
for product development, the opportunity is enormous, 2) 
Budget (Bu): Budgets are needed for initial investment, expert 
and employee salaries, tool and material purchases, and testing 
costs, 3) Benefits (B): These include speedier technological 
mastery, achieving defense industry independence, avoiding 
embargoes, creating jobs, and producing foreign exchange, 
and 4) Risk (Ri): The identified risks would manifest in forms 
such as the program not running smoothly, the goal time being 
delayed, the product failing, or there being no partner. Fig. 2 
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shows the AHP structure chart with the existing goals, criteria, 
and alternatives. 

 

Fig. 1. Research flow. 

 
Fig. 2.  AHP structure chart. 

B. Sampling and Data Collection 

The population in this study comprised individuals 
involved in national research and development on MALE-
class drones and their use on the territory of the Republic of 
Indonesia. Samples were selected by purposive sampling, 
which is a technique suitable for data sources with specific 
considerations, such as identifying the person considered to be 
the most knowledgeable in the area under consideration [30]. 
Some questionnaires were distributed online to respondents 
while other respondents were visited face to face. The data 
were collected from July to August 2022. While the AHP 
method has no specific formulation for the number of 
respondents, it must include a minimum of two. The priority 
in applying the AHP method is the quality of the data derived 
from the respondents, not the quantity. The respondents in 
AHP assessments must be experts in order to decide between 
the alternatives proposed. The experts in this case were 
competent individuals who had truly mastered and 
comprehended the situation, influenced policymaking, or 

knew the information needed. 

Table I contains the characteristics of the respondents and 
shows that 36.4% had undergraduate or diploma degrees while 
63.6% had postgraduate degrees, thus indicating a group of 
participants with a high level of education. In terms of the 
respondents’ age, 18.2% of the population were aged between 
41 and 50, 63.6% were aged between 51 and 60, and 9.1% 
were aged between 61 and 75. 

TABLE I. CHARACTERISTICS OF THE RESPONDENTS 

Respondent 
Age 

(years) 

Education 

level 
Institutions 

1 51–60 S3 
Head of Aeronautics Technology 
Research Center, Nasional Research 

and Innovation Agency (BRIN) 

2 51–60 S3 

Member of the House Of 
Representatives - Commission VII 

(Energy, Mineral Resources, 

Research and Technology, 
Environmental Affairs) 

3 51–60 S2 

Secretary General of Indonesian 

Aeronautical Engineering Center 

(IAEC) 

4 41–50 S1 

Chairman of Unmanned Technology 

Systems Association (ASTTA) and 

Director of PT Aeroterra Indonesia 

5 31–40 S1 

Senior Vice President (SVP) 
Technology and Research 

Development Centre of PT LEN 

Industry 

6 51–60 S2 

Director of Commerce, Technology, 

and Development of PT. Dirgantara 

Indonesia (Indonesian aircraft 
industries) 

7 51–60 S1 

Head of Combat Power Division, 

Research, and Development Agency 

of the Ministry of Defense 

8 51–60 S3 

Head of sub-directorate Europe and 

Africa, Directorate of Defense 

International Cooperation, 
Directorate General of Defense 

Strategy Ministry of Defense 

9 41–50 S3 

Lecturer at the Faculty of 
Mechanical and Aerospace 

Engineering and Head of the Center 

for Unmanned Studies, Bandung 
Institute of Technology (ITB) 

10 61–75 S3 

Head of Technology Transfer and 

Offset Defense Industry Policy 

Committee 

11 51–60 S1 

Head of the Indonesian Air Force’s 

Research and Development 

Department 

C. Research Instruments and Measurements 

The research instrument used was a questionnaire with a 
comparison matrix between the criteria (four criteria) and a 
comparison matrix between the alternatives (three 
alternatives) based on the four existing criteria. This study 
used the nine-point Saaty scale, where 1: equal importance, 3: 
moderate importance, 5: high importance, 7: very high 
importance, 9: extreme importance, and 2, 4, 6, 8: 
intermediate values. In addition, demographic questions were 
asked, such as age, education, and employment institutions. 
The research questionnaire is shown in Appendix 1. The 
researcher then inputted data from the questionnaire results 
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into a matrix table in Excel software based on the stages in the 
AHP method (see Appendices 2 to 6). 

D. Methods of Analysis 

Fig. 3 illustrates the 11 main steps used to obtain the 
priorities for the unmanned aircraft development model 
evaluation using AHP, as in [31]; [32]. The study in [33] has 
written that The AHP is sufficient for decision-making. 

 

Fig. 3.  The main steps used to obtain the global priority. 

1) Step 1: Construct a pairwise comparison matrix 

between the criteria. 

Given that there are m responders, there are m pairwise 
comparison matrixes with n criteria, as shown in Table II 
below, where, R denotes Respondent: 

TABLE II. PAIRWISE COMPARISON MATRIX BETWEEN CRITERIA: INPUT 

ANSWERS FROM ALL RESPONDENTS 

R1 C1 C2 ... Cn 

 

Rm C1 C2 ... Cn 

C1 1 X12 ... X1n C1 1 X12 ... X1n 

C2 1/X12 1 ... X2n C2 1/X12 1 ... X2n 

... ... ... 1 ... ... ... ... 1 ... 

Cn 1/X1n 1/X2n ... 1 Cn 1/X1n 1/X2n ... 1 

2) Step 2: Create a geometric mean of criteria 

After entering the comparative assessment into the matrix 
above, an average measurement using the geometric mean 
(see Appendix 7) (GM) of the m respondents’ replies was 
entered using the formula below, with the values shown in 
Table III: 

     √   (  )     (  )     (  )        (  )
      (1) 

     √   (  )     (  )     (  )        (  )
      (2) 

     √   (  )     (  )     (  )        (  )
     (3) 

     √   (  )     (  )     (  )        (  )
     (4) 

TABLE III. GEOMETRIC MEAN OF M MATRIX OF RESPONDENTS’ 

ANSWERS 

GM C1 C2 ... Cn 

C1 1 GM12 ... GM1n 

C2 GM21 1 ... GM2n 

... ... ... 1 ... 

Cn GMn1 GMn2 ... 1 

3) Step 3: Define the priority weights (ev) of the criteria 

Formulas (5) and (6) below were used to calculate and 
assign the priority weights: 

[

          
          
    

          

]  [

          
          
    

          

]       (5) 

 [

          
          
      
          

] 

the GM sum in the 1 row priority weights 
criterion or 

alternative 

(6) 

Y1 = Z11 + Z12 + ..... + Z1n ev1 = Y1 / Q C1 or A1 

Y2 = Z21 + Z22 + ..... + Z2n ev2 = Y2 / Q C2 or A2 

Y... = Z... + Z.... + ..... + Z...n ev...= Y.../ Q .... 

Yn = Zn1 + Zn2 + ..... + Znn Evn = Yn / Q Cn or An 

total: Q = Y1 + Y2 + Y... + Yn 

4) Step 4: Utilize the consistency index (CI) and 

consistency ratio (CR) to evaluate logical consistency via the 

following steps: 

a)  Calculate the value of Vector [A]; Multiplication of 

the geometric mean (GM) matrix with the weight matrix 

priority (ev) = Vector [A]: 

[

          
          
    

          

]   [

   
   
 
   

]   [

  
  
 
  

]                    (7) 

b)  Calculate the value of Vector [B]; 

       | |  |
  

   

  

   

 

 

  

   
|                              (8) 

c) Calculate the maximum Eigenvalue: 

     
                                

                   ( )
                  (9) 

d)  Calculate CI: 

   
      

   
                                        (10) 

e) Determine the Random consistency index (RCI): 

n 
(criteria

) 

1 2 3 4 5 6 7 8 9 10 

RCI 0 0 0.5
8 

0.
9 

1.1
2 

1.2
4 

1.3
2 

1.4
1 

1.4
5 

1.4
9 
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f) Calculate CR:  

   
  

   
                                         (11) 

If the CR value does not exceed 10% or < 0.1, then the 
pairwise comparisons between  criteria data are 
consistent/valid. 

5) Step 5: Construct a pairwise comparison matrix 

between alternatives based on the criteria  

6) Step 6: Create GM of alternatives based on the criteria  

7) Step 7: Define the priority weights (ev) of alternatives 

based on the criteria  

8) Step 8: Utilize the consistency index (CI) and 

consistency ratio (CR) to evaluate logical consistency; The 

processes in steps 5 to 8 are the same as in steps 1 to 4. 

9) Step 9: Define the value of the global priority; Global 

priority = priority weight of each alternative multiplied by the 

priority weight of the criteria. 

10) Step 10: Record the results of the calculations in the 

AHP structure chart; and finally  

11) Step 11: Make a decision. 

IV. RESULTS AND DISCUSSION 

A. Priority Weights of Criteria 

Table IV shows the priority weights of the criteria. The 
benefits criterion obtained the highest ratings with a priority 
weight value of 0.471. This was followed by opportunity, 
budget, and risk, respectively. Meanwhile, the risk criterion 
has a very small priority weight, namely 8.8%. The 
development of MALE-class drones will have significant 
benefits for the nation, including speedier technological 
mastery, defense industry independence, and the avoidance of 
embargoes, job creation, and foreign exchange production. 

TABLE IV. PRIORITY WEIGHTS OF THE CRITERIA 

 
Op Bu Be Ri Sum 

Priority 

weight 
(ev) 

Rank 

Op 0.255 0.179 0.278 0.338 1.050 0.262 2 

Bu 0.243 0.171 0.149 0.148 0.711 0.178 3 

Be 0.436 0.548 0.476 0.426 1.885 0.471 1 

Ri 0.066 0.102 0.098 0.088 0.354 0.088 4 

Sum 1 1 1 1 4 1  

B. Priority Weights of Alternatives Based on the Opportunity 

Criterion 

Based on the calculations in Table V, the following 
priorities among the alternatives were obtained regarding the 
opportunity criterion: 1) The consortium (CO) model with a 
priority weight value of 0.595, 2) The international 
cooperation (IC) model with a priority weight value of 0.240, 
and 3) The BRIN (BR) model with a priority weight value of 
0.165. A CO model for the development of MALE-class 
drones has a better chance of success, with the smallest 
opportunity for the BRIN model. 

C. Priority Weights of Alternatives Based on the Budget 

Criterion 

Using the calculations in Table VI, the following priorities 
among the alternatives were obtained based on the budget 
criterion: 1) The CO model with a priority weight value of 
0.483, 2) The IC model with a priority weight value of 0.357, 
and 3) The BR model with a priority weight value of 0.160. A 
larger budget is required to develop the MALE-class drone 
using a CO model. Budgets are required for initial investment, 
tool and material purchases, and testing costs. The BRIN 
model requires the smallest budget. 

TABLE V. PRIORITY WEIGHTS OF ALTERNATIVES BASED ON THE 

OPPORTUNITY CRITERION 

 
BR CO IC Sum 

Priority 
weight 

(ev) 

Rank 

BR 0.158 0.148 0.189 0.495 0.165 3 

CO 0.633 0.590 0.562 1.785 0.595 1 

IC 0.209 0.262 0.249 0.720 0.240 2 

Sum 1 1 1 3 1  

TABLE VI. PRIORITY WEIGHTS OF ALTERNATIVES BASED ON THE BUDGET 

CRITERION 

 
BR CO IC Sum Priority 

weight (ev) 

Rank 

BR 0.158 0.147 0.175 0.479 0.160 3 

CO 0.512 0.476 0.460 1.449 0.483 1 

IC 0.330 0.377 0.365 1.072 0.357 2 

Sum 1 1 1 3 1  

D. Priority Weight of Alternatives Based on the Benefits 

Criterion 

Based on the results of the calculations in Table VII, the 
following alternative priorities were obtained when 
considering the benefits criterion: 1) The CO model with a 
priority weight value of 0.588, 2) The IC model with a priority 
weight value of 0.260, and 3) The BR model with a priority 
weight value of 0.152. As such, the use of the CO model when 
developing the MALE-class drone would yield greater 
benefits, with the BRIN model providing the lowest benefits. 

TABLE VII. PRIORITY WEIGHTS OF ALTERNATIVES BASED ON THE 

BENEFITS CRITERION 

 
BR CO IC Sum 

Priority 

weight (ev) 
Rank 

BR 0.143 0.129 0.183 0.456 0.152 3 

CO 0.642 0.579 0.543 1.764 0.588 1 

IC 0.214 0.292 0.274 0.780 0.260 2 

Sum 1 1 1 3 1  

E. Priority Weights of Alternatives Based on the Risk 

Criterion 

The calculation results in Table VIII show that the risk 
criterion produced the alternative priorities as follows: 1) The 
IC model with a priority weight value of 0.453, 2) The CO 
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model with a priority weight value of 0.326, and 3) The BR 
model with a priority weight value of 0.221. The development 
of a MALE-class drone with an IC model would carry greater 
risk, such as the program not running smoothly, a delayed goal 
time, and product failure. In contrast, the lowest risk is with 
the BRIN model. 

TABLE VIII. PRIORITY WEIGHTS OF ALTERNATIVES BASED ON THE RISK 

CRITERION 

  BR CO IC Sum Priority 

weight (ev) 

Rank 

BR 0.221 0.228 0.216 0.664 0.221 3 

CO 0.317 0.328 0.333 0.978 0.326 2 

IC 0.462 0.444 0.451 1.358 0.453 1 

Sum 1 1 1 3 1  

F. Verify the CR 

Tables IX and X show the results obtained from using the 
CR of the criteria and the alternatives. A CR value < 0.1 
indicates that both the pairwise comparison data between the 
criteria and the pairwise comparisons between the alternatives 
are consistent or valid. 

TABLE IX. RESULT OF UTILIZING THE CONSISTENCY RATIO (CR) OF 

CRITERIA 

Vector 

[A] 
Vector [B] λmax CI RCI CR 

[

     
     
     
     

] |                    | 4.0715 0.0238 0.9 0.0264 

TABLE X. RESULT OF UTILIZING THE CONSISTENCY RATIO (CR) OF 

ALTERNATIVES 

Based on 

criteria 

Vector 

[A] 
Vector [B] λmax CI 

RC

I 
CR 

Opportuni
ty 

[
     
     
     

] |               | 
3.01

0 
0.004

9 
0.5
8 

0.008
4 

Budget [
     
     
     

] |               | 
3.00

5 
0.002

4 
0.5
8 

0.004
2 

Benefit [
     
     
     

] |               | 
3.01

9 

0.009

5 

0.5

8 

0.016

4 

Risk [
     
     
     

] |               | 
3.00

1 
0.000

3 
0.5
8 

0.000
5 

G. Global Priority 

Table XI shows that the CO model is the top priority with 
a score of 0.548, followed by the IC model with a value of 
0.289, and, finally, the BR model with a value of 0.163. Fig. 4 
shows the AHP structure chart with the priority weights of the 
criteria and the global priority for the development model of 
MALE-class unmanned aircraft. 

A consortium is a collective structure, collaboration, or 
cooperation of individuals or institutions. Previous studies 
have reported its use in a variety of fields, including the 
tourism market [34], electronic products [35], new medical 
product development for transplant patients [36], and in the 
form of an agricultural industrialization consortium in low 

carbon agriculture [37]. 

TABLE XI. GLOBAL PRIORITY 

Priority weight (ev) of alternatives  

Priority 

weight 
(ev) of 

criteria 

 
Global 
priority 

 
Op Bu Be Ri     

Br 0.165 0.160 0.152 0.221  0.262  0.163 

CO 0.595 0.483 0.588 0.326 
X 

 
0.178 = 0.548 

IC 0.240 0.357 0.260 0.453  0.471  0.289 

      0.088   

 
Fig. 4. AHP structure chart with priority weights of criteria and global 

priority. 

V. CONCLUSION 

This study sought to identify the most appropriate 
development model for the MALE class of unmanned aircraft 
using the AHP method. Based on the four criteria examined, 
the results show that the alternatives should be considered in 
the following order of priority: the benefits obtained, the 
opportunity, the budget required, and, finally, the risk that will 
arise. The results of the global priority calculation show that 
the consortium model has the highest value, at 0.548. It can 
therefore be concluded that the consortium model is the most 
suitable for the development of MALE-class unmanned 
aircraft in Indonesia.  

A. Limitation 

This study focused on respondents who were involved in 
national research and development for MALE-class drones, as 
well as their application in the Republic of Indonesia. The 
sample may thus differ from that of other countries and the 
findings of the study may not apply to all countries. 

B. Recommendations for Future Research 

It is recommended that future studies continue to examine 
the consortium model by studying and exploring the benefits 
and drawbacks of current such programs. It is hoped that this 
will provide input and guidance for implementing the next 
consortium program and help to ensure that the MALE-class 
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unmanned aircraft development program runs smoothly and as 
expected. 
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APPENDIX 1. AHP QUESTIONNAIRE 

A The pairwise comparison matrix of criteria 

1 Opportunity 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Budget 

2 Opportunity 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Benefits 

3 Opportunity 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Risk 

4 Budget 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Benefits 

5 Budget 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Risk 

6 Benefits 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Risk 

1: equal importance, 3: moderate importance, 5: high importance, 7: very high importance, 

9: extreme importance, 2, 4, 6, 8: intermediate values 

B The pairwise comparison matrix of alternatives: opportunity basis 

1 BRIN 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Consortium 

2 BRIN 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 International cooperation 

3 Consortium 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 International cooperation 

1: equal importance, 3: moderate importance, 5: high importance, 7: very high importance 
9: extreme importance, 2, 4, 6, 8: intermediate values 

C The pairwise comparison matrix of alternatives: budget basis 

1 BRIN 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Consortium 

2 BRIN 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 International cooperation 

3 Consortium 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 International cooperation 

1: equal importance, 3: moderate importance, 5: high importance, 7: very high importance 
9: extreme importance, 2, 4, 6, 8: intermediate values 

D The pairwise comparison matrix of alternatives: benefits basis 

1 BRIN 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Consortium 

2 BRIN 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 International cooperation 

3 Consortium 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 International cooperation 

1: equal importance, 3: moderate importance, 5: high importance, 7: very high importance 
9: extreme importance, 2, 4, 6, 8: intermediate values 

E The pairwise comparison matrix of alternatives: risk basis 

1 BRIN 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Consortium 

2 BRIN 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 International cooperation 

3 Consortium 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 International cooperation 

1: equal importance, 3: moderate importance, 5: high importance, 7: very high importance 

9: extreme importance, 2, 4, 6, 8: intermediate values 
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APPENDIX 2.  RESULTS OF PAIRWISE COMPARISON MATRIX BETWEEN CRITERIA (11 RESPONDENTS) 

 

APPENDIX 3. RESULTS OF PAIRWISE COMPARISON MATRIX BETWEEN ALTERNATIVES CONCERNING THE OPPORTUNITY CRITERION (11 RESPONDENTS) 

 

R1 Op Bu Be Ri R2 Op Bu Be Ri R3 Op Bu Be Ri

Op 1,00 3,00 0,33 5,00 Op 1,00 1,00 0,20 5,00 Op 1,00 3,00 0,17 6,00

Bu 0,33 1,00 0,20 3,00 Bu 1,00 1,00 0,33 1,00 Bu 0,33 1,00 0,33 3,00

Be 3,00 5,00 1,00 7,00 Be 5,00 3,00 1,00 3,00 Be 6,00 3,00 1,00 9,00

Ri 0,20 0,33 0,14 1,00 Ri 0,20 1,00 0,33 1,00 Ri 0,17 0,33 0,11 1,00

R4 Op Bu Be Ri R5 Op Bu Be Ri R6 Op Bu Be Ri

Op 1,00 0,33 0,20 5,00 Op 1,00 0,14 6,00 7,00 Op 1,00 1,00 1,00 3,00

Bu 3,00 1,00 0,33 3,00 Bu 7,00 1,00 0,17 5,00 Bu 1,00 1,00 1,00 5,00

Be 5,00 3,00 1,00 5,00 Be 0,17 6,00 1,00 7,00 Be 1,00 1,00 1,00 5,00

Ri 0,20 0,33 0,20 1,00 Ri 0,14 0,20 0,14 1,00 Ri 0,33 0,20 0,20 1,00

R7 Op Bu Be Ri R8 Op Bu Be Ri R9 Op Bu Be Ri

Op 1,00 0,14 1,00 1,00 Op 1,00 7,00 0,14 5,00 Op 1,00 5,00 1,00 5,00

Bu 7,00 1,00 1,00 7,00 Bu 0,14 1,00 0,14 0,20 Bu 0,20 1,00 0,14 0,33

Be 1,00 1,00 1,00 6,00 Be 7,00 7,00 1,00 7,00 Be 1,00 7,00 1,00 5,00

Ri 1,00 0,14 0,17 1,00 Ri 0,20 5,00 0,14 1,00 Ri 0,20 3,00 0,20 1,00

R10 Op Bu Be Ri R11 Op Bu Be Ri

Op 1,00 0,11 0,20 1,00 Op 1,00 7,00 7,00 7,00

Bu 9,00 1,00 0,11 1,00 Bu 0,14 1,00 1,00 1,00

Be 5,00 9,00 1,00 5,00 Be 0,14 1,00 1,00 1,00

Ri 1,00 1,00 0,20 1,00 Ri 0,14 1,00 1,00 1,00

R1 BR CO IC R2 BR CO IC R3 BR CO IC

BR 1,00 3,00 5,00 BR 1,00 0,33 3,00 BR 1,00 0,17 0,11

CO 0,33 1,00 3,00 CO 3,00 1,00 3,00 CO 6,00 1,00 0,17

IC 0,20 0,33 1,00 IC 0,33 0,33 1,00 IC 9,00 6,00 1,00

R4 BR CO IC R5 BR CO IC R6 BR CO IC

BR 1,00 0,20 5,00 BR 1,00 0,11 5,00 BR 1,00 0,20 0,50

CO 5,00 1,00 7,00 CO 9,00 1,00 9,00 CO 5,00 1,00 3,00

IC 0,20 0,14 1,00 IC 0,20 0,11 1,00 IC 2,00 0,33 1,00

R7 BR CO IC R8 BR CO IC R9 BR CO IC

BR 1,00 0,14 0,14 BR 1,00 0,14 0,20 BR 1,00 0,11 0,11

CO 7,00 1,00 1,00 CO 7,00 1,00 7,00 CO 9,00 1,00 3,00

IC 7,00 1,00 1,00 IC 5,00 0,14 1,00 IC 9,00 0,33 1,00

R10 BR CO IC R11 BR CO IC

BR 1,00 1,00 5,00 BR 1,00 0,14 0,14

CO 1,00 1,00 9,00 CO 7,00 1,00 0,14

IC 0,20 0,11 1,00 IC 7,00 7,00 1,00
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APPENDIX 4. RESULTS OF PAIRWISE COMPARISON MATRIX BETWEEN ALTERNATIVES CONCERNING THE BUDGET CRITERION (11 RESPONDENTS) 

 

APPENDIX 5. RESULTS OF PAIRWISE COMPARISON MATRIX BETWEEN ALTERNATIVES CONCERNING THE BENEFITS CRITERION (11 RESPONDENTS) 

 

R1 BR CO IC R2 BR CO IC R3 BR CO IC

BR 1,00 0,33 0,20 BR 1,00 0,33 3,00 BR 1,00 0,17 3,00

CO 3,00 1,00 0,33 CO 3,00 1,00 3,00 CO 6,00 1,00 9,00

IC 5,00 3,00 1,00 IC 0,33 0,33 1,00 IC 0,33 0,11 1,00

R4 BR CO IC R5 BR CO IC R6 BR CO IC

BR 1,00 0,33 4,00 BR 1,00 0,11 0,14 BR 1,00 0,20 0,50

CO 3,00 1,00 6,00 CO 9,00 1,00 0,11 CO 5,00 1,00 3,00

IC 0,25 0,17 1,00 IC 7,00 9,00 1,00 IC 2,00 0,33 1,00

R7 BR CO IC R8 BR CO IC R9 BR CO IC

BR 1,00 0,14 0,14 BR 1,00 0,20 0,20 BR 1,00 0,20 0,14

CO 7,00 1,00 1,00 CO 5,00 1,00 5,00 CO 5,00 1,00 0,20

IC 7,00 1,00 1,00 IC 5,00 0,20 1,00 IC 7,00 5,00 1,00

R10 BR CO IC R11 BR CO IC

BR 1,00 9,00 1,00 BR 1,00 0,33 0,14

CO 0,11 1,00 5,00 CO 3,00 1,00 0,14

IC 1,00 0,20 1,00 IC 7,00 7,00 1,00

R1 BR CO IC R2 BR CO IC R3 BR CO IC

BR 1,00 0,33 3,00 BR 1,00 0,33 3,00 BR 1,00 0,11 0,17

CO 3,00 1,00 5,00 CO 3,00 1,00 3,00 CO 9,00 1,00 3,00

IC 0,33 0,20 1,00 IC 0,33 0,33 1,00 IC 6,00 0,33 1,00

R4 BR CO IC R5 BR CO IC R6 BR CO IC

BR 1,00 0,33 5,00 BR 1,00 0,11 0,11 BR 1,00 0,20 3,00

CO 3,00 1,00 7,00 CO 9,00 1,00 0,11 CO 5,00 1,00 5,00

IC 0,20 0,14 1,00 IC 9,00 9,00 1,00 IC 0,33 0,20 1,00

R7 BR CO IC R8 BR CO IC R9 BR CO IC

BR 1,00 0,14 0,14 BR 1,00 0,14 0,33 BR 1,00 0,11 0,14

CO 7,00 1,00 1,00 CO 7,00 1,00 5,00 CO 9,00 1,00 3,00

IC 7,00 1,00 1,00 IC 3,00 0,20 1,00 IC 7,00 0,33 1,00

R10 BR CO IC R11 BR CO IC

BR 1,00 1,00 5,00 BR 1,00 0,33 0,14

CO 1,00 1,00 5,00 CO 3,00 1,00 0,14

IC 0,20 0,20 1,00 IC 7,00 7,00 1,00
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APPENDIX 6.  RESULTS OF PAIRWISE COMPARISON MATRIX BETWEEN ALTERNATIVES CONCERNING THE RISK CRITERION (11 RESPONDENTS) 

 

APPENDIX 7. GEOMETRIC MEAN 

 

R1 BR CO IC R2 BR CO IC R3 BR CO IC

BR 1,00 3,00 5,00 BR 1,00 0,33 3,00 BR 1,00 3,00 0,17

CO 0,33 1,00 3,00 CO 3,00 1,00 3,00 CO 0,33 1,00 0,11

IC 0,20 0,33 1,00 IC 0,33 0,33 1,00 IC 6,00 9,00 1,00

R4 BR CO IC R5 BR CO IC R6 BR CO IC

BR 1,00 0,17 7,00 BR 1,00 7,00 0,11 BR 1,00 0,33 0,20

CO 6,00 1,00 8,00 CO 0,14 1,00 0,11 CO 3,00 1,00 0,50

IC 0,14 0,13 1,00 IC 9,00 9,00 1,00 IC 5,00 2,00 1,00

R7 BR CO IC R8 BR CO IC R9 BR CO IC

BR 1,00 0,14 0,14 BR 1,00 0,20 0,33 BR 1,00 0,33 0,11

CO 7,00 1,00 1,00 CO 5,00 1,00 5,00 CO 3,00 1,00 0,11

IC 7,00 1,00 1,00 IC 3,00 0,20 1,00 IC 9,00 9,00 1,00

R10 BR CO IC R11 BR CO IC

BR 1,00 5,00 1,00 BR 1,00 0,33 0,14

CO 0,20 1,00 1,00 CO 3,00 1,00 0,14

IC 1,00 1,00 1,00 IC 7,00 7,00 1,00

Geometric mean of criteria

Op Bu Be Ri

Op 1,00 1,05 0,58 3,85

Bu 0,95 1,00 0,31 1,69

Be 1,71 3,20 1,00 4,85

Ri 0,26 0,59 0,21 1,00

BR CO IC BR CO IC

BR 1,00 0,25 0,76 BR 1,00 0,31 0,48

CO 4,00 1,00 2,25 CO 3,25 1,00 1,26

IC 1,32 0,44 1,00 IC 2,09 0,79 1,00

BR CO IC BR CO IC

BR 1,00 0,22 0,67 BR 1,00 0,70 0,48

CO 4,48 1,00 1,98 CO 1,44 1,00 0,74

IC 1,49 0,50 1,00 IC 2,09 1,36 1,00

Geometric mean of alternative based on opportunity criteria Geometric mean of alternative based on  budget criteria

Geometric mean of alternative based on benefit criteria Geometric mean of alternative based on risk criteria
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Abstract—The diagnosis of Autism Spectrum Disorder (ASD) 

is a crucial, drawn-out, and sometimes subjective procedure that 

calls for a high level of knowledge. Automation of this diagnostic 

procedure appears to be possible because to recent developments 

in machine learning techniques. This paper presents a unique 

method for improving the performance of a Recurrent Neural 

Network with a Bidirectional Long Short-Term Memory (RNN-

BiLSTM) model for ASD diagnosis by utilizing the power of 

Artificial Bee Colony (ABC) optimization. Because Python 

software is used to carry out the implementation, accessibility 

and adaptability in clinical contexts are guaranteed. The 

suggested approach is thoroughly contrasted with current 

techniques, such as ABC optimization for feature extraction, 

Convolutional Neural Networks (CNN), Long Short-Term 

Memory (LSTM) models, and Transfer Learning, in order to 

highlight its effectiveness. The outcomes demonstrate the 

superiority of the RNN-BiLSTM over other methods, with much 

greater accuracy and precision. Combining RNN-BiLSTM with 

ABC optimization demonstrates not just cutting-edge accuracy 

but also excellent interpretability. By using this sophisticated 

model's capabilities, an outstanding diagnosis accuracy of 

99.12% is attained, which is 2.77% higher than previous 

approaches.  The model helps physicians comprehend the 

diagnosis process by highlighting important characteristics and 

trends that influence its conclusion. Additionally, it lessens the 

subjectivity and unpredictability involved in human diagnosis, 

which may result in quicker and more accurate diagnoses of 

ASD. The research emphasizes how well the Artificial Bee 

Colony optimized RNN-BiLSTM model diagnoses autism 

spectrum disorder. By integrating AI-driven diagnostic tools into 

clinical practice, this research improves early diagnosis and 

intervention for ASD. 

Keywords—Autism spectrum disorder; artificial bee colony; 

recurrent neural network; bidirectional long short-term network; 

artificial intelligence 

I. INTRODUCTION 

ASD is a neurodevelopmental disorder that is widespread 
and complicated that has a big influence on how people 
behave, communicate, and connect with others [1]. It affects 
people of different ages, genders, and backgrounds and spans 
a spectrum of symptoms, from moderate to severe. Since ASD 
was first discovered in the early 20th century, our knowledge 
of it has grown significantly, resulting in better diagnostic 
methods and criteria. Making an ASD diagnosis is a difficult, 
interdisciplinary process [2]. To ascertain the existence and 
severity of the condition, a variety of behavioral, 
developmental, and medical traits are usually evaluated. Many 
times, the diagnosis procedure is a drawn-out and intricate 
process that greatly depends on the knowledge and skills of 
clinicians, psychologists, speech therapists, and other medical 
specialists [3]. A person's quality of life and social integration 
can be greatly improved by early intervention and customized 
assistance, both of which are made possible by an accurate 
and timely diagnosis.  

The Diagnostic and Statistical Manual of Mental Disorders 
and the International Classification of Diseases provide the 
most current and generally recognized classification of ASD, 
while there have been previous updates to the diagnostic 
criteria. These criteria take into account social communication 
impairments, the existence of repetitive and limited behaviors, 
and the requirement to evaluate the severity of symptoms in 
order to make a formal diagnosis [4]. 

Standardized observation, organized clinical interviews, 
and gathering comprehensive developmental histories from 
parents or carers are all common components of the evaluation 
process [5]. There is some subjectivity in the diagnosis 
process since these approaches rely on the experience and 
judgment of specialists to evaluate the behavioral and 
developmental data. Artificial intelligence combined with 
contemporary technology has demonstrated significant 
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potential in aiding in the diagnosis of ASD in recent years. 
More objective and effective diagnostic tools have been made 
possible by advances in machine learning algorithms, data 
analytics, and improved imaging techniques.  

These cutting-edge methods seek to decrease subjectivity, 
increase accuracy, and speed up the diagnosis procedure all of 
which will eventually help people with ASD and their 
families. This lays the groundwork for an in-depth 
examination of the several tools and techniques utilized in the 
diagnosis of ASD. It will examine conventional diagnostic 
techniques, the changing digital tool market, and the possible 
revolution in the sector that AI and ML may bring about. The 
continuous search for more accurate, trustworthy, and 
approachable ways to diagnose ASD is a testament to the 
unrelenting dedication of scholars, medical professionals, and 
activists to helping individuals impacted by this intricate and 
varied disorder [6]. 

Since ASD is a complicated neurodevelopmental disorder 
that affects people differently, diagnosing it may be difficult 
and frequently subjective [7]. The long-term results for those 
with ASD are greatly improved by prompt intervention and 
specialized assistance, which are made possible by an early 
and precise diagnosis of the illness. Integrating cutting-edge 
technologies, including -BC optimization and RNN with 
BiLSTM, has emerged as a viable way to improve the 
diagnostic process in response to the urgent demand for more 
accurate and dependable diagnostic tools [8]. Traditionally, 
the ability of clinicians, psychologists, and other medical 
experts to evaluate behavioral observations, developmental 
histories, and clinical evaluations has been crucial in the 
diagnosis of ASD. However, as this procedure is 
fundamentally subjective, there may be differences in the 
accuracy of the diagnosis and possible delays.  

Improving diagnosis techniques is crucial because of the 
complexity, heterogeneity, and early intervention 
requirements of ASD. The application of AI and ML in 
healthcare has created new opportunities to enhance and 
automate the diagnostic procedure. Large-scale dataset 
analysis, pattern recognition, and prediction are all impressive 
skills of machine learning algorithms. Complex temporal 
patterns and relationships in ASD-related data, such as 
behavioral observations and patient history, may be captured 
by RNN-BiLSTM, a recurrent and deep learning model 
combination [9]. 

Simultaneously, ML models perform better when nature-
inspired optimization methods like ABC optimization are 
included. ABC optimization finds the best answers by 
simulating honeybee foraging behavior. It adjusts the hyper 
parameters of the RNN-BiLSTM model, improving the 
diagnostic efficiency and accuracy of ASD. In order to solve 
the difficulties in diagnosing ASD, this research aims to 
maximize the synergy between cutting-edge AI methodology 
and optimization strategies [10]. The purpose of this work is 
to speed the diagnosis of ASD, decrease subjectivity, and 
improve diagnostic accuracy by presenting the idea of ABC 
optimized RNN-BiLSTM. These developments might lessen 
the load on medical staff and the larger healthcare system in 
addition to enhancing the quality of life for people with ASD 

and their families. It will examine the technique, findings, and 
consequences of this novel approach as we dig into the next 
parts, showing how it advances the continuing search for more 
accurate and dependable instruments in the field of autism 
diagnosis. 

ASD is a multifaceted neurodevelopmental disorder that 
manifests as a wide range of symptoms, including as limited 
interests, repetitive behaviors, and issues with socialization 
and communication. Improving the long-term results for 
people with ASD requires early identification and 
intervention. But making an accurate diagnosis of ASD is a 
difficult process that frequently depends on the expert opinion 
of physicians and other professionals. It is crucial to 
investigate and utilize the potential of cutting-edge technology 
to improve the diagnosis process since subjectivity can result 
in variances in diagnostic accuracy. Artificial intelligence and 
machine learning have advanced significantly in the last 
several years, with a number of applications including 
healthcare. With the availability of more impartial, reliable, 
and consistent evaluation instruments, these developments 
hold the potential to completely transform the diagnosis of 
ASD. RNNs and BiLSTMs are two of the many AI 
approaches that have shown to be effective at processing 
sequential data. This makes them especially suitable for the 
study of behavioral and clinical data related to ASD. 

Finding the cause of an ASD diagnosis is crucial for 
impacted individuals as well as their families, teachers, and 
the general public [11]. ASD is a multifaceted 
neurodevelopmental disorder that presents with a wide range 
of symptoms and problems, including trouble with social 
communication, repetitive behaviors, and narrow interests. 
Effective ASD diagnostic methods and procedures are 
desperately needed for a number of compelling reasons, 
including the need of timely and accurate diagnosis. First and 
foremost, early action is made possible by early diagnosis. 
Although ASD is a lifelong illness, people on the spectrum 
can greatly enhance their quality of life and long-term results 
by receiving the right therapies and interventions at an early 
age.  

When ASD is discovered early on, it is easier to start 
behavioral and educational treatments, speech and 
occupational therapy, and social skill development.  Early 
diagnosis also makes it possible for families to better 
comprehend and assist their loved ones who have ASD. It 
facilitates the development of a more accepting and inclusive 
environment for people with ASD by assisting parents and 
other carers in navigating the difficulties and special 
requirements related to the disease. Early diagnosis allows 
families to get in touch with advocacy and support groups, 
giving them access to important tools and advice [12]. 

In the field of education, prompt diagnosis is essential to 
deliver customized and relevant curricula. Individualized 
Education Plans (IEPs) and accommodations can be 
implemented by educators and schools to make sure that kids 
with ASD get the help they need to succeed in the classroom. 
Fostering a student's intellectual and social growth requires an 
understanding of their unique strengths and difficulties. 
Additionally, the identification of ASD is essential for 
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resource allocation and public health planning. Healthcare 
systems can anticipate the demands on resources and services 
needed to serve people with ASD when they have accurate 
prevalence data. Governments and healthcare professionals 
need to know the extent of the problem in order to deploy 
resources wisely, as the incidence of ASD has been rising. 
Finally, early diagnosis also helps to lessen the long-term 
potential strain on the social assistance and healthcare 
systems.  

People with ASD are more likely to acquire the skills 
required for independent functioning when early treatments 
and assistance are provided, which lessens their long-term 
dependency on intensive support services. These strong 
arguments make it more important than ever to have 
trustworthy, easily available, and effective ASD diagnosis 
methods. In order to guarantee that people with ASD receive 
the support and opportunities they deserve, researchers, 
clinicians, and the larger healthcare community are always 
striving to improve and innovate diagnostic methodologies. 
By doing this, they are making significant progress towards a 
society that is more accepting and understanding of one 
another. 

In order to fully realize the promise of ABC optimization, 
this research explores a novel strategy that blends the 
advantages of AI with optimization methods inspired by 
nature. The goal of the RNN-BiLSTM model's integration of 
ABC optimization is to improve the precision and 
effectiveness of ASD diagnosis. We want to reduce the 
subjectivity present in conventional diagnostic approaches by 
improving the diagnostic capabilities of the model through 
hyper parameter optimization. This research project not only 
satisfies the urgent demand for more impartial and trustworthy 
ASD diagnosis instruments, but it also serves as an example of 
how AI and optimization techniques may work together in the 
healthcare industry.. Combining RNN-BiLSTM with ABC 
optimization presents a viable way to diagnose ASD more 
quickly, which might help affected individuals, carers, and 
physicians better understand the illness and enable early 
intervention.  

The key contributions of the article is: 

 By fusing two potent machine learning techniques 
BiLSTM and ABC optimization the research presents a 
novel diagnostic strategy. By combining the best 
features of both approaches, this innovative approach 
develops a strong foundation for diagnosing ASD. 

 The investigation demonstrates the adaptability of 
ABC optimization in optimizing hyper parameters 
and also its efficacy in selecting the most useful 
features for precise diagnosis of ASD by integrating it 
into the feature extraction process. 

 By employing Python software to construct the 
suggested paradigm, the study demonstrates its clinical 
usefulness. This guarantees flexibility and accessibility 
in actual clinical situations, which makes it a useful 
tool for medical practitioners. 

 The study's impressive 99.12% diagnosis accuracy 
demonstrates the potential of the suggested RNN-
BiLSTM model that has been optimized using ABC. 
This degree of precision is a major advancement over 
current techniques, lowering the possibility of false 
positives and boosting the procedure' dependability. 

The remaining content of this article is arranged as 
follows: A synopsis of relevant research is given in Section II. 
The problem statement is provided in Section III. The article's 
Section IV explains the architecture and methodology of the 
recommended approach. Section V discusses the results and 
the debate that followed. Section VI discusses the conclusion. 

II. RELATED WORKS 

The need for efficient and effective medical diagnostic 
systems in the context of ASD detection and treatment is 
paramount [13]. Healthcare professionals often spend 
considerable time documenting and processing extensive 
remarks related to patient behavioral assessments. Early 
identification of ASD is vital for ensuring individuals receive 
appropriate care and treatment, ultimately improving their 
quality of life. Machine learning models present a promising 
avenue to explore the feasibility of identifying essential 
features and accurately assessing the presence or absence of 
autism. In this study, the objective is to create a 
recommendation model that leverages multiple classifiers to 
enhance the precision of ASD prediction. This study conduct 
experiments with a range of machine learning algorithms to 
assess the model's performance. The results indicate that, 
when considering evaluation metrics such as accuracy, 
precision, recall, and F1-score, Decision Trees and Random 
Forests outperform other algorithms. 

Through the analysis of children's abnormal social 
patterns, behavioral observation is crucial in the diagnosis of 
ASD [14]. Even now, a significant portion of this procedure 
still depends on clinical observations, questionnaire surveys, 
or retrospective video analysis, which drives up the demand 
for experts and drives up labor costs. This work suggests a 
standardized platform for applying computer-aided ASD 
diagnosis to human behavioral data collection, analysis, 
modelling, and interpretation. The suggested system could 
automatically assess children's various social interaction 
abilities utilizing the recorded audio-visual data through 
an organized evaluation process, and it could additionally 
provide the ultimate diagnostic recommendations. During the 
research at a Chinese hospital, data was gathered from both 
ASD-afflicted (72 individuals) and non-ASD (24 individuals) 
patients, totaling 95 participants. According to the clinical 
database, the newly created computer software designed to aid 
in the identification of ASD in children has achieved an 88% 
accuracy rate. 42% accurate it works well with children who 
are around two years old and is as good as experienced 
doctors in diagnosing ASD. This solution can be easily shared 
and used in areas with fewer medical resources. 

ASD is a neurodevelopmental disorder that impacts the 
way the brain forms and involves struggles in perceiving and 
responding to stimuli [15]. The challenges encountered in 
understanding their senses may hinder their ability to act 
appropriately and impede their cognitive and educational 
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development. The goal of this study was to see how the 
nervous system of children with autism and children without 
autism responds to sounds, images, and just sounds using a 
method called EEG. In this research, they looked at 20 
children with ASD and 20 children with TD (typical 
development) to see how their brains work differently. The 
way the brain behaves can be studied by analyzing the EEG 
signal using non-linear methods. In this research, RQA is used 
to understand the hidden patterns in EEG data that are not 
linear. The RQA measures were studied by making different 
changes to the parameters used in the RQA calculations. In 
this research, our focus was on the cosine distance metric as it 
exhibits proficiency in information retrieval, and we 
contrasted different distance metrics to ascertain the most 
suitable biomarker. It examined and talked about every 
combination of the RQA measure and the corresponding 
channel. To determine if someone has autism or not, it used 
the features generated by a technique called RQA. These 
features were then inputted into a special type of neural 
network called BiLSTM. It tested how accurately we could 
classify the channels for each combination. When it comes to 
distinguishing between ASD and TD, the combination of T3 
and T5 channels, along with selecting a fixed number of 
nearby neighbors and utilizing cosine as the distance 
measurement method, is widely regarded as the most 
successful, achieving an accuracy rate of 91.86%. 

Stoddard et al. [16] critically examined the internal 
consistency of the Aberrant Behavior Checklist (ABC), 
Irritability Subscale (ABC-I), and its connection with 
additional indicators of irritability in 758 psychiatrically 
hospitalized youth with autism spectrum disorder, given its 
frequent use in clinical outcome research. Research performed 
factor and factor analysis in both confirmatory and exploratory 
datasets to characterize the ABC-I's internal structure. Based 
on factor analysis, a general factor suggests that the ABC-I 
represents approximately a one-dimensional idea of irritation. 
Apart from irritability, tantrums, verbal outbursts, self-harm, 
and poor affect are also shown as subordinate components. 
Notably, independent of irritation, self-harm factors account 
for a significant percentage of variance. As such, their input 
into studies of treatment effects ought to be taken into 
account. In therapy trials addressing irritability in ASD, more 
research or revisions to the ABC-I may enhance convergent 
validity with transdiagnostic formulations of irritation and 
avoid confounding from self-harm. 

Due to the limited therapy available for ASD, the adoption 
of alternative interventions, such as gluten-free and casein-free 
(GFCF) diets, is common [17]. Objectives were to ascertain 
the impact of a GFCF diet on behavioral issues in kids and 
teens with ASD diagnoses and any possible correlation with 
urine beta-casomorphin levels. For this crossover trial, thirty-
seven participants were enrolled. Every patient had a regular 
diet for six months, which included casein and gluten, and 
then a GFCF diet for an additional six months. The 
intervention's sequence beginning with the GFCF diet or the 
regular diet was decided at random.  Three time points were 
assessed for the patients: before the trial started, following a 
regular diet, and following a GFCF diet. At each time point, 
urine beta-casomorphin concentrations were measured and 

questionnaires about diet compliance, behavior, and autism 
were filled out. Following the GFCF diet, there were no 
discernible behavioral alterations and no correlation with urine 
beta-casomorphin contents. Urinary beta-casomorphin 
concentrations and behavioral signs of autism do not 
significantly change after six months on the GFCF diet. More 
research with a lengthy follow-up period, comparable to ours, 
including components of blinding and placebo are required to 
more accurately identify those who responded to GFCF diets. 

The diagnosis of ASD in children relies on several 
parameters, including social skills, repetitive behaviors, 
speech, and nonverbal communication [18]. Repetitive 
behavior is a crucial indicator for physicians when 
determining drug dosages, particularly in cases where the 
child exhibits increased aggressiveness as a symptom of the 
disorder's progression. To address the need for continuous 
monitoring and to replace the somewhat subjective 
measurement of repetitive behavior using the Aberrant 
Behavior Checklist, the paper introduces an innovative 
solution through the utilization of the IP Webcam app for 
ASD recognition. The proposed method employs activity 
detection to recognize changes in the behavior of autistic 
children, specifically in response to medication overdosages. 
This hybrid framework incorporates training a deep CNN 
model, utilizing the Autismdata.Net dataset, to monitor ASD 
children in their natural environment. Furthermore, transfer 
learning is employed to mitigate overfitting issues associated 
with the relatively small Autismdata.Net dataset when 
assessing the severity of the child's condition. The ASD 
children's behavior is evaluated using the Autismdata.Net 
dataset and validated by examining the thermoregulation of 
autistic children in response to medication. The proposed 
method demonstrates significantly improved action 
recognition accuracy compared to traditional clinical analysis 
or therapist observations. Ultimately, this system offers 
valuable support to physicians in regulating drug dosages for 
children with ASD. 

The literature review emphasizes how important it is to 
have reliable and efficient medical diagnostic procedures in 
order to identify and treat ASD. It highlights how crucial early 
detection of ASD is to better patient treatment and overall 
quality of life. An intriguing strategy to improve the prediction 
accuracy of ASD is the exploration of machine learning 
models. The use of several machine learning algorithms is 
covered in the review, with DT and RF emerging as the best 
options. It also emphasizes the value of computer-aided 
diagnosis, especially when examining behavioral data, and 
provides a common platform for evaluating children's social 
interaction skills. Remarkably, an investigation conducted in a 
Chinese hospital identified ASD in youngsters with 88% 
accuracy, even surpassing that of board-certified physicians. 
The article also explores how EEG data processing is used to 
study how children with ASD's neurological systems react to 
stimuli differently. This study uses neural networks and other 
non-linear techniques, such as RQA, to categorize people with 
a 91.86% accuracy rate. The review also addresses the 
Aberrant Behavior Checklist's internal coherence and 
applicability to the topic of irritability in ASD. Lastly, it 
discusses the use of casein- and gluten-free diets as substitute 
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therapies for ASD and emphasizes the need for more study in 
this field. Overall, the study emphasizes how important 
cutting-edge methods are for diagnosing and treating ASD, 
such as ML, EEG analysis, and nutritional therapies. 

As part of the review of literature, a thorough analysis is 
carried out to evaluate the technologies and procedures that 
are currently being used in the field of diagnosing ASD, 
providing a background for the current research. An analysis 
of previous research reveals a range of methodologies, each 
with unique advantages and disadvantages. Notably, some 
approaches show excellent diagnostic accuracy, but their 
practical use in clinical settings is hampered by their lack of 
interpretability. On the other hand, other studies rely on 
assumptions that can be viewed as unjustified or fail to take 
into account the subtle differences that exist across various 
demographic groups. This review of the literature highlights 
the contributions made by earlier researchers while also 
pointing out the shortcomings and gaps that have been found 
and are being addressed by current research. This nuanced 
view emphasizes how important it is to build on past successes 
and make new contributions that are specifically designed to 
address weaknesses in order to further the development of 
ASD diagnosis techniques. 

III. PROBLEM STATEMENT 

From the above discussed literatures, it states the diagnosis 
of ASD presents a significant difficulty due to its deep 
subjectivity and intrinsic heterogeneity in evaluation, which 
can lead to premature treatments. The subjective knowledge of 
doctors plays a major role in current diagnostic techniques, 

which introduces significant swings in diagnostic accuracy. 
This research project introduces a novel method that makes 
use of ABC optimization to address the urgent problem of 
improving ASD diagnosis. It carefully adjusts an RNN-
BiLSTM architecture's hyper parameters, solving the 
fundamental problem of the pressing need for an ASD 
diagnosis tool that is more streamlined, accurate, and 
objective. This innovation has the potential to improve early 
interventions by reducing subjectivity and expediting the 
diagnostic process. This will ultimately benefit the lives of 
individuals on the autism spectrum and their families, who are 
working towards a future that is more accepting and helpful 
[19]. 

IV. PROPOSED ABC-RNN-BILSTM FRAMEWORK 

This study's technique focuses on improving the diagnosis 
of ASD by applying ABC optimization to an RNN-BiLSTM. 
The first step of the procedure is gathering and preparing a 
large dataset. It then applies the ABC optimization approach 
to adjust the RNN-BiLSTM model's hyper parameters. For 
smooth implementation and accessibility in clinical settings, 
Python software is used. 

The suggested RNN-BiLSTM is then compared with other 
widely used techniques in a comparative study. Feature 
extraction makes advantage of ABC optimization. The study 
assesses the model's interpretability and diagnostic accuracy, 
emphasizing its capacity to mitigate the subjectivity and 
unpredictability that come with human diagnosis while 
illuminating significant traits and patterns impacting the 
diagnostic process. It is depicted in Fig. 1. 

 
Fig. 1. Proposed ABC-RNN-BiLSTM framework. 

A. Data Collection 

The dataset used in this study was downloaded from 
Kaggle and consists of survey answers from people who filled 
out an application, labelled with whether or not the person was 
diagnosed with autism. This dataset provides insights into the 
traits and attributes that may be suggestive of ASD in 
individuals, making it an invaluable tool for research on ASD 
and its diagnosis. Using this dataset, the study intends to 
investigate how machine learning and AI methods, such as 
feature selection and classification algorithms, can enhance 

the precision and efficacy of ASD diagnosis, leading to 
improved early intervention and assistance for people on the 
autism spectrum [20] 

B. Min-Max Normalization for Preprocessing 

Preprocessing is a crucial first step that carefully plans 
data optimization in the goal of diagnosing autism. The 
application of Min-Max Normalization, a reliable approach 
that helps to harmonize the several data sources obtained from 
the patients, is key to this procedure. In order to guarantee that 
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each contributor has an equal weight inside the model, Min-
Max Normalization expertly scales and standardizes these 
varied data inputs to a consistent range between 0 and 1. This 
harmonization reduces any unwanted effects brought on by 
data discrepancies, creating a setting that supports the RNN-
BiLSTM increased accuracy. In addition to strengthening the 
resilience and preparedness of the early warning system, this 
standardized data bedrock serves as the cornerstone of more 
precise autism diagnosis. The actual data   is transformed 
linearly by Min-Max Normalization into the desired 
interval              . 

n=       + (             ) * (
      

         
) (1) 

 The process has the advantage of appropriately 
preserving all links between the data bits. The data won't 
undergo any unfavorable alterations. 

C. Feature Extraction using Artificial Bee Colony  

The traditional ABC method, introduced by Karaboga in 
2005, is a swarm-based artificial algorithm inspired by the 
foraging behavior of bee populations. During their foraging 
activities, honeybees are categorized into three distinct groups: 
employed bees, onlookers, and explorers. The employed bees 
are responsible for collecting nectar and exchanging 
information, the explorers are tasked with discovering new 
food sources, and the onlookers play a crucial role in 
determining the most efficient flight paths. Explorers seek out 
food resources based on their past experiences or sometimes 
by venturing randomly, and they may recruit fellow hive 
members to gather pollen while retaining valuable information 
about the food sources they encounter. 

 The conventional ABC approach, founded on simulating 
bee foraging behavior, serves as a swarm intelligence 
algorithm introduced by Karaboga in 2005 [21]. In this 
approach, honeybees are divided into three roles: employed 
bees, onlookers, and explorers, with each group contributing 
to the collective foraging success of the colony. Conversely, 
on the flip side, the onlookers' selection of the most efficient 
pollen-gathering path is influenced by their knowledge of food 
resources obtained initially and their decision to abandon 
those with lower nectar reserves.  

In the conventional ABC technique, the number of 
explorers and the accuracy of information retained by 
employed honeybees regarding food sources have a significant 
impact on the tracking speed and overall effectiveness. 
According to various references in the conventional ABC 
method, if inaccurate data is incorporated, it can lead to 
suboptimal path optimization by onlookers, ultimately slowing 
down the tracking speed in later stages. Consequently, there is 
a need to implement novel strategies aimed at enhancing 
tracking performance [22]. 

As the number of bee’s increases, the precision of tracking 
also improves. On the contrary, reducing the number of 
pollinators can lead to a shorter procedure duration, although 
it can pose challenges in pinpointing the optimal solution. This 
is because the method executed using a microcontroller has a 
search duration that directly correlates with the bee population 
size, resulting in a longer procedure time for a larger 

population. As a result, to address the challenge of attaining 
the global optimum within a limited number of iterations due 
to a reduced number of bees, an enhanced approach 
employing an ABC method with a minimal number of 
pollinators in conjunction with the RNN-Bi-LSTM technique 
is introduced and applied to forecast ASD.  

The paper introduces an optimized RNN-Bi-LSTM hybrid 
network model, which is enhanced using the ABC algorithm 
to improve the reliability of forecasts. During the search 
phase, the algorithm aims to find a globally optimal solution 
to enhance the resolution. The equation being sought is as 
follows:  

   
                               +             (2) 

When presenting the global best solution, the ABC 
approach prioritizes honey sources that exhibit high 
adaptability while reducing the diversity within the bee 
colony. This can lead to the issue of early convergence, 
resulting in the emergence of localized optima. To address 
this, the enhanced ABC algorithm incorporates flexible 
parameter adjustments that help maintain the convergence rate 
and population characteristics. The search equation for this 
improved ABC algorithm is then derived: 
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Due to the utilization of the reverse martingale feature 
selection method, the subsequent bees will place a higher 
emphasis on searching for nectar resources with limited 
adaptability during the initial phases of the process.  

   
       

        
   

    (7) 

   equation and solutions    are optimized as follows: 

   {

        

∑         
 
   

                   

         ⁄

∑          ⁄ 
   

            
 (8) 

A colony of artificial bees are employed in iterative phases 
to represent dataset features as food sources in the adaption of 
the ABC algorithm for feature extraction in the diagnosis 
of  ASD. These bees investigate feature subsets and assess 
their quality using a fitness function during the employed bees 
phase. Based on the findings of the employed bees, onlooker 
bees choose feature subsets, and if no progress is observed, 
scout bees investigate completely new subsets. Utilizing 
dynamic parameter adjustments, the ABC algorithm balances 
exploration and exploitation to optimize feature selection. 
Through effective feature selection and search, reduction of 
noise and redundancy, and improved ASD categorization, this 
strategy improves diagnosis accuracy. 
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D. RNN-BiLSTM for the Diagnosis of Autism Spectrum 

Disorder 

There is a lot of potential in using an RNN-BiLSTM 
architecture to diagnose ASD. The diagnosis of Autism 
Spectrum Disorder is a complex task that necessitates the 
examination of large amounts of behavioral data, frequently 
spanning many time periods. RNN-BiLSTM's special benefit 
is its remarkable capacity to represent time relationships in 
this data. Complex time-dependent trends in behavioral 
observations are captured by the BiLSTM component by 
taking into account both past and future context in the 
sequences. This is especially important to consider when 
evaluating developmental milestones, social interactions, and 
repeated behaviors, all of which change with time. The ability 
to identify minute alterations and abnormalities that might be 
crucial markers of ASD is provided by the use of RNN-
BiLSTM in the diagnostic procedure, which improves the 
precision and accuracy of the diagnosis. 

The diagnostic procedure gains interpretability thanks to 
the RNN-BiLSTM model. It pinpoints important 
characteristics and trends that influence its diagnostic 
judgments, which may be extremely helpful for medical 
professionals in comprehending the elements influencing the 
diagnosis. This openness can help in the creation of more 
specialized and focused therapies for people with ASD. RNN-
BiLSTM plays a critical role in enhancing ASD diagnosis by 
giving medical professionals a better understanding of the 
diagnostic procedure and the tools they need to make wise 
judgments. It is a major advancement in the direction of more 
dependable and effective diagnostic instruments that can 
hasten early intervention and improve the quality of life for 
people on the autism spectrum and their families.  

An excellent tool in many domains, from time series 
analysis to natural language processing, are RNNs, a family of 
ANN that specialize in modelling sequential data. The 
fundamental function of RNNs is to process data having a 
time-based or sequentially structure, in which inputs are 
handled in connection to one another rather than separately 
from one another. A hidden state that changes over time and 
retains data from previous observations is a key component of 
an RNN's basic design. RNNs are particularly well-suited for 
tasks like speech recognition, language production, and 
sentiment analysis because of their dynamic memory 
mechanism, which enables them to identify and remember 
patterns within sequential data. 

Traditional RNNs do have certain drawbacks, though, 
particularly when it comes to managing long-range 
dependencies. The vanishing gradient issue can make it 
difficult for deep RNNs to learn and retain information over 
long sequences. Variants with more intricate gating 
mechanisms, such as LSTM, were developed to meet this 
problem. These architectures improve RNNs' capacity to learn 
and retain important information over long sequences, which 
makes them a key component of contemporary machine 
learning for a variety of uses, such as speech recognition, 
machine translation, and even the diagnosis of conditions like 
ASD, where it is crucial to model the behavioral data's time 
frame evolution. 

   =∂(        +         )  (9) 

    =(         +          )  (10) 

Here, the weight metrics        are indicated as 

            ,and      , 

The logistic sigmoid function is termed as  : In the hidden 
unit, the candidate state is formulated in, 

 ̆  =tan(          +    (     
     )) (11) 

Here, the element wise multiplication is termed as, 

While
  inininininin hhyhyh 1

ˆ1 
 (12)  

=(
   ininin yhy ˆ1

inin hh 1   (13)  

The reset gate essentially makes the device behave as 
though it is examining the power source first representation of 
a feedback sequence when it is closest to 0, enabling it to 
forget the previously established state. 

Adaptable and dynamic, BiLSTM is a deep learning 
architecture that can handle jobs involving sequential data 
processing. It is a development of the classic LSTM model 
that improves on its ability to identify dependencies in 
sequential data. The primary novelty of BiLSTM is its 
directionality, which enables it to analyze sequences taking 
into account context from both the past and the future. 
Through the use of two distinct LSTM networks one for 
forwarding data and the other for backwards BiLSTM is able 
to fully comprehend the temporal correlations present in the 
data. This bidirectional analysis is particularly helpful in 
situations when a data point's interpretation heavily depends 
on observations from the past and the future. As a result, 
BiLSTM performs exceptionally well in a variety of fields, 
including as voice recognition, natural language processing, 
and time series analysis, where the ability to comprehend 
context is crucial for making precise predictions. 

The vanishing gradient problem, one of the main issues 
with conventional RNNs, is lessened by BiLSTM. Standard 
RNN gradients can get very tiny in deep sequences, which 
hinders learning and makes it difficult for the model to capture 
long-range relationships. By ensuring that information moves 
more freely across the network, the gating methods of the 
BiLSTM enable it to represent lengthy sequences efficiently 
and avoid running into the vanishing gradient problem.  

In applications like as machine translation, where the link 
between words or symbols may span the whole phrase, its 
ability to simulate long-range dependencies is very significant. 
Therefore, by addressing the difficulties of comprehending 
and interpreting sequential information, BiLSTM's improved 
capacity to handle sequential data with both short- and long-
term dependencies makes it a fundamental building block in 
many contemporary deep learning applications, empowering 
advancements in diverse fields. 

An effective and adaptable deep learning model, the 
combined RNN-BiLSTM architecture is well-suited for 
sequential data processing. The advantages of both classic 
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RNNs which are excellent at capturing temporal dependencies 
and BiLSTM which takes into account both past and future are 
combined in this hybrid technique. As a consequence, the 
model gains a thorough knowledge of sequential information, 

which helps it identify complex patterns and relationships in 
any type of data be it behavioral observations, time series data, 
or natural language text. 

 

Fig. 2. Architecture of RNN-BiLSTM. 

BiLSTM allows for a more sophisticated understanding of 
the context inside sequences, which is especially useful for 
applications like voice recognition, sentiment analysis, and, 
most importantly, the diagnosis of complex disorders like 
ASD. This hybrid architecture is a key component of state-of-
the-art machine learning systems because of its capacity to 
extract both short- and long-range relationships from data. Fig. 
2 shows the architecture of RNN-BiLSTM. 

V. RESULTS AND DISCUSSION 

Through the use of ABC optimization, an RNN-BiLSTM 
is optimized in this study to improve the diagnosis of ASD. A 
thorough dataset is gathered and preprocessed at the start of 
the procedure. The RNN-BiLSTM model's hyper parameters 
are then adjusted using the ABC optimization approach. The 
use of Python software facilitates implementation and ensures 
accessibility in medical contexts. Next, a comparative study is 
carried out, whereby the suggested RNN-BiLSTM is 
contrasted with other widely used techniques. For feature 
extraction, ABC optimization is employed. The study assesses 
the model's diagnostic accuracy and interpretability, 
emphasizing its capacity to clarify significant traits and 
patterns impacting the diagnostic procedure while reducing 
the subjectivity and unpredictability inherent in human 
diagnosis. 

Model accuracy, which shows the percentage of properly 
predicted instances among all the instances in a dataset, is a 
crucial performance statistic in machine learning and 

predictive modelling. It measures how well the model can 
predict the future and shows how closely the model's output 
matches the real results or the ground truth. Accuracy is a 
percentage that indicates how well the model performs overall 
in categorizing or forecasting results; higher accuracy values 
indicate a stronger ability to generate accurate predictions. 
Although accuracy offers a comprehensible and transparent 
indicator of a model's efficacy, it is crucial to take into 
account the particular problem context and possible class 
disparities, since a model's exceptionally high accuracy may 
not necessarily indicate that it can generalize well across 
various datasets or conditions. The model accuracy of the 
proposed method is depicted in Fig. 3. 

Model loss, also known as the objective function or loss 
function, is a crucial parameter in deep learning and machine 
learning that measures how different the model's predictions 
are from the real target values. It calculates the prediction 
error, or loss, of the model and provides the foundation for 
fine-tuning its parameters as it is being trained. The main 
objective is to minimize the loss, a sign that the real values 
and the model's predictions are quite near. There are several 
different types of loss functions, such as cross-entropy for 
classification tasks and mean squared error for regression 
tasks. In order to guarantee that machine learning models 
provide precise and accurate predictions, monitoring and 
minimizing the loss function is essential during the training 
process. This will eventually improve the models' 
performance and predicted. It is depicted in Fig. 4. 
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Fig. 3. Model accuracy. 

 

Fig. 4. Model loss. 

 

Fig. 5. ROC curve. 

A thorough assessment has been conducted on the 
effectiveness of the suggested method, which diagnoses ASD 
by combining the RNN-Bi-LSTM with the ABC algorithm. 
The Receiver Operating Characteristic (ROC) curve is a useful 
tool for evaluating the diagnostic performance of classification 

models and is one of the primary metrics demonstrating the 
efficacy of the system. The ROC curve for the suggested 
system, which has attained an exceptional diagnostic accuracy 
of 99.12% in the context of ASD diagnosis, is presented in 
this analysis. Fig. 5 illustrates the graphical depiction of a 
classifier's capacity to discern between positive and negative 
situation is called a ROC curve. Across various categorization 
thresholds, it compares the True Positive Rate (Sensitivity) 
against the False Positive Rate (1-Specificity). One widely 
used statistic to measure a model's discriminatory capacity is 
the area under the ROC curve (AUC). An AUC of 1 would 
indicate a flawless model, whereas an AUC of 0.5 would 
indicate a random estimate. 

A. Fitness Assessment of the Proposed System 

The suggested method, which combines RNN-Bi-LSTM 
with the ABC algorithm for diagnosing ASD, is being 
evaluated for its fitness using a wide range of criteria, 
including accuracy of diagnosis, relevance of feature 
selection, generalization to new cases, computational 
efficiency, robustness to noisy data, interpretability of results, 
comparison with other proven diagnostic techniques, practical 
application in clinical settings, optimization of model hyper 
parameters specify In light of the particular nuances and 
difficulties associated with diagnosing ASD, this evaluation 
seeks to ascertain the system's efficacy in accurately 
diagnosing the disorder, as well as its capacity to identify the 
most informative features, generalize findings to a range of 
patient profiles, and provide useful assistance to clinicians. 
The suggested ABC method's fitness assessment is graphically 
represented in Fig. 6. 

The overall performance of the system model is assessed 
using accuracy. The core idea behind it is that every encounter 
can be accurately predicted. Eq. (14) is utilized to provide the 
accuracy. 
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Fig. 6. Fitness assessment of ABC. 

In addition to being accurate, precision also characterizes 
how similar two or more computations are to one another. The 
relationship between precision and accuracy demonstrates 
how frequently viewpoints can shift. It is brought up in Eq. 
(15). 
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Recall is the proportion of all relevant findings that were 
successfully sorted using the approaches. For these numbers, 
the appropriate positive is obtained by dividing the true 
positive by the falsely negative values. In Eq. (16), the phrase 
is mentioned. 
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Accuracy and recall are combined in the F1-Score 
calculation. Apply Eq. (17), which divides the recall by the 
accuracy to find the F1-Score. 

         
                  

                
   (17) 

A comparison of several techniques for diagnosing ASD is 
shown in Table I, with an emphasis on important performance 
indicators such as F1-Score, Accuracy, Precision, and Recall. 
Remarkably, the outcomes show that the Proposed RNN-
BiLSTM approach performs better than the other methods, 
with an F1-Score of 98.11% and remarkable results of 99.12% 
accuracy, 99% precision, and 98.99% recall. This suggests 
that the RNN-BiLSTM model has excellent diagnostic 
performance and can predict ASD with a high degree of 
accuracy. Although the Transfer Learning method also 
performs exceptionally well, its accuracy and recall are 
somewhat worse than those of the RNN-BiLSTM model. 
However, although still producing excellent results, the 

conventional CNN and LSTM models are inferior to the 
suggested RNN-BiLSTM in every metric. The RNN-
BiLSTM's remarkable performance highlights its promise as a 
robust diagnostic tool for ASD, lowering subjectivity and 
improving the precision and dependability of early treatments 
and support for people on the spectrum. These results imply 
that cutting-edge deep learning methods, like the RNN-
BiLSTM model, have enormous potential for use in healthcare 
and greatly enhance the ability to diagnose difficult 
neurodevelopmental disorders like ASD. In Fig. 7, it is shown. 

TABLE I. COMPARISON OF PERFORMANCE METRICS 

Methods 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

CNN 95 92.35 98.91 97.89 

LSTM 96.77 97.34 96.36 97.12 

Transfer 

Learning 
97.57 98.52 97.56 95.56 

Proposed 

RNN-BiLSTM 
99.12 99 98.99 98.11 

B. Discussion 

The study's results provide strong evidence for the 
usefulness of the suggested ABC-optimized RNN-BiLSTM 
model for diagnosing ASD. The diagnostic accuracy of 
99.12% is an amazing result that puts the model well ahead of 
current approaches, outperforming them by 2.77%. This result 
emphasizes the model's ability to produce extremely precise 
and dependable predictions, which is critical in lowering the 
subjectivity and ambiguity that are frequently connected to 
human diagnosis [4]. Additionally, the interpretability of the 
model gives medical professionals a better grasp of the 
diagnostic procedure, increasing openness and confidence in 
its predictions. A significant achievement in the area, the 
decrease in subjectivity and unpredictability may hasten the 
diagnosis and treatment of ASD in persons on the spectrum 
and their families, therefore enhancing their quality of life. 
These findings demonstrate the enormous promise of AI-
driven diagnostic tools and represent a significant 
advancement in the accuracy and effectiveness of ASD 
diagnosis in clinical settings [5]. 

The obtained findings demonstrate the extraordinary 
accuracy and interpretability of the suggested ABC optimized 
RNN-BiLSTM model, and have important implications for the 
field of ASD diagnosis. In addition to demonstrating the 
model's effectiveness, its exceptionally high diagnosis 
accuracy of 99.12% raises the possibility of its use as a useful 
tool in clinical settings. By giving physicians insights into the 
elements impacting the diagnostic process, the model's 
interpretability improves its value and promotes a 
collaborative and educated approach to ASD diagnosis. But 
it's important to recognize some boundaries. The study 
primarily examines the model's diagnostic accuracy; however, 
in order to give a more thorough assessment, future research 
may explore other performance metrics, such as sensitivity 
and specificity. It is also important to evaluate the model's 
performance across a variety of demographic and population 
groupings in order to guarantee equal application and gauge 
its generalizability. 
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Fig. 7. Comparison of performance metrics. 

Future research might improve the comprehension of the 
intricate elements of ASD by extending the model's 
applicability to multi-modal data, such as genetic and 
neuroimaging data. It is crucial to look at the privacy issues, 
ethical issues, and potential biases related to using AI-driven 
diagnostic tools in actual healthcare settings. Furthermore, 
investigating methods to smoothly incorporate the suggested 
model into current healthcare processes and systems will help 
make it more feasible to put it into practice. Even if the study 
makes a substantial contribution to the diagnosis of ASD, 
addressing these issues in subsequent research projects will 
increase the model's usefulness and clear the path for its 
effective incorporation into standard clinical procedures. 

Enhancing the applicability of the suggested approach 
requires identifying possible generalization routes to more 
complicated scenarios. One approach is to carry out focused 
studies to evaluate the model's efficacy in a wide range of 
neurodevelopmental diseases other than ASD. Adding more 
examples of similar disorders to the dataset like Attention-
Deficit/Hyperactivity Disorder (ADHD) or intellectual 
disabilities will help us better understand how adaptive the 
model is to more complex diagnostic problems. Furthermore, 
determining the model's generalizability requires examining 
its resilience across other age groups, and demographic 
groupings. The model's ability to generalize to complex and 
diverse clinical circumstances might be further improved by 
utilizing multi-modal data, such as genetic or neuroimaging 
information, and applying transfer learning techniques. These 
factors highlight the significance of methodically investigating 
and verifying the model's functionality in more complicated 
circumstances, offering a path for its incorporation into a more 
thorough framework for diagnosing neurodevelopmental 
disorders. 

VI. CONCLUSION AND FUTURE WORKS 

This study represents a major advancement in the 
diagnosis of ASD. A remarkable 99.12% diagnosis accuracy is 
achieved by using an ABC optimized RNN-
BiLSTM architecture. This accomplishment highlights the 
potential of the suggested technique to lessen subjectivity and 
improve the accuracy of ASD diagnosis in addition to 
demonstrating its effectiveness. Clinicians can get important 
insights from the interpretability of the model, which enhances 
their comprehension of the diagnostic procedure. Moreover, 
this decrease in subjectivity speeds up early intervention, 
which is a vital component in enhancing the lives of people 
with autism spectrum disorders and their families. 
Furthermore, the elimination of subjectivity expedites the 
early intervention procedure, and the interpretability of the 
model aids healthcare practitioners in understanding the 
diagnostic process. Subsequent paths might entail 
implementing this model in therapeutic environments, 
carrying out extensive experiments, and broadening its 
relevance to encompass a range of neurodevelopmental 
conditions. Furthermore, investigating the possibilities of 
transfer learning and incorporating multi-modal data may 
improve diagnostic accuracy even more and increase the 
research's impact on the field of medical diagnosis. 
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Abstract—Pregnancy monitoring plays a pivotal role in 

ensuring the well-being of both the mother and the fetus. 

Accurate and timely classification of fetal health is essential for 

early intervention and appropriate medical care. This work 

presents a novel method for classifying fetal health optimally by 

combining the Bat Algorithm (BA) in an effective manner with a 

hybrid model that combines Recurrent Neural Networks (RNN) 

and Extreme Gradient Boosting (XGB). The Bat Algorithm, 

inspired by the echolocation behaviour of bats, is employed to 

optimize the hyperparameters of the XGB-RNN hybrid model. 

This enables the model to adapt dynamically to the complexities 

of fetal health data, enhancing its performance and predictive 

accuracy. The XGB-RNN hybrid model is designed to capitalize 

on the strengths of both algorithms. XGB provides superior 

feature selection and gradient boosting capabilities, while RNN 

excels in capturing temporal dependencies in the data. This 

approach effectively deals with the difficulties involved in 

classifying fetal health in the context of pregnancy monitoring by 

combining these approaches. Python is used to implement the 

proposed framework. To validate the performance of the 

proposed approach, extensive experiments were conducted on a 

comprehensive dataset comprising a wide range of physiological 

parameters related to fetal health. When it comes to fetal health, 

BAT Algorithm's XGB-RNN (BARXG) performs outstandingly, 

greater than other classifiers in terms of accuracy, sensitivity, and 

specificity. The proposed BARXG model has greater accuracy 

(98.2%) than existing techniques, which include SVM, Random 

Forest Classifier, LGBM, Voting Classifier, and EHG. 

Keywords—BAT; fetal health; pregnancy monitoring; RNN; 

XGBoost 

I. INTRODUCTION 

Embryogenesis and maternity are essential components for 
human life and fertility. Whenever the fertilized egg, also 
called as a zygote, grows becomes a developing embryo, 
becomes a fetus, and finally culminates with the conception as 
a new human being, it is called pregnancy. Although 
becoming pregnant is an amazing experience, there are 
dangers and uncertainty involved. It is crucial to protect the 

mother's wellness and health in addition to the developing 
fetus. Regular fetal health monitoring is essential to prenatal 
treatment in order to identify and quickly fix any possible 
problems. This is a complicated and transformational process. 
Monitoring the development of the fetus throughout 
pregnancy is one of the hardest and most complex treatments. 
Although the average duration of this incredible journey is 
forty weeks, individual experiences may vary greatly [1]. The 
growing child of a person around the final stages of pregnancy 
is called a fetus. It is a crucial phase that comes after the 
embryonic stage and before childbirth during the entire human 
gestational process. In the fetus, the life form develops 
significantly. Usually, the fetus is just a few millimeters long 
at the start of the fetal stage, which occurs during the ninth 
week of development [2]. The fetus may grow to a size of 19 
to 21 inches or greater by the conclusion of the trimester. The 
following are the phases of fetal growth. Weeks 9–12 of the 
first trimester, the fetus experiences tremendous expansion 
and growth. Important organs and tissues develop, and the 
fetus starts to take on characteristics of a little human. Weeks 
13–27 of the second trimester, the fetus's body is growing as 
well as becomes more proportional. The embryo starts to 
move more deliberately and has the ability to grab items and 
sucks its thumb. Weeks 28 to Birth of the third trimester, a 
noticeable increase in size characterizes the last trimester. 

 This tissues and structures of the fetus develop more in 
order to get prepared for living beyond the mother's body [3]. 
The mother can clearly observe the fetus's movements, and it 
is capable of reacting to outside stimuli. A fetus is vulnerable 
to various issues throughout the course of pregnancy. 
Obstetrics carelessness can have devastating consequences, 
such as during childbirth fetal mortality, deaths from stillbirth, 
including over time infant neurological abnormalities. More 
than 1.3 million fetal fatalities happen throughout childbirth 
every year [4]. Birth asphyxia represents one causing the main 
causes of fetal death. Birth asphyxia, also known as hypoxia, 
is the result of a disruption in the blood supply via the 
placenta, which results in low oxygen levels in the fetus's 
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brain. Hypoxia-induced fetal distress can result in a range of 
anomalies during birthing that can be classified as either life-
threatening or non-life-threatening. A newborn's brain is very 
susceptible to the effects of oxygen; hence a shortage of 
oxygen can have fatal consequences for the developing brain. 
Therefore, in order to identify fetal acidic conditions early on, 
we require an effective method that can track the fetal 
condition in real time and notify obstetricians when something 
odd happens so they may act quickly to save the fetus from 
irreversible harm. Birth asphyxia caused hypoxia causes 
permanent mental and physical disabilities such as spinal cord 
injury, deafness and visual impairment, speech difficulties, 
and autism. One typical outcomes diagnosis linked to 
fetal/perinatal brain damage is cerebral palsy (CP). 

Most people agree that cerebral palsy (CP) is a disorder for 
neurological growth that causes dyskinesias and spastic 
quadriplegia or diplegia, and hemiplegia. In full-term 
newborns, the rate of CP ranges from 2.5 to 4.0 in 1000 births. 
However, this number rises to 16–22 per 1000 live births for 
children delivered preterm or individuals that are tiny for their 
gestational age (growth limited). In industrialized nations, the 
Maternal Mortality Ratio (MMR) is significantly lower than in 
impoverished nations. High MMR frequently results in issues 
such as pre-eclampsia, insufficient tracking of both the 
maternal and unborn child's health, and pregnancy-related 
diabetes. With the right medical attention, MMR can be 
decreased and avoided. Monitoring of the baby is a routine 
practice carried out in the third trimester. Fetal tracking 
involves assessing the unborn child's health [2]. The well-
being of the mother has a direct impact on fetal development. 
Cardiotocography is used to continuously measure the well-
being and development progress of the fetus in order to 
prevent such issues. The goal of the cardiotocography is to 
assess the maternal uterine contractions while simultaneously 
monitoring the fetus' heartbeat. This procedure could be 
carried out in the last trimester, after the fetus's development 
has fully synchronized with its heart beat. Because this 
technique is simple and inexpensive, it should only be used by 
qualified medical professionals to diagnose fetal condition 
early and lower fetal mortality. The results of the CTG will 
show the mother's uterine contractions alongside the unborn 
child's heart rate, acceleration, deceleration, among other 
intricate measurements. Mother and fetal well-being are 
closely related. Managing the well-being of mother as well as 
baby depends on lowering the number of fetal deaths and 
keeping an eye on the circumstances of fetal health [5]. A 
prenatal test used to track the heartbeat of the fetus and uterine 
contractions throughout both gestation and delivery is called 
CTG, or Electronic Fetal Monitoring (EFM). 

These variables are monitored by two sensors, and the 
initial value, allowable variations, decelerations, and 
accelerations are used to classify the fetal health state. Medical 
professionals regularly look at these amounts and classify the 
fetus's health. Any numbers that deviate from a healthy state 
should raise suspicions about one's health. Healthcare workers 
review the data and assign an identifier to each characteristic. 
The CTG technique, which uses an electromagnetic field 
(EMF) equipment to track heart rate and uterine reductions 
throughout pregnancy, is used to get these data. Healthcare 

professionals physically categorize collected information and 
match it within a category in which the criteria are fulfilled; 
whenever the values fall outside of this range, an anxious 
condition is indicated. Through health state prediction, 
machine learning techniques can help physicians determine 
the fetal medical condition [6]. Doctors often use 
cardiotocography (CTG) for their clinical duties to track and 
evaluate the fetal status throughout gestation and delivery. 
CTG entails constant recording of both uterine contraction 
(UC) and fetal heart rate (FHR) signals. However, as fetal 
physiological changes are intricate and controlled through 
neurological mechanisms, there is typically a great deal of 
intra-observer and inter-observer discrepancy when utilizing 
standard criteria over visual interpretation of FHR signals. 
Obstetricians reduce diagnostic errors during labour by doing 
several subjective judgments. The key issue with the 
previously described procedure, nevertheless, is that it cannot 
be empirically realised; instead, obstetricians rely their 
conclusions only their own observations. As a result, the 
frequency of needless cesarean sections (CSs) brought on by 
subjectively mistake is rising, and this has made the pursuit on 
an additional accurate examination of the FHR signal its 
primary motivation. 

The principal technique used most commonly in hospital 
routine tests for fetal status identification is the 
cardiotocogram (CTG). Prenatal surveillance of CTG 
primarily uses two physiological signals: fetus heartbeat and 
uterine contractions. The distress of the fetus affects FHR, 
resulting in anomalous high or decreased FHR occurrences. 
Initial pathogenic condition identification is accomplished 
with the help using such data. CTG data may be used to 
categorize the fetus's pathogenic status in relation to regular, 
which indicates its healthy state. A hypoxic fetus is extremely 
susceptible and might be temporarily impaired or even die 
after birth. Over half of all the deaths that occur can be 
attributed to insufficient therapy and misinterpretation of FHR 
[7]. Fetal health diagnosis is a challenging procedure that 
depends on a number of input elements. The identification of 
fetal healthy state is made based on the levels or range of 
values associated with these symptoms. Determining the 
precise amounts for the periods among the provided signs that 
influence the diagnosis's outcome can be challenging with 
occasions. Physicians frequently divide the entire pain phase 
value into smaller segments, examine each segmented 
segment, and determine the person's overall health status 
based on their analysis. These periods frequently convey 
uncertainty and might vary from patient to patient. 
Additionally, distinct patients may respond to similar illnesses 
in varying ways. Women who are getting ready to become 
mothers have begun looking for prenatal guidance and 
knowledge about risks while illness symptoms through online 
resources. Despite approximately 3.7 billion application 
downloads in 2017, there were over 325,000 fitness, health, 
and medical applications accessible; pregnancy-related apps 
make up a significant portion of this category [8]. 

Apps for smartphones and tablet computers can help 
expectant mothers obtain information, track the growth of 
their fetus, comprehend alterations to their own bodies, and 
get comfort when they have worries. A gadget like a video 
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camera, wellness tracker, Kegel "exerciser," fetal heart rate 
"listener," or another kind of device allowing participants to 
monitor and communicate their personal data might be linked 
to maternity applications. On the other hand, nothing exists 
regarding the way smartphone app-based health treatments 
affect mother's behaviours or perinatal well-being [9]. 
However, there is a lack of research on the effectiveness of 
apps, their content, how mothers use them, or the best 
methods to include them into normal prenatal education and 
care. Midwives along with other professionals often speak to 
pregnant women that download and utilize applications. 
Classification systems for fetal health aid in the early 
detection of anomalies, problems, or departures from the 
typical developing processes [10]. Healthcare personnel have 
the ability to swiftly implement suitable treatments since 
earlier diagnosis. Rapidly healthcare treatments might be 
critical towards avoiding or minimizing problems, and early 
diagnosis of fetal health abnormalities facilitates these 
therapies. Based on the severity of the problem, this may 
involve measures including suggesting surgery, giving 
medicine, or altering mom's lifestyle. Pregnant women might 
feel less stressed and anxious when they realize their unborn 
child is well and under constant observation. Improved 
outcomes and fewer needless healthcare procedures might 
arise from personalized care. More precise fetal health 
categorization enables improved delivery process preparation. 
This helps in deciding if early labour inducers or cesarean 
section is required, as well as ensuring the right doctors 
remain on hand for the birth. In healthcare applications, 
selecting features is a critical process that is handled using the 
Bat Algorithm. The research shows how this method may be 
used to improve model accuracy and comprehension by 
identifying the most pertinent characteristics in the 
Cardiotocography (CTG) dataset. 

The following are the main contributions to the suggested 
work: 

 In an initial processing measure, it employs class 
weighting to prevent overfitting when training the 
model. 

 Sequencing and temporal connections in data are 
captured by RNNs. RNNs may simulate how fetal 
heart rate and uterine contraction patterns change over 
time within the framework of fetal health monitoring. 
This is necessary in order to identify any abnormalities 
or anomalies. 

 A hybrid design fuses the RNN and XGBoost models 
together. This combination enables the model to take 
use of RNNs' capacity for capturing temporal dynamics 
and XGBoost's expertise in feature engineering. 

 The output of RNN is fed into XGBoost for 
classification. RNN-XGBoost model had 
hyperparameters tuned using the BAT algorithm. 

 In the end, the optimization process of the Bat 
Algorithm yields a collection of characteristics 
regarded most significant for the goal of classifying 
fetal health. 

This article's remaining sections are organized as follows: 
In Section II, an overview of relevant studies is provided. 
Section III presents the problem description for the current 
system. The approach and architecture of the suggested 
BARXG model for Fetal health classification are explained in 
Section IV of the paper. Section V presents the findings from 
the investigation and the subsequent discussion. Conclusion 
and future application of the suggested paradigm are covered 
in Section VI. 

II. RELATED WORKS 

The research in [11] proposed a fetal health classification 
using T2-FNN method. The fetal medical diagnosis can be a 
challenging procedure which requires a variety of inputs 
elements. An assessment of fetal medical condition has been 
carried out via the numbers or varying numbers associated 
with those given signs. Their will likely be discussion among 
specialized physicians when determining the precise ranges 
that constitute gaps while identifying illnesses. Since a 
consequence, illness diagnosis frequently takes place in 
unreliable circumstances and occasionally results in 
unfavourable mistakes. Precisely a result, choices may be 
questionable due towards the ambiguous aspect of illnesses or 
insufficient patient information. The 21 intake criteria define 
the fetal medical condition. The estimation of these numbers 
included testing and observations. Three outcome diagnoses 
for good stages for fetal growth have been defined using 
potential amounts for these variables. Average, Suspected, as 
well as Abnormal include these. It had been possible to 
establish overall type-2 fuzzy neural networks (T2-FNN) 
method's architecture utilizing the quantity combined inputs 
and outcomes symptoms. Utilizing fetal records, the 
developed T2-FNN is evaluated. The structure of the system 
makes use of a variety of criteria. The design turns out that 
while the number of criteria increases, so does the efficiency 
of the system. Utilizing fetal records, the developed T2-FNN 
is evaluated. The structure of the system makes use of a 
variety of criteria. The design turns out that while the number 
of criteria increases, so does the efficiency of the system. 
Although T2FNNs become more sophisticated than regular 
neural networks, they may be costly to compute and more 
difficult to carry out, particularly for applications that operate 
in real time. 

The research in [12] proposed a fetal health classification 
using machine learning techniques. Cardiotocography (CTG) 
depicts the fetus's condition while in labour within the uterus. 
Yet, based on the obstetrician's experience, evaluating the 
results might be a very biased procedure. Infant monitoring 
digitally collect data (such as baby heart rate, movements and 
accelerating). Many investigators have concentrated their 
efforts on CTG information in order to evaluate fetal health 
utilizing different AI algorithms. Utilizing fetal heart rate data, 
certain investigators utilized neural networks to forecast fetal 
health. The suggested approach used the Fetal Health 
Assessment information set, which consists of CTG files, 
along with five ensembles participants: Random Forest, 
AdaBoost, XGBoost, CatBoost, and LGBM. The voting 
classifier, sometimes referred to by the term Meta classifier, 
classifies the CTG information using the results obtained from 
RF, XGBoost, AdaBoost, CatBoost, and LGBM. To categorize 
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CTG data, a soft voting technique is implemented using the 
mean result from every ensemble classifier. Regarding 
situations when many ensembles learner work identically, a 
soft voting classifier may be useful. The deficiencies of each 
individual ensemble‘s learners might be compensated by 
combining their work. In order to improve the efficiency of 
the entire model, the soft voting classifier ultimately removes 
the flaw of one particular classifier. Ensembles approaches, 
including the majority of machine learning algorithms, were 
dependent on noisy data; particularly the existence of 
disturbance in fetal health surveillance information may have 
an influence overall the model's efficiency. 

The study in [13] suggested a strategy for fetal health 
classification.  It is usual practice to utilize uterine 
contractions (UC) activities to gauge when labour and delivery 
will begin. In order to monitor UC and discriminate between 
effective and unproductive contractions, electro hysterograms 
(EHGs) have lately been adopted. From this investigation, the 
researchers utilized a convolutional neural network also 
known as CNN to detect UC in EHG signals. In order to 
create a CNN model, an open-access database has been 
utilized. Utilizing by five times cross-validation, a model 
based on CNN was created then learned with DB1. The CNN 
framework created with DB1 was utilized with DB2, a 
separate clinical database, to assess its generalizability for 
identifying UCs. Employing the multiple channels of 
communication system as well, the EHG signals in DB2 have 
been collected via 20 pregnant women, as well as 308 parts 
have been retrieved. The number of trials might be increased 
by combining both databases that might be preferable to teach 
the CNN model. The research has shown how CNN would 
effectively distinguish UCs with EHG signals. This technique 
makes it possible to consistently and correctly identify UCs, 
offering a unique tool for keeping track of the status of the 
labour and the health of the mother and fetus. Uneven classes 
might exist in EHG datasets, including UCs occurring less 
frequently than non-UCs. Unbalanced data may generate 
unbalanced models while having an impact on effectiveness in 
reality. It might be challenging and exhausting to integrate the 
CNN approach within present clinical processes and medical 
records systems. 

[14] suggested a fetal health monitoring approach. To 
limit development negotiation, lower mortality, and avert 
premature birth, considerable health care services have been 
devoted toward tracking risky pregnancies. Another crucial 
sign for prenatal health was recently identified as fetal 
movement. Surveys showed that undesirable delivery rates 
occurred in 25% of pregnancy with reduced fetal movement 
during the 3rd trimester. They provide a better iteration of the 
automatic FetMov identification they already recommended. 
FetMov means Processes identified as FetMov by an 
ultrasonographer. Activities not identified from the 
ultrasonographer as FetMovs but with FetMov-like 
characteristics are called artefacts (Artf). They consist of 
parental body motions and sensor shifts. Information from 
accelerometers have been pre-processed using separate 
component analysis while wavelet decomposition over the 
initial time. The categorization set of characteristics has been 
increased by one attribute to 31 factors. Various models have 

been assessed employing a ten-fold cross-validation approach 
with the aim evaluate the performance of the suggested 
parameters. Thirty-one characteristics were taken using 
acceleration information in order to recognize fetal 
movements. Various predictors had been used for 
distinguishing fetal from non-fetal moves according to these 
characteristics. The models' reliability has been investigated 
across various artefact levels within the categorizing 
information. Bagging classifier method produced the most 
effective results. Automatic identification systems could result 
in false positives or false negatives, which could cause worry 
in expectant parents and result in pointless treatments or 
undetected problems in professional settings. Datasets that are 
unbalanced may result from uterine contractions being 
comparatively uncommon occurrences as compared to non-
contraction times. This disparity problem might not be 
sufficiently addressed by bagging, which could lead to skewed 
predictions. 

The research in [15] proposed a Fetal health monitoring 
using IoT method. Digital health apps utilizing the Internet of 
Things provide helpful instruments enabling efficient and 
dispersed automated systems for diagnosis. In order to track 
mother's and baby messages over pregnancy at high risk, this 
research suggests developing a combined approach utilizing 
Internet of Things (IoT) sensors, extracted features from data 
analysis, along with a predictive evaluation assist method built 
around a single-dimensional CNN classifier. In addition to 
recording the heart rate of the fetus, a number of clinical 
indications connected with the mother are also tracked, 
including blood pressure, temperature, heartbeat rate, uterine 
tonus action, and oxygen consumption. A substantial volume 
of data is produced at various speeds along with diverse 
formats by various sources. Utilizing a fog computing layer, a 
critical diagnosis system is suggested, considering the 
acquisition of various features along with the computation of 
both linear and nonlinear measurements, intelligent analytics 
for health system is suggested. Lastly, taking into account six 
potential outcomes, a method of classification is suggested as 
a system of forecasting for the categorization of maternal, 
fetal, and simultaneous health status. The crisis system 
receives information produced by IoT devices and employs it 
to evaluate and figure out whether it detects either severe fetal 
or maternal discomfort. The healthcare team is notified right 
away if a critical situation emerges. Following this analysis 
stage, every feature is computed and transmitted to the 
suggested estimation system using a single-dimensional CNN 
in the cloud-based approach. Lastly, the healthcare 
professional is supplied with a categorization that validates the 
diagnosis of illness. Severe legal requirements have to be met 
by IoT devices utilized in the healthcare industry. It might take 
money and effort to fulfill these criteria. 

When it comes to predicting specific fetal health problems, 
like with a late- difficulties, which might arise following 
regular monitoring happened, the current categorization 
approach may not be very reliable. Several variables, 
consisting as mother health, genetics, and surroundings, might 
affect the health of the fetus. Such factors may lead to fetal 
reaction inconsistency and make categorization more difficult. 
The categorization scheme is predicated on data gathered from 
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typical prenatal visits, although might not necessarily offer an 
all-encompassing picture of fetal health. Reliable evaluation of 
several crucial factors is difficult, including fetal activity along 
with placenta functioning. T-2FNNs are more complex than 
their Type 1 counterparts due to the additional dimension of 
uncertainty they handle. This complexity can make the model 
challenging to understand and implement, especially for 
healthcare professionals who may not be familiar with fuzzy 
logic or neural networks. In contrast to simpler models, 
Random Forest models might be more difficult to read, which 
can make it difficult to comprehend the rationale behind 
certain categorization decisions—a critical skill in medical 
contexts. AdaBoost are very complicated, it may also overfit. 
Despite CatBoost's economical architecture, it could need an 
extended period to train than other algorithms, which could be 
a drawback for healthcare applications that need to respond 
quickly. LGBM may not perform as well with small datasets, 
as it is optimized for large-scale data. 

III. PROBLEM STATEMENT 

There are a number of issues with the current Optimum 
Fetal Health Classification during Pregnancy Monitoring 
which might affect how accurate and useful it is. Compared 
with other classification models, T2FNNs can be harder to 
comprehend, which makes it harder to justify certain 
categorization choices. Readability is essential in medical 
settings to win over healthcare professionals' confidence along 
with approval. Several machine learning models, particularly 
over fitting ones, exhibit weak results with unknown data yet 
good performance on training information. Overfit methods 
can't adjust effectively to novel patients or circumstances in 
healthcare settings, which might result in inaccurate 
diagnoses. The methods used today frequently depend on 
predictive models along with past information, and this may 
not be able to appropriately forecast difficulties in the future 
or account for each person pregnancy variances. Aspects such 
as fetal position, mother bodily habits, and electrode location 
might affect the quantity of EHGs. Errors in categorization 
might result from noisy or unreliable information [16]. The 
deployment of bagging classifiers along with other algorithms 
based on machine learning in healthcare facilities may be 
limited due to their computing demands, which necessitate 

substantial expenditures for both training and real-time usage. 

IV. PROPOSED BAT ALGORITHM-DRIVEN XGB-RNN FOR 

OPTIMAL FETAL HEALTH CLASSIFICATION IN PREGNANCY 

MONITORING 

Compiling information on pregnancy monitoring is the 
initial stage. The information collected might contain the 
fetus's patterns of motion, heartbeat, and additional indicators 
of wellness throughout duration. Before being analysed, the 
gathered data must be cleansed. In order to handle values that 
are absent, normalize the data, and perhaps identify pertinent 
features for the classification task, all of this must be done. 
The framework and hyperparameters for a machine learning 
model are optimized using the Bat Algorithm. It can assist in 
choosing among the most important characteristics, 
determining the ideal model variables, and enhancing the 
efficiency of the framework as a whole. Along with the 
methods for categorization is XGBoost. Most commonly, it's 
employed to offer a preliminary data categorization. 
Sequential data, such as data on fetal health over time, are 
analyzed using the RNN. Utilizing a combined method like 
layering or mixing, merge the outcomes of the RNN and 
XGBoost model. Classification is done after hyperparameter 
tuning by BAT algorithm. Then fetal health is classified using 
BARXG model. Fig. 1 shows the overall diagram of proposed 
BARXG model for Fetal health classification. 

A. Data Collection 

Cardiotocograms (CTGs) are an easy-to-use, reasonably 
priced method of evaluating fetal health that enables medical 
practitioners to implement preventative measures against 
mother and infant death. The gadget essentially functions by 
delivering ultrasonic pulses and interpreting the reaction, 
thereby providing information on a variety of topics including 
uterine contractions, fetal movements, and fetal heart rate 
(FHR). The dataset is collected from fetal health classification 
from the website Kaggle [17]. 2126 sets with features taken 
from cardiotocogram tests are included in this collection of 
data. Three experienced obstetricians divided the 
characteristics among three categories: Normal, Suspect, and 
Pathology. 

 

Fig. 1. Proposed BARXG model for fetal health classification. 
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B. Data Pre-processing 

1) Data oversampling: To describe the relationship 

between variables during the model's development, the 

number of values provided in the dataset were standardized 

through a range from −1 to 1 during the preprocessing stage. 

The imbalanced dataset was handled using progressive class 

weighting following feature extraction. Adding some weight 

to every class to give the minority classes greater significance 

represents one among the easiest approaches to overcome this 

class imbalance and create a classifier which will learn 

similarly from all classes. It easily multiplies the entropy part 

of every class using the associated weight in a tree-based 

model, whereby the best split is defined using a certain metric, 

such lower entropy, to give the minority classes greater 

prominence. 

In Eq. (1), 𝑎1 represents a new value derived using the 
values, illustrates the normalizing and standardized procedure 
for feature extraction. 

   𝑎1 =
𝑎−𝑚𝑖𝑛 (𝑎)

𝑚𝑎𝑥(𝑎)−𝑚𝑖𝑛 (𝑎)
                      (1) 

InEq. (2) provides the extended version that describes the 
polynomial expansion (PE) function utilized in feature 
extraction, where n denotes the degree of expansion and {b,c} 
are the independent variables within the dataset. Although the 
n degree in this study has been set at 2, the dataset in PE 
expands exponentially and horizontally with respect to n. 

(𝑏 + 𝑐)𝑑 = ∑(𝑒
𝑑)𝑏𝑒𝑐𝑒−𝑘                      (2) 

However, computational expenses and horizontal 
expansion were kept to a minimal. Classes might be 
periodically evaluated by calculating their entropy function 
(f), as demonstrated by Eq. (3). 

𝑓 = ∑ 𝑞𝑔𝑔 log (𝑞𝑔)                       (3) 

C. BAT Algorithm Driven RNN-XGBoost Model for Fetal 

Health Classification 

This hybrid model combines the strength of XGBoost and 
Recurrent Neural Networks (RNN) with a feature selection 
method called Bat Algorithm (BA). The first step in the 
procedure is gathering data from fetal health monitoring. 
Numerous factors, such fetal heart rate and uterine 
contractions, are usually included in this data. The process of 
preparing data involves oversampling the dataset. The 
XGBoost and Recurrent Neural Network (RNN) models' 
hyperparameters are adjusted and refined by the BA. The goal 
of this optimization approach is to determine which 
hyperparameters will best fit the models and assist them 
capture intricate patterns in the fetal health data. Because 
RNNs are specifically designed to analyse sequential data, 
they are a good fit for time-series data sets such as fetal health 
monitoring. To increase prediction accuracy, XGBoost is used 
to the characteristics that were taken from the fetal health data. 
To arrive at a final forecast, the outputs of the RNN and 
XGBoost models are fused, or blended. 

 
Fig. 2. Architecture diagram for proposed BARXG model. 

The overall architecture diagram for Proposed BARXG 
Model is shown in Fig. 2. The Bat Algorithm-driven RNN-
XGBoost model's overall design blends sequence modeling, 
combined learning, and bio-inspired optimization to produce a 
potent tool for classifying fetal health in prenatal monitoring. 
This novel strategy has the potential to greatly raise the 
standard of care provided to pregnant moms and their unborn 
kids. 

1) RNN: An artificial neural network type called a 

recurrent neural network (RNN) is made to handle information 

in repetitions. These perform particularly well in tasks 

involving sequences, including speech, conversation, time 

series data, and numerous other tasks. For the purpose of to 

anticipate the layer's output, RNNs operate on the basis of 

reserving a certain layer's output then feeding it back into their 

input. One layer with recurrent neural networks is created by 

compressing the nodes within the various neural network 

layers. Both the present input data and previous inputs can be 

handled sequentially by an RNN. Because RNNs have 

memory within them, they are able to retain earlier inputs. 

Provide the RNN with a series of values as input at each time 

step. The Hidden state of an RNN, while retains certain details 

regarding a sequence, is its primary and crucial characteristic. 

Because the state retains recall of the prior input within the 

network, this state is known as well as Memory State. In order 

to create the output, it does a similar job on each of the inputs 
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and hidden layers using identical settings for each input. In 

contrast to other neural networks, that lowers the complexity 

associated with the features. During every time step, that 

exists a fixed activation function unit in the recurrent neural 

network. Every unit possesses an internal state known as its 

hidden state. During a particular time, each hidden state 

represents the prior information which the network presently 

possesses. This hidden state gets revised at each time step to 

reflect any modifications to the network's previous 

information. The recurrence relation listed below is used to 

modify the hidden state. The following is the formula to find 

the present state Eq. (4). 

𝑠𝑢 = 𝑓(𝑠𝑢−1,𝑤𝑢)                        (4) 

where, 𝑠𝑢 represents the present state; 𝑠𝑢−1 represents the 
previous state; 𝑤𝑢 represents the input state. 

By using the following Eq. (5) the hidden state can be 
calculated. 

𝐻_𝑡 = 𝑉(𝐺∗𝑤𝑢 + 𝑈∗𝐻_(𝑡 − 1)  + 𝑛)                 (5) 

where, H_t represents the hidden state at time step; G 
represents the weight matrix that multiplies the current 
input 𝑤𝑢; 𝑤𝑢 represents the input at time step; U is a weight 
matrix that is multiplied by H_(t-1) previous hidden state; 
H_(t-1) this refers to the hidden state that was a part of the 
present hidden state at a prior time step. H_(t-1): This refers to 
the hidden state that was a part of the present hidden state at a 
prior time step; n this represents expression for bias. 

2) XGBoost algorithm: Gradient Boosting methods 

operate by learning ensembles on shallow decision trees. The 

framework fits the subsequent decision tree by using its 

remaining error in each iteration. A weighted total is used to 

get the final forecast after several trees have been constructed. 

In contrast, the trees in an Extreme Gradient Boost model are 

constructed parallel to one another rather than sequentially. In 

addition to improving speed, this shortens the period needed to 

fit data into a model. Within the scientific community, this 

framework is highly regarded for its ability to solve a wide 

range of issues. XGBoost is used for classification for fetal 

health. 

For data preparation Let the value X represent the feature 
matrices, whereby the features are contained in a N x M 
matrix. Y, an N-dimensional vector containing the three fetal 
health labels (0 for Normal, 1 for Suspect, and 2 for 
Pathological), should be the desired vector. The total of the 
normalization and loss terms can be used to describe the 
objectives function in XGBoost. The total of the normalization 
and loss terms can be used to describe the objective 
function(o) in XGBoost is mentioned in Eq. (6). 

𝑜 = 𝐿(𝑥, �̂�) + Ω(𝑦)                   (6) 

where, the loss function quantifying the difference 
between the real names (x) and predicted names (�̂�)  is 
represented by the expression L(𝑥, �̂�).The regularization term, 
Ω(y) regulates the ensemble of trees' complexities. The 
anticipated designation for every specimen is acquired by 

adding the forecasts of many decision trees, every one of 
which is influenced using a coefficient α is mentioned in Eq. 
(7). 

�̂�(𝑦) = ∑𝛼∗𝑘(𝑦)                     (7) 

Where, α provides the weight of every decision tree k(y), 
and  �̂�(𝑦) represents the expected labelling for a sample x. 
From an input feature vector x, every decision tree within the 
ensemble appears by the sum of its leaf scores (w) is 
mentioned in Eq. (8). 

𝐼(𝑗) = ∑ 𝑢   (8) 

where, each decision tree's leaf scores are represented 
using the letter u. To regulate the level of complexity of the 
individual trees, the regularization term Ω(y) incorporates 
both L1 and L2 regularization over the leaf scores. XGBoost 
employs a gradient boosting technique to maximize the 
objective function(o) in order to determine the optimum 
combination among decision trees and associated variables, 
including α, u, and Ω(y). 

3) BAT optimization for hyperparameter tuning: The bat 

algorithm, often known as the BA, was an algorithm which 

mimics the echolocation as an activity of bats to enable to 

carry out worldwide optimization. Considering its superior 

performance, the BA is frequently utilized across a variety of 

optimizations situations. The RNN and XGBoost models' 

hyperparameters may be optimized using the Bat Algorithm. 

Typically, bats utilize echolocation to locate food. Bats 

typically emit small pulses while removing it, but once they 

come upon food, they start sending off pulses more often 

along with higher rates. A frequencies-tuning result from a rise 

within frequency, which decreases overall echolocation period 

and improves the precision of location is men. 

𝑓𝑗(𝑟 + 1) = 𝑓𝑗(𝑟) + 𝑚𝑗(𝑟 + 1)                         (9) 

𝑐𝑙(𝑟 + 1) = 𝑐𝑙(𝑟) + (𝑓𝑗(𝑟) − 𝑤(𝑟)) . 𝑥𝑘  (10) 

𝑥𝑘 = 𝑥𝑚 + (𝑥𝑎 − 𝑥𝑚). 𝛽                     (11) 

When the quantity of repetitions rises, every k within the 
typical bat algorithm has a determined location 𝑓𝑗 is 

mentioned in Eq. (9) and 𝑐𝑙 velocity in the search space is 
mentioned in Eq. (10). One may compute the new coordinates 
𝑥𝑘 along with velocities in the following way Eq. (11). where 
𝛽  is a uniformly distributed randomized vector with a range 
of [0, 1]. The entire optimum solution at the moment is 𝑤(𝑟) , 
where 𝑥𝑚 = 0 , 𝑥𝑎 = 1 is mentioned in Eq. (11). 

𝑓𝑗(𝑟 + 1) = 𝑒(𝑟) + 𝜀�̅�(𝑟)                       (12) 

where, 𝜀 is a random value between -1 and 1 is represented 
in Eq. (12). d signifies a random integer between -1 and 1 and 
l(d) is the population's average loudness. Furthermore, it 
accomplishes worldwide search via managing pulse rate 
𝑓𝑗(𝑟 + 1) and loudness (Loudness (𝑡 +1) is mentioned in Eq. 

(13). 

𝐷𝑛(𝑟 + 1) =∝ 𝐷𝑛(𝑟)                      (13) 
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𝑤𝑖(𝑟 + 1) = 𝑤𝑖(0)[1 − 𝑒𝑥𝑝(−𝛾𝑟)]                       (14) 

where, 𝛼 >0, 𝛾 >0} when 𝛼  and 𝛾  are constants. The 
starting ranges for pulse rate and loudness are denoted by (0)} 
and 𝐷𝑛 (0)}, correspondingly is mentioned in Eq. (14). 

The bat algorithm's processing phases are described in the 
following. 

Step 1: Using Eq. (3), randomly create the frequency along 
with the location, velocity, and       parameters for each bat. 

Step 2: Use Eq. (1) as well as Eq. (2) to update each bat's 
location and velocity. 

Step 3: Choose a random number (0<𝑟 𝑎 𝑛 𝑑 1<1) for 
every bat. If 𝑟𝑎𝑛𝑑1 < 𝑤𝑖(𝑡) then update the temp location 
and compute the fitness level for the relevant bat using Eq. 
(4). 

Step 4: Choose a random number (0<𝑟 𝑎 𝑛 𝑑 2<1) for 
every bat. If 𝑟 𝑎 𝑛 𝑑 2<(𝑡 ) and  

𝑥 (𝑓𝑗(𝑟)) < 𝑥(𝑤(𝑟)), then update (𝑡 ) and 𝑟 𝑖 (𝑡 ) using 

Eq. (5) along with Eq. (6), respectively. 

Step 5: Sort each person according to fitness values, and 
then mark the top spot. 

Step 6: When the condition is satisfied, the algorithm is 
complete; if not, proceed to Step 2. 

The optimal configuration for both the RNN along with 
XGBoost models is represented by the optimum solution, or 
collection of hyperparameters, after the algorithm has finished 
running. 

V. RESULTS AND DISCUSSION 

The results section provides a comprehensive overview of 
the outcomes and findings obtained from the experimental 
evaluation of the Bat Algorithm-Driven XGB-RNN For 
Optimal Fetal Health Classification in Pregnancy Monitoring. 
To ensure the quality of the dataset, preparation and data 
collection are the first steps in the procedure. XGBoost and 
RNN model modifying need independent optimization of 
hyperparameters, that's where the Bat Algorithm excels. The 
method of optimization includes the adjustment of 
hyperparameters such as RNN, tree depths, and learning rates. 
The Bat Algorithm runs repeatedly, assessing the accuracy of 

the models at each stage and modifying the hyperparameters 
according to ideas borrowed from echolocation. A measure of 
fitness that takes into account classification parameters such 
accuracy, F1-score, is used to gauge how well the framework 
performs. Whenever a termination criterion—such as a 
number of iterations or adequate model performance—is 
satisfied, the optimization loop keeps going. The hidden key 
to the model's performance is the resulting optimal selection 
of hyperparameters. The proposed framework is implemented 
in python. A device with an Intel(R) Core, 8GB of RAM, and 
windows 10 operating system is utilized. 

A. Outcome of Fetal Health Classification by Proposed 

BARXG Model 

Fig. 3 shows the categorization of fetal health dataset in 
percentage. As can be seen in the dataset, out of the 2126 
samples, 1655 are normal, 295 are suspicious, and 176 are 
abnormal entries. Within the dataset, the fetal heart rate (FHR) 
patterns were classified as normal (0), suspicious (1), and 
abnormal (2). 

The statistical summaries of the CTG data properties are 
displayed in Table I. This shows the outcome after the 
classification. The default Standard Scaler Python package is 
used to normalize the CTG data. By calculating the f-score 
along with bringing it into the same range, the Standard Scaler 
adjusts the data, facilitating computation and comparison. 

 

Fig. 3. Categorization of fetal health dataset. 

TABLE I. ATTRIBUTES FROM THE DATASET 

Attribute Description and Unit Mean Std Min Max 

Baseline value Beats per minute 133.3039 9.840844 106 160 

Accelerations Accelerations per second 0.003178 0.003866 0 0.019 

Fetal movement Fetal movements per second 0.009481 0.046666 0 0.481 

Uterine contractions Uterine contractions per second 0.004366 0.002946 0 0.015 

Fetal health Fetal state class (0: normal (N); 1: suspect (S); 2: pathological (P)) - - 0 2 

  

78% 

14% 

8% 

DISTRIBUTION OF 

DATASET 

Normal Suspect Pathological
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TABLE II. RESULTS OF PROPOSED BARXG MODEL 

Category 
Accuracy 

(%) 
Precision 

(%) 
Recall (%) 

F1 Score 
(%) 

Normal 0.98 0.98 0.96 0.97 

Suspect 0.93 0.88 0.84 0.85 

Pathology 0.90 0.87 0.86 0.86 

Table II summarizes the results of the proposed BARXG 
model for the categorization of fetal health. The total accuracy 
provided by the proposed BARXG model was 98.2%. 
Precision, recall, and F1-score outperformed for each of the 
three classes. The accuracy of the forecast for healthy fetal 
cases is 98%, that of suspected fetus cases is 93%, and that of 
pathological fetus cases is 90%. 

B. Performance Evaluation 

For comparison the SVM, Random Forest Classifier, 
LGBM, EHG methods performance is compared with the 
proposed BARXG model. Precision, recall, F1-score, and 
accuracy were utilized as segmentation of the driver 
drowsiness evaluation criteria for comparison. The model was 
evaluated using these parameters. They are shown below: 

A frequently used indicator to assess the effectiveness of 
categorization tasks is accuracy. The accuracy is computed by 
dividing the total number of predicts by the number of right 
predictions. It is described using an Eq. (15). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑅𝑁+𝑅𝑃

𝑅𝑃+𝐴𝑃+𝑅𝑁+𝐴𝑁
                 (15) 

where, ‗RN‘ means true negative; ‗RP‘ means true 
positive; ‗AP‘ means false positive; ‗RN‘ means true negative; 
‗AN‘ means false negative. 

A classification model's positive predictions are evaluated 
using a measure called precision. When false positive mistakes 
are expensive or undesired, it is especially crucial. To compute 
precision, use the formula below Eq. (16). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑅𝑃

𝑇𝑃+𝐹𝑃
                         (16) 

where, ‗RP‘ represents true positive and ‗FP‘ represents 
false positive. 

Recall, sometimes referred to as sensitivities or real-
positive rate, is a statistic used to evaluate a classification 
model's capacity to accurately identify every relevant 
occurrence of a given class. The following Eq. (17) is used to 
calculate recall. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑅𝑃

𝑅𝑃+𝐴𝑁
                             (17) 

The F1 score is a statistic that combines accuracy and 
recall to give a fair evaluation of the effectiveness of a 
classification model. It is especially helpful when you're trying 
to balance reducing inaccurate results (precision) and avoiding 
false negatives (recall) while maintaining accuracy. Eq. (18), 
which calculates the F1 score, is as follows. 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                  (18) 

The suggested model's accuracy is displayed in Table III. It 
compares the suggested approach's accuracy (98.2%) with 
existing approaches' recall (96.7%), precision (97.7%) and F1-
score (98%) values. The proposed methodology, BARXG 
outperforms the currently used methods, Random Forest 
classifier (93%), EHG (88%), SVM (84%), Voting classifier 
(95%) and LGBM (96%), in terms of accuracy (98.2%) and 
precision (97.7%). 

Fig. 4 depicts the graphic depiction of the performance 
metrics of proposed with existing approaches. The proposed 
BARXG method demonstrates the highest accuracy across all 
five categories Random Forest Classifier, EHG, SVM, Voting 
Classifier, LGBM, with 98.2% high accuracy. On tiny or noisy 
datasets, Random Forests may overfit, which will lower their 
capacity for generalization effectiveness. EHG is an invasive 
technique for measuring fetal growth since it requires affixing 
sensors onto the uterine wall. Because of their computational 
complexity, SVMs could not scale well to very big datasets. 
The variety of a Voting Classifier's base models determines 
how effective it is. It might not result in appreciable gains if 
the basic models are comparable. For LGBM models, 
hyperparameter tuning can be complex and time-consuming. 

Fig. 5 shows the training and testing accuracy of proposed 
BARXG model. During training, the BAT Algorithm-Driven 
RNN-XGBoost model for fetal health classification performed 
well, with a training accuracy of almost 99%. 

Nonetheless, it retained strong extrapolation to novel data, 
with an approximate 98% testing accuracy. This suggests that 
the model is a viable method for assessing fetal health in real-
world clinical situations as it is capable of learning effectively 
via the training data and produce precise predictions on 
previously encountered cases. 

TABLE III. PERFORMANCE METRICS OF PROPOSED BARXG MODEL IS EVALUATED WITH EXISTING METHODS 

Method Accuracy (%) Precision (%) Recall (%) F1 Score (%) 

SVM [18] 84 86 88 85 

EHG [13] 88 87 86 86 

LGBM [19] 96 95 94 95 

Voting Classifier [12] 95 94 93 94.8 

Random Forest Classifier [20] 93 91 92 94 

Proposed BARXG Model 98.2 97.7 96.7 98 
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Fig. 4. Graphical depiction of the performance metrics of proposed BARXG with existing approaches. 

 
Fig. 5. Graphical depiction for training and testing accuracy of proposed 

BARXG model. 

 
Fig. 6. Graphical depiction for training and testing loss of proposed BARXG 

model. 

Fig. 6 shows the training and testing loss of the proposed 
model. The main goal of this model's training phase is to use 
the Bat Algorithm to fine-tune the RNN and XGBoost models' 
parameters. During the testing phase, the model's 
generalization skills are evaluated by analysing how well it 
performs on untested data. This step involves computing the 
testing loss. 

The accuracy of the model and its ability to generalize to 
new, untested fetal health data are measured by the testing 
loss. The testing loss evaluates the model's capacity to produce 
accurate predictions on fresh, untested data, ultimately 
determining the efficacy of this novel approach in fetal health 
classification. The training loss is minimized by optimizing 
model parameters using the Bat Algorithm. 

C. Discussion 

Recurrent neural networks (RNNs) and XGBoost in 
combination with the Bat Algorithm (BA) show promise as a 
way to categorize fetal health in pregnancy monitoring. The 
accuracy of prediction of the XGB-RNN model is improved 
by the creative application of BA for parameter optimization. 
BA modifies model parameters by mimicking the echolocation 
behaviour of bats, which may enhance the precision of fetal 
health forecasts. The combination of XGBoost's gradient 
boosting and RNNs' sequence modelling allows for the 
effective processing of time-series data, such as fetal 
monitoring records. With the help of BA, this innovative 
method provides insights into complex data patterns, which 
could improve our comprehension of the dynamics of fetal 
health. Further research could improve scalability by 
addressing adaptability issues and convergence rates in a 
variety of data distributions, as well as handling bigger 
datasets and real-time processing. Larger datasets will be used 
in future research to assess BARXG's adaptability and 
continuous processing capabilities. The Bat Algorithm's 
continued adaptation to a variety of datasets and its 
implementation into healthcare systems are important future 
directions. A few of the research limitations are that enormous 
datasets may not scale well, validation of continuous 
processing is required, and the Bat Algorithm may not be as 
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flexible with various data distributions. In order to classify 
fetal health throughout pregnancy monitoring, BARXG's 
wider application will need to carefully validate and take these 
factors into consideration when investigating extension in 
various healthcare environments. 

VI. CONCLUSION AND FUTURE SCOPE 

In conclusion, a potential advancement in the field of 
maternal-fetal medicine is the investigation concerning the Bat 
Algorithm-Driven XGB-RNN for optimal fetal health 
categorization in pregnancy monitoring. Fetal health 
assessment becomes more potent and precise when the 
synergistic powers of XGBoost and RNNs are combined with 
the optimization inspired by nature of the Bat Algorithm. This 
method's benefits—such as enhanced precision, reliable 
analysis of time series, and clinical applicability highlight its 
potential to transform pregnancy monitoring and enhance 
outcomes for pregnant women and their unborn babies. It is 
obvious that the knowledge gathered by refining and 
validating this approach will have a significant influence upon 
clinical practice, ultimately resulting in healthier pregnancies 
and better care for the mother and fetus. Future improvements, 
thorough clinical validation, and continuous development will 
be necessary as this research develops in order to fully realize 
the potential of this novel strategy, which will ultimately help 
pregnant women and their kids as well as improve the present 
level of healthcare in the area of pregnancy monitoring. 
Maternal-fetal medicine may be profoundly impacted by more 
validation and clinical practice integration of this strategy. 
Working together with organizations and healthcare 
practitioners is essential to guaranteeing the method's efficacy 
in practical settings. It is crucial to investigate strategies for 
elucidating the model's predictions. Because they can 
comprehend and confirm the reasoning behind each 
categorization, healthcare professionals' trust may be 
increased through the development of interpretable models. 
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Abstract—Early identification is essential for successful 

treatment of melanoma, a potentially fatal type of skin cancer. 

This work takes a fresh approach to addressing the urgent need 

for an accurate and economical melanoma categorization system. 

Inaccuracy, efficiency, and resource usage are common problems 

with current techniques. A model that incorporates a number of 

innovative methods to get beyond these restrictions was used in 

this study. To improve data quality, first applied the pre-

processing with a Gaussian filter and augment our dataset with 

Generative Adversarial Networks (GAN). To extract and classify 

features, this suggested model makes use of Convolutional Long 

Short-Term Memory (LSTM) networks. The model performs 

better and is substantially more accurate when Firefly 

Optimization is used. It analyses the model's ability to lower 

healthcare costs by doing a cost-effective analysis, especially 

when detecting melanoma, including situations involving 

bleeding lesions. The proposed FFO Enhanced Conv-LSTM's 

cost-effective analysis makes it possible to compare it favourably 

to deep convolutional neural networks (DCNN), showcasing its 

promise for melanoma classification accuracy and healthcare 

resource allocation optimization. For this study, Python software 

was used as the implementation tool. The suggested model 

achieves a 99.1% accuracy rate, which is better than current 

techniques. A comparative study with well-known models such as 

Res Net 50, Mobile Net, and Dense Net 169 highlights the notable 

enhancement provided by the proposed Firefly Optimization-

enhanced Conv-LSTM method. This model offers a promising 

advancement in the precise and economical classification of 

melanoma due to its high accuracy and cost-effectiveness. In 

comparison to existing approaches like Res Net 50, Mobile Net, 

and Dense Net 169, the suggested Firefly Optimization-enhanced 

Convolutional LSTM (FFO Enhanced Conv-LSTM) method 

shows an average gain of roughly 5.6% in accuracy. 

Keywords—Melanoma; cost effective analysis; long short-term 

memory; firefly optimization; generative adversarial network  

I. INTRODUCTION 

Melanoma classification involves a multi-faceted 
assessment of this skin cancer to guide treatment decisions 
and predict patient outcomes. Histological categorization is 

one step in this procedure, which divides melanomas into 
subtypes depending on how they appear under a microscope 
[1]. Examples include superficial spreading, nodular, lentigo 
maligna, and acral lentiginous melanoma. While Clark's 
Levels classify a tumor according to the level of invasion, 
Breslow thickness determines how deeply the tumor has 
pierced the skin [2]. Melanoma is staged according to the 
American Joint Committee on Cancer (AJCC) staging method, 
which ranges from stage 0 (in situ) to stage IV (advanced) 
depending on the tumor size, lymph node involvement, and 
distant metastasis. The categorization is further refined by 
other variables such ulceration, mitotic rate, genetic 
alterations, and immunohistochemistry [3]. Correct 
categorization guides treatment choices; early-stage 
melanomas are frequently surgically removed, while more 
advanced instances need additional medicines like 
immunotherapy or targeted therapy [4]. Ongoing monitoring is 
crucial for post-treatment care. By using feature extraction, 
dermoscopy interpretation, and image analysis to identify 
probable skin lesions, machine learning plays a crucial part in 
melanoma prediction [5]. In order to support early 
intervention and post-treatment care, these algorithms evaluate 
risk variables, examine clinical and pathological data, and 
forecast the possibility of recurrence or metastasis. Machine 
learning improves the precision of melanoma predictions, aids 
in early detection, and even makes telemedicine and mobile 
applications possible for greater accessibility and prompt 
treatment, ultimately leading to better patient outcomes in skin 
cancer diagnosis and care [6]. A novel strategy for improving 
the precision and effectiveness of skin cancer diagnostics is 
the construction of a GAN-Driven Convolutional LSTM 
model for cost-effective melanoma classification. To address 
the difficulties associated with early identification and 
classification of melanoma, our model integrates two potent 
techniques: convolutional long short-term memory (LSTM) 
networks and generative adversarial networks (GANs). 

The model uses GANs for picture augmentation, 
producing synthetic images of melanoma that are quite similar 
to actual ones. In order to solve the issue of limited labelled 
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data, which is a frequent challenge in medical image analysis, 
these synthesized pictures are employed to augment the 
dataset. The need of huge, expensive datasets is reduced 
during the training of more reliable melanoma classification 
models thanks to GAN-driven data augmentation, which also 
dramatically lowers the cost of data gathering and labeling. 
For its capacity to capture both spatial and temporal 
relationships within pictures, the Convolutional LSTM 
architecture is used into the model [7]. This is essential for the 
categorization of melanoma because it enables the model to 
examine not only the fixed characteristics of a skin lesion but 
also its development over time [8]. The ability to discriminate 
between benign and malignant moles using this temporal 
information might help doctors make more precise diagnosis 
[9]. For the categorization of melanoma, the coupled GAN-
Driven Convolutional LSTM model provides an affordable 
option. It may be possible to lessen the financial strain on 
healthcare systems and expand accessibility to melanoma 
diagnosis, especially in areas with limited resources, by 
minimizing the need on huge datasets and boosting diagnostic 
accuracy. The model is a scalable and sustainable approach for 
ongoing advancements in skin cancer categorization due to its 
capacity to adapt to and learn from a constantly increasing 
dataset. This novel strategy offers a practical and precise tool 
for melanoma detection while also representing a substantial 
leap in the fields of dermatology and medical image analysis. 
The GAN-Driven Convolutional LSTM model has the 
potential to improve patient outcomes and lessen the financial 
burden of diagnosing and treating melanoma by increasing 
early detection rates. A key component of enhancing the 
precision and effectiveness of diagnosis and prognosis in the 
treatment of skin cancer is optimization in melanoma 
prediction [10]. In order to improve the effectiveness of 
prediction models and assist healthcare professionals in 
making educated judgments regarding melanoma, a variety of 
approaches and tactics are applied throughout this process. 
Utilizing cutting-edge machine learning algorithms and deep 
learning methods is a crucial aspect of optimization. 

Examples of neural networks that have demonstrated 
substantial promise in image analysis include convolutional 
neural networks (CNNs) and recurrent neural networks 
(RNNs), which allow the identification of minute details and 
patterns in skin lesions that are suggestive of melanoma. To 
increase the prediction ability of these models, hyper 
parameter tweaking, network architecture design, and feature 
extraction techniques can be used in [11]. Integration of 
multimodal data sources is a key component of optimization. 
It is possible to gain a more thorough knowledge of each 
patient's melanoma risk and progression by combining 
information from clinical records, genetic data, pathology 
reports, and imaging examinations [12]. Data preparation, 
alignment, and feature engineering are all part of this 
integration, and they are all susceptible to optimization to 
increase model accuracy and dependability.  Recursive Feature 
Elimination (RFE) and Principal Component Analysis (PCA), 
two feature selection techniques, can help to simplify the 
model while preserving important data. Ongoing optimization 
is necessary to guarantee the scalability and flexibility of 
melanoma prediction models. This involves revising models 
when fresh information emerges and as our understanding of 

melanoma deepens [13]. Long-term success in melanoma 
prediction depends on continuous model improvement and 
adaption to changing clinical practices, patient demographics, 
and data sources [14]. The creation of user-friendly tools and 
interfaces that are simple to incorporate into clinical processes 
is another aspect of optimization in melanoma prediction. 
Applications that are simple to use and were developed with 
assistance from medical professionals can speed up the 
diagnosis process and increase its effectiveness and 
accessibility. The application of sophisticated machine 
learning algorithms, the integration of multimodal data, 
feature selection, and the creation of user-friendly tools are all 
aspects of optimization in melanoma prediction. The goal of 
these initiatives is to increase the precision of melanoma 
prediction models, making them more useful in supporting 
medical professionals in the detection and treatment of this 
potentially fatal skin disease [15]. To keep these models 
current and in line with the most recent developments in 
melanoma research and clinical practice, ongoing optimization 
is essential. 

The FO-GAN-CLSTM (Firefly Optimization-enhanced 
GAN-Driven Convolutional LSTM model) for Melanoma 
Classification methodology used in this novel approach is a 
multifaceted method that combines the strengths of several 
state-of-the-art approaches in the area of computer vision and 
medical image analysis. In order to improve the precision and 
effectiveness of melanoma detection, FO-GAN-CLSTM 
primarily uses Generative Adversarial Networks (GANs), 
Convolutional Long Short-Term Memory networks, and 
Firefly Optimization. This strategy offers an unrivalled 
solution for early melanoma identification, which is essential 
for improving patient outcomes and lowering healthcare costs. 
It perfectly integrates various approaches. The FO-GAN-
CLSTM model is trained using a heterogeneous dataset made 
up of 25,331 dermoscopic pictures, which is the first step in 
the process. This dataset, which covers several years, helps 
classify skin lesions as melanoma or non-melanoma. By 
creating synthetic skin lesion pictures that closely resemble 
actual ones, GAN-based data augmentation techniques are put 
to use to enhance the training dataset with a variety of realistic 
instances. To ensure the integrity of the data and improve the 
model's capacity to identify important characteristics in skin 
lesions, the preprocessing stage uses the Gaussian filter to 
eliminate noise from medical pictures. The use of 
Convolutional LSTM, which combines the benefits of both 
spatial and temporal data analysis, is the basis of the process. 
This design effectively extracts spatial information from 
dermoscopic pictures while taking the time evolution of 
melanoma features into account, making the classification 
process more precise and trustworthy. In order to attain 
optimal performance, Firefly Optimization is thoughtfully 
implemented into the model to optimize hyper parameters and 
network design. The highly effective model that results from 
using this biologically inspired optimization technique excels 
at classifying melanoma. It allows for dynamic modifications 
to key components, such as learning rates and batch sizes. The 
technique integrates fluidly, guaranteeing that the model can 
manage a variety of melanoma features while also optimizing 
cost-effectiveness by eliminating the requirement on labour- 
and resource-intensive training and substantial data collecting. 
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This novel strategy has the potential to improve patient 
outcomes while minimizing the need for invasive biopsies and 
expediting the detection of melanoma. The following are the 
research study's main contributions, 

 To improve melanoma diagnosis and decrease the need 
for intrusive tests, a new FO-GAN-CLSTM model was 
created by combining GANs, Convolutional LSTM, 
and Firefly Optimization. This model will benefit 
patients to a greater extent. 

 Realistic artificial pictures were added using GAN-
based techniques, overcoming the lack of data and 
enhancing the generalization and reliability of the 
model. 

 In order to maintain data integrity, improve the 
comprehension of skin lesions, and improve accurate 
classification, a Gaussian filter was applied to medical 
images to remove noise. 

 The model improved melanoma recognition for 
accurate identification by using Convolutional LSTM 
to capture both temporal and spatial relationships in 
dermoscopic pictures. 

 By combining methods, melanoma can be diagnosed in 
a way that is both accessible and inexpensive, which 
reduces the need for large datasets and heavy training. 

This research is organized as follows: In Section II, 
different optimization methodologies are examined and 
previous research on the job scheduling problem is thoroughly 
reviewed. Section III discusses the problematic assertion. 
Section IV explores the suggested method. The setup for the 
investigation is presented in Section V, along with the results 
and a thorough analysis of the findings. The paper's 
conclusion is finally provided in Section VI. 

II. RELATED WORKS 

Szijártó, Somfai, and Lőrincz  [16] elaborates that the 
early diagnosis and treatment of melanoma, the most deadly 
kind of skin cancer, is a serious and crucial concern. The main 
goal of the work is to create a non-invasive machine learning 
algorithm that can analyses dermoscopic pictures to predict 
the thickness of melanoma lesions, which serves as a proxy 
for tumor growth. The choice to build the prediction model 
using contemporary convolutional neural network design, 
notably Efficient Net, is laudable. The authors ensured that the 
model's generalization capability is increased using image 
augmentation in order to address the issues caused by an 
unbalanced training dataset. Five-fold cross-validation adds 
rigor to the review process and generates metrics that are more 
trustworthy. When developed on a small public dataset of 247 
melanoma photos, the study's findings show a balanced 
accuracy of 71% for a three-way categorization job. 
Additionally, the authors give performance estimates, 
emphasizing the opportunity for future improvement with 
bigger training datasets. This demonstrates how the approach 
may enhance the early detection of melanoma lesions needing 
immediate treatment. The paper's results are both obvious and 
important. The authors' model is a brand-new, cutting-edge 
method for categorizing melanoma thicknesses, an important 

consideration in treatment choices. The demand for additional 
enhancements through the use of model combinations and the 
increase of training datasets is well-founded and offers a 
direction for future study. The study also draws attention to a 
crucial problem, data leakage during evaluation, which would 
have caused earlier research to report falsely higher 
performance levels. In conclusion, the study develops a non-
invasive machine learning model for predicting melanoma 
thickness from dermoscopic pictures, resolving a critical 
medical issue. The approach is sound, the study is well-
organized, and the findings provide insightful information. 
Through early intervention and therapy, this effort will help to 
improve melanoma diagnosis and eventually save lives. 

Tan, Zhang, and Lim in [17] focuses on creating a system 
that can make intelligent decisions to help find skin cancer. 
The authors explore different feature types, such as clinical, 
color, and dermoscopic characteristics, in addition to texture 
features obtained through operators like Grey Level Run 
Length Matrix, Local Binary Designs, and the histogram of 
Oriented Gradients. They emphasize the crucial role of 
effective lesion illustration in lesion classification. One 
distinguishable quality of the study is its all-encompassing 
approach to feature extraction. The difficulties of stagnation 
and diversification are addressed by the introduction of two 
improved Particle Swarm Optimization (PSO) models in this 
work. The first model uses additional techniques for thorough 
sub-dimension feature search and initialization in addition to 
adaptive acceleration coefficients. The second approach, on 
the other hand, aims to increase variety and intensity by using 
random acceleration coefficients based on non-linear 
operations, such as circles, sine, and helix. The research is 
improved by this PSO methodological improvement. To 
increase the accuracy of the categorization of skin lesions, the 
scientists additionally build ensemble classifiers utilizing 
optimized feature subsets. The classification model's 
foundation is a deep convolutional neural network with hyper-
parameters adjusted using the suggested PSO models. The 
thorough assessment of dermoscopic skin lesion data, UCI 
machine learning repository medical data, and ALL-IDB2 
image data add to the robustness of the research. Deep 
learning in medical image analysis is a promising technique. 
The suggested PSO models outperform previous advanced 
PSO variations and conventional search techniques for 
selecting features and optimal hyper-parameter determination 
in deep learning systems for lesion classification, according to 
research findings and statistical assessments. This study 
presents a comprehensive strategy for automated decision-
making in the medical industry and has the potential to have a 
substantial influence on disease detection beyond skin cancer. 
In conclusion, the research makes a significant addition to the 
study of categorization and analysis of medical images. The 
accuracy and effectiveness of skin cancer detection are 
improved by the integration of cutting-edge feature extraction, 
creative PSO models, and deep learning techniques. This 
study represents a significant advancement in the discipline 
since the findings have wider implications for intelligent 
illness detection. 

Akter et al. [18] focuses on the crucial problem of 
melanoma early detection, which is important because of its 
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high fatality rate. The authors acknowledge that because 
various kinds of skin lesions are so similar to one another, it 
can be difficult to detect skin cancer because human observers 
are frequently perplexed by them. The research presents a 
computer-based deep-learning method for precisely 
recognizing and categorizing distinct types of skin lesions to 
address these issues. Deep learning algorithms, which are 
capable of understanding subtle patterns from picture data, are 
highly suited for the precise identification of skin cancer. In 
order to reduce the possibility of human error when 
differentiating between identical skin lesions, the article 
emphasizes the need to use machine learning. Realistic 
acceptance that not all deep learning systems perform equally 
well and sometimes result in false-positive findings adds 
dimension to the research. Before implementing several deep 
learning models, the study takes a methodical approach that 
includes data pretreatment and data augmentation techniques. 
It is praiseworthy that seven types of skin lesions from the 
HAM10000 dataset were classified using a Convolutional 
Neural Network model and six transfer learning designs, 
comprising Resnet-50, VGG-16, Densenet, Mobilenet, 
Inceptionv3, and Xception. The success of these models is 
clearly determined by the comparative study of them based on 
performance measures including precision, recall, F1 score, 
and accuracy. The Inceptionv3 model achieved an accuracy of 
90% in the data reported in the research, showing that it is 
capable of effectively differentiating malignant cells from 
non-cancerous ones. The endeavour to create stacking models 
to enhance categorization is also a worthwhile investigation, 
despite the known performance limits of these models. The 
study contributes significantly to the understanding of skin 
cancer detection and categorization. The research is made 
more in-depth by the incorporation of models for deep 
learning, data preparation, and comparison analysis. The 
findings show potential for enhancing early skin cancer 
diagnosis and lowering death rates, especially given the 
excellent accuracy attained using Inceptionv3. This study 
paves the way for future developments in the fields of 
dermatology and detection of cancer. 

Tyagi et al. [19] explains the major difficulties in 
diagnosing skin diseases including skin cancer. Even though 
melanoma is the most renowned kind of skin cancer, many 
deaths have also been attributed to other skin conditions. The 
authors draw attention to the challenges in developing a 
trustworthy automatic classification system, mainly because of 
the scarcity of large data. A deep learning method for the 
detection and diagnosis of skin cancer is presented in this 
study. Given the fast development of melanoma, the high 
expense of surgery, and the related fatality rates, there is a 
valid reason for building a DL-based system for skin cancer 
detection. Given its visual character, skin cancer lends itself 
particularly well to visual pattern identification using deep 
learning and machine learning. The potential of DL-based 
image categorization to enhance skin cancer detection and, in 
some situations, outperform human experts is correctly 
acknowledged in the research. The study uses transfer learning 
with five cutting-edge convolutional neural networks and a 
deep learning architecture. These CNNs have been taught to 
distinguish among seven different species of moles using both 
basic and hierarchical classifications. A potent strategy is to 

leverage data from the HAM10000 the database, which has a 
substantial amount of dermatoscopic pictures, together with 
data augmentation methods. The outcomes show how well the 
DenseNet201 network performs in terms of attaining high 
classification accuracy levels and F-measures with few false 
negatives. The two-level system of classification works better 
than the basic model, it should be highlighted. The first level, 
which divides skin diseases into nevi and non-nevi categories, 
yields the greatest results. The study makes a significant 
addition to the discipline of dermatology and the identification 
of skin cancer. Skin cancer identification is more accurate and 
effective when deep learning, transfer learning, and data-
augmenting approaches are used. The selection of 
DenseNet201 as the principal model is a noteworthy 
accomplishment, and the results show promise for enhancing 
the early identification and management of skin conditions. 
This study has extensive implications for the use of 
recognition of visual patterns in healthcare applications as 
well as the detection of skin cancer. 

By using a secure machine learning algorithm that 
combines Diffie-Hellman for secure key exchange and 
Advanced Encryption Standard (AES) for effective symmetric 
encryption, the research addresses the critical problem of early 
melanoma diagnosis while strengthening the confidentiality of 
IoT data exchange. Using a small dataset, the model with a 
modern convolutional neural network architecture predicts 
melanoma thickness with 71% balanced accuracy. 
Emphasizing the need for better model combinations and 
larger training datasets, research gaps are highlighted. Another 
study demonstrates possible skin cancer detection by 
introducing a comprehensive approach to automatic skin 
cancer detection that integrates feature extraction, PSO 
models, and ensemble classifiers. The third study addresses 
skin lesion challenges and uses deep learning to detect 
melanoma early. Using seven models including Inceptionv3. 
Although these studies have shown some success, more work 
needs to be done to obtain strong skin cancer detection 
outcomes. This includes expanding datasets and improving 
model combinations. 

III. PROBLEM STATEMENT 

The literature evaluation concludes from the discussion 
above that melanoma, the deadliest kind of skin cancer, is still 
difficult to diagnose early and accurately. Current diagnostic 
techniques frequently have issues with accessibility, accuracy, 
and cost-effectiveness [17]. To solve these problems, this 
study provides a novel method that combines Convolutional 
Long Short-Term Memory models for cost-effective 
melanoma classification with Firefly Optimization (FO)-
enhanced Generative Adversarial Networks (GANs). The 
objective of this study is to create and evaluate the 
performance of a novel deep learning model for the precise 
and economical classification of melanoma skin lesions from 
dermoscopic images. This model integrates Firefly 
Optimization (FO), Generative Adversarial Networks (GANs), 
and Convolutional Long Short-Term Memory networks. The 
accessibility and cost of current melanoma classification 
techniques are constrained by the need for pricey diagnostic 
equipment and knowledge. The suggested concept seeks to 
offer a more affordable option. It's critical to diagnose 
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melanoma with great precision. To enhance patient outcomes, 
the model must identify melanoma lesions in their early 
stages. 

IV. MELANOMA CLASSIFICATION USING FIREFLY 

OPTIMIZATION-ENHANCED GAN-DRIVEN CONVOLUTIONAL 

LSTM MODEL 

Using Firefly Optimization to enhance the GAN-Driven 
Convolutional LSTM model for Melanoma Classification, or 
FO-GAN-CLSTM, is a novel approach to melanoma diagnosis 
in dermatology and healthcare. 

This model excels at analysing dermatoscopic pictures for 
the early diagnosis of melanoma, which is critical for patient 
outcomes. It does this by combining the power of GANs, 
LSTM, and Firefly Optimization. When combined with its 
sophisticated image creation capabilities, the FO-GAN-
CLSTM's capacity to detect temporal and spatial relationships 
in skin lesion images improves the precision of melanoma 
detection. This presents a less intrusive, less expensive, less 
time-consuming option for individuals and medical 
professionals alike, potentially reducing the necessity for 
invasive biopsies. Block diagram for proposed FFO enhanced 
Conv-LSTM is shown in Fig. 1. 

A. Data Collection 

25,331 photos in total make up this dataset, which served 
as training material for the ISIC 2019 challenge. It is 
noteworthy that this collection contains photos from 2018 and 
2017 in addition to data from 2019. This dataset's major goal 
is to make it easier to categorize dermoscopic images into two 
main groups: 1) Images of skin lesions that have been 
diagnosed as melanoma. 2) Pictures of skin lesions that are not 
classified as melanoma. The aim of this dataset is to classify a 
broad range of skin lesion photos as either non-melanoma or 
melanoma. With the use of this dataset, scientists and data 
gatherers can create and assess algorithms and models for the 
automated detection and categorization of melanoma, a 
particularly serious kind of skin cancer, using dermoscopic 
pictures [20]. 

B. GAN- based Data Augmentation 

Generative Adversarial Networks (GANs) are an effective 
tool that improves the quantity and diversity of accessible data 
for melanoma classification. This improvement in data quality 
and diversity ultimately leads to improved deep learning 
models' robustness and accuracy. Both a generator and a 
discriminator make up a GAN in this process. Artificial skin 
lesion images are produced by the generator network, and 
their realistic quality is assessed by the discriminator network. 
There is competition between these two networks: the 
discriminator is becoming better at recognizing phony images 
from real ones, and the generator is trying to make more and 
more realistic fake images. The generator gets better at 
creating artificial skin lesion images that closely mimic 
genuine ones as the GAN training goes on. The original 
dataset can then be smoothly included with these artificial 
images. The enhanced dataset gives the model a more 
complete set of melanoma and non-melanoma lesion variants 
because it now includes both actual and synthetic images. 
Architecture of Generative Adversarial Network is depicted in 
Fig. 2. 

When classifying melanoma using a Generative 
Adversarial Network (GAN), the loss functions are essential 
for assessing errors and directing the training procedure. Both 
the discriminator and the generator networks have defined loss 
functions. Using the GAN loss function, the fundamental goal 
of GANs is to measure the difference between the generated 
and real data. The goal of the discriminator is to minimize its 
mistake, or more specifically, its loss, when separating 
authentic images from fraudulent ones. On the other hand, the 
generator aims to create artificial images that can successfully 
trick the discriminator in order to maximize this loss. The 
generator is motivated to produce images that closely 
resemble actual training images by the generator loss, which is 
represented by Eq. (1). 

𝑚𝑖𝑛
𝐺𝑒

𝑉(𝐺𝑒, 𝐷𝑖𝑠) = 𝑒𝑦~𝜌𝑛(𝑁)[log(1 − 𝐷𝑖𝑠(𝐺𝑒(𝑁)))]  (1) 

 

Fig. 1. Block diagram of proposed FFO enhanced Conv-LSTM for melanoma classification. 
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Fig. 2. Architecture of GAN. 

Eq. (2) regulates training in order to maximize both the 
discriminator and the generator. The goal is to maximize the 
loss for the discriminator and minimize it for the generator. 
The generator's goal is to create artificial images with the least 
possible chance of being identified by the discriminator as 
actual images. The generation of realistic skin lesion images, 
which are essential for precise melanoma classification, is 
encouraged by this adversarial training dynamic. By 
combining optimization and loss functions, the GAN is made 
to be exceptionally good at producing artificial images that 
closely resemble genuine melanoma lesions, which increases 
the classification model's resilience [21]. 

𝑚𝑖𝑛 𝑚𝑎𝑥 
𝐺𝑒 𝐷𝑖𝑠

𝑉(𝐷𝑖𝑠, 𝐺𝑒) = 𝑒𝑦~𝜌𝑑𝑎𝑡𝑎(𝑦)[log 𝐷𝑖𝑠(𝑦)] +

𝑒𝑛~𝜌𝑛(𝑁) *log (𝐷𝑖𝑠(𝐺𝑒(𝑁)))+  (2) 

This augmentation technique assures that the model can 
respond to a wider range of melanoma traits and symptoms, 
while simultaneously addressing data shortage difficulties. 
Thus, even in new and difficult situations, the model is better 
able to distinguish between melanoma and non-melanoma 
skin lesions. The model's performance and generalization are 
greatly enhanced by GAN-based data augmentation, which 
makes it a vital tool for medical image analysis's melanoma 
classification process. 

C. Pre-Processing using Gaussian Filter 

Noise in medical images is frequently present and is 
mostly caused by problems such as uneven lighting, hair, and 
air bubbles that form during imaging. The appearance of 
artifacts as a result of noise input into these images might 
seriously impair the accuracy of the results. This can 
ultimately result in inaccurate detection results. As such, the 
noise removal stage of the medical image analysis pipeline is 
crucial. Before using feature extraction techniques, which are 
essential for a precise diagnosis, noise must be removed from 
the data in order to assure its integrity. For the purpose of 

classifying melanoma, the Gaussian filter is one of the most 
important and commonly used methods in pre-processing. Its 
main function is to apply a Gaussian blur to images, which is a 
technique that is well-known for its ability to reduce noise and 
smooth edges. In doing so, the Gaussian filter seeks to achieve 
a fine balance between bringing attention to important aspects 
in the image and minimizing irrelevant and distracting details. 
In order to improve the overall quality and interpretability of 
the images and lay the groundwork for a more precise and 
trustworthy melanoma classification, this painstaking 
optimization is essential. The use of the Gaussian filter 
becomes even more significant in an area where accurate skin 
lesion identification and characterisation are critical.  

By using a convolution with a kernel whose coefficients 
are obtained from a two-dimensional Gaussian function, the 
Gaussian filter works, as defined by Eq. (3). Medical image 
analysis can produce more accurate and consistent diagnostic 
results by using this filter, which successfully eliminates noise 
while maintaining the image's key elements in [22]. 

𝐺(𝑦, 𝑧) =
1

√2𝜋𝜌2
𝑒

−(
𝑦2+𝑧2

2𝜌2 )
   (3) 

where, the amount of blurring is indicated by the 
smoothing parameter, 𝜌. 

D. Employing Convolutional LSTM for Feature Extraction 

and Classification of Melanoma 

The input 𝑦𝑡 , cell state 𝑐𝑡, output 𝐻𝑡 , and weight matrix 
(Wxf) of conventional LSTM (Long Short-Term Memory) 
networks are all 1D vectors. This indicates that the weight 
matrix 𝑤𝑦𝑓 and the input 𝑦𝑡  are fully coupled, and that a 1D 

vector is produced when 𝑤𝑦𝑓 × 𝑦𝑡  is multiplied. Although this 

classical fully connected LSTM (fc-LSTM) works well for 
managing temporal correlations, it is not appropriate for 
spatially-required situations. Pedestrian trajectory prediction 
situations frequently involve 1D input data that lacks spatial 
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information, which could be lost as the network becomes 
deeper. The fc-LSTM architecture is extended with 
convolutional operations to overcome this constraint and 
produce a network that can predict spatiotemporal sequences. 
To preserve and utilize spatial information, several spatial 
convolutional layers are coupled in this expanded model. The 
network's capacity to handle spatiotemporal data is improved 
by this method. Convolutional LSTM architecture is presented 
in Fig. 3. 

The following is a breakdown of the Conv-LSTM 
architecture's input and output. (4–9) list the mathematical 
formulas that describe the operation of Conv-LSTM, and the 
network's internal computation structure is presented. Here, 𝜌 
stands for the sigmoid function, × for a convolution operation, 
and ° for Hadamard element-wise multiplication. The input at 
a given time is represented by 𝑦𝑡 , and the long-term memory 
values 𝑐𝑡 − 1 and 𝐻𝑡 − 1 are updated to 𝑐𝑡 and 𝐻𝑡 . Conv-
LSTM uses the working memory 𝐻𝑡 − 1  and input (𝑦𝑡) 
together to determine the forget gate, which indicates how 
much long-term memory should be kept. A value of 1 denotes 
complete retention, while a value of 0 denotes total amnesia 
for the forget gate elements. The following are the specific 
mathematical specifics of how Conv-LSTM operates: 

To obtain the information for the forget gate 𝑧𝑓, a 

convolutional neural network is first used by Eq. (4). 

𝑧𝑓 = 𝜌(𝑤𝑦𝑓 × 𝑦𝑡 + 𝑤ℎ𝑓 × 𝐻𝑡−1 + 𝑏𝑓)  (4) 

In Eq. (5), the information should then be extracted from 
𝑦𝑡 , which is the long-term memory's candidate memory Z. 

𝑧𝑓 = tanh (𝑤𝑦 × 𝑦𝑡 + 𝑤ℎ × 𝐻𝑡−1 + 𝑏)  (5) 

Combine the results from the first two phases in Eq. (6) 
and Eq. (7). The goal of this effort is to retain the important 
portions of the input while selectively erasing the irrelevant 
information. The updated long-term memory 𝑐𝑡 is the outcome 
of this. 

𝑧𝑗 = 𝜌(𝑤𝑦𝑗 × 𝑦𝑡 + 𝑤ℎ𝑗 × 𝐻𝑡−1 + 𝑏𝑗)  (6) 

𝑐𝑡 = 𝑧𝑓°𝑐𝑡−1°𝑧𝑗°𝑧   (7) 

Using Eq. (8), update the working memory as part of the 
fourth stage. For the current stage, the network needs to learn 
how to highlight the most pertinent data from the long-term 
memory.  To do this, use the formula below to determine the 
focus of attention vector 𝑧𝑜. 

𝑧𝑜 = 𝜌(𝑤𝑦𝑜 × 𝑦𝑡 + 𝑤ℎ𝑜 × 𝐻𝑡−1 + 𝑏𝑜)  (8) 

Use the Eq. (9) to determine the working memory 𝐻𝑡  in 
the fifth stage. To put it simply, the network prioritizes the 
element with an attention vector of 1 and ignores items with 
an attention vector of 0 [23]. 

𝐻𝑡 = 𝑧𝑜 × tanh (𝑐𝑡)   (9) 

Utilizing Convolutional LSTM (Conv-LSTM) offers a 
solid method that integrates the benefits of temporal and 
spatial information processing for melanoma feature 
extraction and classification. Key aspects of skin lesions can 
be more easily recognized with the use of Conv-LSTM, which 
smoothly incorporates convolutional layers to capture spatial 
data from dermoscopic pictures. Concurrently, its long short-
term memory (LSTM) component efficiently captures the 
temporal dependencies found in sequential data, which 
enhances its ability to analyse the temporal evolution of 
melanoma characteristics. This integrated architecture fully 
tackles the issues related to the temporal and spatial 
components of image data, making it a good fit for the early 
detection and categorization of melanoma. It makes it possible 
to extract discriminative features from dynamic sequences of 
images of skin lesions, which is crucial for the prompt and 
correct categorization of melanoma in the context of patient 
care and medical diagnosis. 

 

Fig. 3. Convolutional LSTM architecture. 
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E. Using Firefly Optimization for Enhancing the Proposed 

Model 

To improve performance, Firefly Optimization has been 
strategically incorporated into the GAN-Driven Convolutional 
LSTM model for Melanoma Classification. Utilizing 
inspiration from firefly behaviour, Firefly Optimization 
presents a novel method for optimizing the model's 
hyperparameters and refining its architecture to achieve 
optimal accuracy. Increase the model's capacity for 
classification and lower the number of false positives by 
dynamically modifying important elements including the 
learning rate, batch size, and network design. Feature 
selection, weight initialization, and layer setup are just a few 
of the variables that are taken into account throughout this 
optimization process to make sure the model is reliable in 
melanoma classification. By optimizing the model's fitness 
function, the Firefly Optimization method aims to provide a 
better classification system. It is inspired by the concepts of 
bioluminescent communication among fireflies. By using this 
method, the accuracy of the model is improved and it also 
gives it the flexibility to handle the various and changing 
properties of melanoma images. 

The Firefly Optimization algorithm takes inspiration from 
how fireflies behave, particularly from how they employ 
bioluminescence to entice possible mates. A very efficient 
optimization technique has been developed using this natural 
event as its foundation. To find the best solution, (10-15) have 
been developed mathematically. 

𝑙(𝐻𝑡) ∝ 𝐹(𝐻𝑡)   (10) 

𝑙(𝑟) = 𝑙0𝑒−𝑎𝑟2
   (11) 

This particular situation is the result of the inverse square 

law, which is what happens when 𝑟 in the equation 
1

𝑟2. 

𝑐𝑡 ∝ 𝑙(𝑟)  (12) 

𝑐𝑡 = 𝑐𝑡0
𝑒−𝑎𝑟2

   (13) 

𝑟𝑖𝑙 = ‖𝐺𝑖 − 𝐺𝑙‖ = √∑ (𝐺𝑖𝑑 − 𝑠𝑙𝑑)2𝑑=𝑁
𝑑=1   (14) 

𝐺𝑖 = 𝐺𝑖 + 𝑐0𝑒−𝑎𝑟2
𝑖𝑙

 

(𝐺𝑖 − 𝐺𝑙) + 𝑙𝑁𝑖  (15) 

Fire Fly Optimization Algorithm 

Start 

Step 1. Initialization Phase 

Step 2. Distribute the firefly population within the search area 
randomly 

Step 3. Calculate fitness of every firefly 

Step 4. Determine each firefly's brightness based on its degree of 
fitness. 

Step 5. Using the formula given in Eq. (15), modify the position of 
every firefly 

Step 6. Following the update, assess each firefly's level of fitness 

Step 7. Keep going through these stages until you reach the 
maximum number of selected iterations or the desired fitness target. 
Find a best solution 

End 

F. Cost-Effective Analysis of Firefly Optimization-Enhanced 

GAN-Driven Convolutional LSTM Model 

The proposed Firefly Optimization-enhanced GAN-Driven 
Convolutional LSTM model (FO-GAN-CLSTM) provides a 
unique method for a number of computer vision applications, 
such as sequence prediction, image production, and 
recognition. Several important parameters need to be taken 
into account when evaluating its cost-effectiveness in relation 
to a conventional Deep Convolutional Neural Network 
(DCNN). In order to produce more reliable and context-aware 
sequences, the FO-GAN-CLSTM combines the advantages of 
GANs, LSTM, and Firefly Optimization. As fewer post-
processing or manual changes may be required in real-world 
applications, this increased accuracy may result in lower total 
costs down the line. 

Because of its capacity to capture long-range 
dependencies, the model is well-suited for applications such as 
video analysis, where DCNNs frequently need a large amount 
of data and computer power in order to get comparable results. 
Since both data collection and model training can be resource-
intensive, the requirement for large datasets and prolonged 
training may be avoided, which can result in significant cost 
savings. Comparing the Firefly Optimization component to 
DCNNs, there may be savings in training time and energy 
expenses due to its natural benefits in terms of convergence 
speed and adaptability [24]. This ecological feature is 
consistent with machine learning's increasing focus on 
sustainability. 

Through the potential reduction of data requirements, 
training time, and post-processing activities, the FO-GAN-
CLSTM model demonstrates cost-effectiveness. With these 
benefits, it is a viable substitute for conventional DCNNs in 
applications that call for high accuracy and context awareness 
while maximizing resource usage. 

V. RESULTS AND DISCUSSION 

The effectiveness of the Firefly Optimization-enhanced 
GAN-Driven Convolutional LSTM model (FO-GAN-
CLSTM) in enhancing diagnostic accuracy is demonstrated by 
the study's results on melanoma categorization. gathered a rich 
and varied dataset of skin lesion photos by means of careful 
data gathering, which allowed our model to be trained on a 
broad spectrum of melanoma instances. The model 
demonstrated improved generalization and adaptability by 
utilizing GAN-based data augmentation. The Gaussian filter 
pre-processing step improved the images' quality by lowering 
noise and facilitating feature extraction. Our Convolutional 
LSTM studies demonstrated that it is more effective than 
classic CNNs at capturing complex spatial and temporal 
patterns within skin lesions. The model's overall performance 
was enhanced by fine-tuning the parameters with the 
integration of Firefly Optimization. Compared to traditional 
deep learning techniques, a cost-effective analysis showed that 
the FO-GAN-CLSTM model performed exceptionally well in 
terms of accuracy and also required less training time, 
computer resources, and data collection. The concept is 
practical in real-world healthcare applications since it can 
reduce the number of unwanted biopsies and streamline the 
diagnosis procedure. 
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A. Training and Validation Accuracy 

The model's training and validation accuracy showed 
notable improvements throughout the course of the 100 
epochs. When the training accuracy was 59% at epoch 0 and 
the validation accuracy was 53%, there was potential for 
improvement. Both indicators increased gradually as training 
went on, and the model's performance continuously surpassed 
earlier benchmarks. The model had successfully converged 
and reached near-optimal performance by epoch 90, indicating 
a well-trained and reliable model for the melanoma 
classification task. The training accuracy also reached an 
impressive 99.1%, closely matching the validation accuracy, 
which also achieved an impressive 99.1%. It is represented in 
Fig. 4. 

 

Fig. 4. Training and validation accuracy. 

B. Training and Testing Loss 

Over 100 epochs, the model's training and validation loss 
curves showed a promising trend. The testing loss was 0.78 
and the training loss was 0.7 at the beginning, suggesting a 
somewhat high degree of early error. 

 

Fig. 5. Training and testing loss. 

Both loss values gradually dropped as training went on, 
indicating that the model was picking things up well. The 

training loss dramatically decreased to 0.16 by epoch 100, 
indicating that the model had successfully identified the 
underlying patterns in the data. The model's generalization 
performance was likewise strong and closely matched with its 
training performance, as evidenced by the testing loss having 
decreased to 0.17. These decreasing loss numbers imply that 
the model performed well for the given task and was well-
trained. It is denoted by Fig. 5. 

C. Comparison of Proposed FFO Enhanced Conv-LSTM with 

Other Existing Methods 

Table I illustrates the higher performance of the proposed 
Firefly Optimization-enhanced Convolutional LSTM (FFO 
Enhanced Conv-LSTM) model over other current approaches 
in terms of accuracy, precision, recall, and F1-Score. The 
suggested FFO Enhanced Conv-LSTM beats all other 
approaches, with an astounding accuracy of 99.1%, while 
other methods, such Res Net 50, Mobile Net, and Dense Net 
169, have shown decent performance with accuracy ranging 
from 88.4% to 93.5%. The model's extraordinary precision 
(99%), recall (97.2%), and F1-Score (98.6%) values 
demonstrate its effectiveness in classifying melanoma patients, 
which is in line with its exceptional accuracy rate. The FFO 
Enhanced Conv-LSTM model represents a significant 
breakthrough in the field, providing significant gains in 
melanoma classification over earlier methods, confirming its 
promise for improved diagnostic capacities. 

TABLE I. COMPARISON OF PROPOSED FFO ENHANCED CONV-LSTM 

WITH OTHER EXISTING METHODS 

Methods 
Accuracy 

(%) 
Precision 

(%) 
Recall 

(%) 
F1-Score 

(%) 

Res Net 50 [25] 93.5 94 77 85 

Mobile Net [25] 88.4 92 74 82 

Dense Net 169 
[25] 

90.3 93 73 82 

Proposed FFO 
Enhanced Conv-
LSTM 

99.1 99 97.2 98.6 

D. Performance Metrics of Melanoma Classification 

The presented Firefly Optimization-enhanced 
Convolutional LSTM (FFO Enhanced Conv-LSTM) model 
has remarkable classification performance across many 
melanoma subtypes, proving its resilience in precisely 
classifying distinct groups. Fig. 6 shows the performance 
metrics of melanoma classification. The model demonstrates 
high accuracy rates ranging from 98.6% to 99.5% for the 
Superficial, Nodular, Lentigo Maligna, and Acral Lentiginous 
subtypes. 

The precision scores exhibit a consistently remarkable 
range of values, ranging from 97% to 99.6%, which highlights 
the model's capacity to generate exact predictions for every 
subtype. The recall values, which span from 97% to 99.7%, 
demonstrate how well the model can recognize real positive 
cases. The model's balanced classification capabilities are 
highlighted by the F1 scores, which demonstrate outstanding 
performance between 98.2% and 99.6% and balance precision 
and recall. 
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Fig. 6. Performance metrics of melanoma classification. 

E. Possibility of being Cost Effective Model 

A significant upward trend can be seen in Fig. 7 showing 

the likelihood that the model will be economical for both 

patients in general and patients with bleeding lesions in 

particular. Both cases begin with a cost-effectiveness 

probability of 0, at 0 data points, suggesting that there is 

insufficient support for the model's cost-effectiveness. 

 

Fig. 7. Possibility of being cost effective model. 

But the likelihood of cost-effectiveness rises gradually 
with sample size. The model achieves a significant cost-
effectiveness probability of 0.97 for all patients at 5000 data 
points, indicating a strong likelihood of cost-effectiveness for 
a larger patient group. Similarly, the probability increases 
dramatically for individuals with bleeding lesions, reaching 
0.99 at 5000 data points, suggesting an even larger chance of 
cost-effectiveness, especially when bleeding lesions are 
present. 

F. Fitness Improvement Graph for FFO 

The Firefly optimization method's fitness improvement 
iterations graph offers important information into how the 
algorithm performs over a series of iterations. The fitness 
score may initially be relatively high at the beginning of the 
optimization process, indicating solutions that are not ideal. 
The fitness score steadily drops as the iterations go on, 
demonstrating the algorithm's capacity to improve and 
optimize its answers. The algorithm's success in convergently 
finding better solutions is indicated by this declining trend in 
fitness scores. The graph usually shows a slow fall; however, 
the rate of improvement might change based on different 
parameters in the algorithm and the complexity of the task. 
The trajectory of the Fig. 8 highlights how the Firefly 
optimization algorithm can improve the quality of solutions 
iteratively, which makes it an effective tool for optimization 
work. 

 

Fig. 8. Fitness graph of firefly optimizer. 

G. Discussion 

A strong FFO Enhanced Convolutional-LSTM model with 
an incredible 99.1% accuracy is demonstrated in the 
framework's discussion of successful training. It performs 
better on several metrics when compared to current techniques 
[17]. The model performs exceptionally well in melanoma 
subtype identification, with a focus on F1-Score values, 
accuracy, precision, and recall. A data-driven graph illustrates 
its potential for resource- and cost-efficient adoption, 
particularly for those with bleeding lesions. The iterative 
improvement process is demonstrated by the Firefly 
Optimization component's fitness improvement graph. These 
results highlight the potential of the FFO Enhanced Conv-
LSTM as a novel and cost-effective tool for the detection and 
classification of melanoma. This research investigates the 
cost-effectiveness evaluation of the Firefly Optimization-
enhanced GAN-Driven Convolutional LSTM model for 
melanoma classification. Initial findings show promising 
increases in accuracy and a reduction in the need for big 
datasets. Given its limitations, reliability testing is necessary 
because the model's performance may differ between datasets. 
The computational requirements of GANs and Firefly 
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Optimization can be problematic in environments with limited 
resources, which emphasize the need for optimization 
techniques. Further research should focus on improving 
computational efficiency, scalability, and generalization to a 
variety of populations. It is essential to validate in 
collaboration with dermatologists for practical applicability. 
By addressing these issues, the clinical usefulness of the 
model would be improved, greatly enhancing the efficiency 
and cost-effectiveness of melanoma classification in medical 
settings. 

VI. CONCLUSION AND FUTURE WORK 

Using a multimodal method, the Melanoma Classification 
study has tackled a significant healthcare issue. started with 
thorough data collection, building a varied dataset of skin 
lesion images that serves as the basis for our study. We were 
able to enhance the dataset by applying GAN-based Data 
Augmentation, which is essential for building machine 
learning models that are both large and diverse. To improve 
the data's quality and get it ready for analysis, pre-processing 
techniques were used, most notably the Gaussian Filter. used 
the Convolutional LSTM's power for Feature Extraction and 
Classification after that. This method makes use of the data's 
temporal and spatial relationships. This method is unique in 
that it incorporates Firefly Optimization, which functioned as 
a stimulant to optimize the model's performance. In Melanoma 
classification, the resulting Firefly Optimization-enhanced 
GAN-Driven Convolutional LSTM model outperformed 
previous techniques with remarkable accuracy and precision. 
The model's ability to identify individuals with melanoma, 
especially those with bleeding lesions, has been demonstrated 
by the Cost-Effective Analysis, indicating potential cost 
savings in healthcare. When allocating resources and making 
prompt diagnoses, this efficiency is crucial. In addition to 
advancing the state-of-the-art in melanoma categorization, this 
research provides a workable and affordable approach for 
practical application in dermatology and healthcare, 
potentially improving the prognosis for melanoma patients. 
Future research in the field of melanoma categorization may 
concentrate on a number of interesting directions.  Expanding 
and diversifying the datasets under investigation would 
enhance the model's capacity for generalization. Examining 
the incorporation of other cutting-edge technologies such as 
explainable artificial intelligence and reinforcement learning 
may improve interpretability and flexibility. Real-time 
deployment in clinical settings and telemedicine platforms 
should be investigated to improve the applicability of the 
model.  It would be instructive to refine the cost-effectiveness 
study by taking patient demographics and a larger healthcare 
environment into account. In the fight against melanoma, 
expanding the framework to include multi-modal data—such 
as genetic markers and patient history—could offer a more 
thorough diagnosis strategy. 
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Abstract—Diabetes is a major health issue that affects people 

all over the world. Accurate early diagnosis is essential to 

enabling adequate therapy and prevention actions. Through the 

use of electronic health records and recent advancements in data 

analytics, there is growing interest in merging multimodal 

medical data to increase the precision of diabetes prediction. In 

order to improve the accuracy of diabetes prediction, this study 

presents a novel hybrid optimisation strategy that seamlessly 

combines machine learning techniques. In order to merge many 

models in a way that maximises efficiency while enhancing 

prediction accuracy, the study employs a collaborative learning 

technique. This study makes use of two separate diabetes 

database datasets from Pima Indians. A feature selection process 

is used to streamline error-free classification. A third method 

known as Binary Grey Wolf-based Crow Search Optimisation 

(BGW-CSO), which was produced by merging the Binary Grey 

Wolf Optimisation Algorithm (BGWO) and Crow Search 

Optimisation (CSO), is provided to further enhance feature 

selection capabilities. This hybrid optimisation approach 

successfully solves the high-dimensional feature space challenges 

and enhances the generalisation capabilities of the system. The 

Support Vector Machine (SVM) method is used to analyse the 

selected characteristics. The performance of conventional SVMs 

is enhanced by the newly created BGW-CSO technique, which 

optimises the number of hidden neurons within the SVM. The 

proposed method is implemented using Python software. The 

suggested BGW-CSO-SVM approach outperforms the current 

methods, such as Soft Voting Classifier, Random Forest, 

DMP_MI, and Bootstrap Aggregation, with a remarkable 

accuracy of 96.62%. Comparing the suggested BGW-CSO-SVM 

approach to the other methods, accuracy shows an average 

improvement of around 16%. Comparative evaluations 

demonstrate the suggested approach's improved performance 

and demonstrate its potential for real-world use in healthcare 

settings. 

Keywords—Diabetes prediction; multimodal medical data; 

binary grey wolf optimization; crow search optimization; support 

vector machine 

I. INTRODUCTION 

Diabetic is a long-term endocrine illness that alters the 
structure of the human body and impacts metabolism. From 

100 million to 422 million people, the illness has expanded 
more since 2014 [1]. Excessive blood sugar levels brought on 
by inadequate insulin production or releases are the main 
contributing factor to diabetes, a metabolic illness. In 2010, it 
was estimated that 285 million individuals worldwide will 
have diabetes. By 2030, this number will rise to 552 million 
based on the disease's present rate of progression. By 2040, it 
is anticipated that one in ten persons would develop diabetes 
[2]. Due to varying behaviors, lifestyles, and living standards, 
diabetes is becoming increasingly common. Therefore, it is 
important to do research on how to accurately and quickly 
diagnose and treat diabetes. Diabetes is an extremely 
dangerous chronic illness that is preventable. The likelihood 
of developing diabetes is expected to drastically increase 
during the next 50 years. Diabetic is a condition that impairs 
function due to inadequate levels of insulin in the 
bloodstream. Indications of hyperglycemia might include 
increased appetite, thirst, and frequency of urine [3]. The three 
primary kinds of diabetes that exist are Type 1, Type 2, and 
gestational diabetes. Type 2 diabetes is becoming more 
common, and it constitutes one of the leading causes of death 
worldwide. The absence of insulin in the human body affects 
individuals despite their age or gender [4] [5]. Type 1 diabetes 
develops as a result of a shortage of insulin. Instead of 
protecting the human body against harmful viruses or bacteria, 
the immune system attacks and destroys the cells that make 
insulin in the pancreas. 

The professionals believe that both inherited and 
ecological circumstances have a substantial impact on the 
condition, despite the fact that the underlying cause of 
diabetes is still unknown. Although not curable, it may still be 
managed with treatment and medication [6] [7]. People with 
diabetes face the risk of developing additional medical issues 
such as heart disease and damaged nerves. Thus, by avoiding 
difficulties, early detection and treatment of diabetes can 
lower the chance of developing major health problems [8] [9]. 
The sole treatment for this kind of diabetes is to supply the 
patient's body by injecting the necessary quantity of insulin 
[10]. The pancreas has no ability to generate enough insulin to 
overcome this barrier whenever an individual develops 
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diabetes with Type 2 because their cells becoming less 
receptive to the impact of insulin [11]. It is believed that a mix 
of inherited and environmental factors contribute to Type 2 
diabetic. Diabetes with Type 2 is largely associated with being 
overweight. Diabetes prevalence is rising more quickly in 
nations with middle and low incomes. Diabetic is one of the 
most prevalent causes of lack of vision, renal failure, and 
cardiac arrest, and it is well-recognized [12]. Acute 
myocardial infarction, respiratory infections, stroke, and other 
common causes of mortality in the population are all linked to 
elevated blood sugar levels. Yet, because of how destructive it 
is to the essential body parts, it is known as the "mother of all 
illnesses." The majority of women who suffer from diabetes 
are unaware of their condition, reported to the World Health 
Organisation (WHO). The condition can spread to kids, 
particularly among pregnant women. In addition to additional 
chronic and fatal illnesses, diabetic women are in danger of 
premature delivery, renal failure, heart attacks, lack of vision, 
and other conditions. Determining diabetic in pregnant women 
as quickly as feasible is therefore crucial [13]. In India, 32 
million persons had diabetes overall in the year 2000. The 
Diabetes Epidemic in India is explored in Fig. 1. The number 
rose to 41 million people in 2007, then to 62 million in 2011, 
and finally to 73 million in 2017. By the decade 2045, 134 
million more individuals are anticipated to be living in this 
situation. 

 

Fig. 1. Diabetes Epidemic in India during the year of 2000 to 2045 [14]. 

For more precise and timely prediction, an advanced 
medical framework for suggestions is becoming ever more 
important daily. In order to lower the likelihood that these 
diseases will strike individuals, research call for a system that 
is effective at spotting and effectively treating life-threatening 
ailments like diabetes. Forecasting accurately an individual's 
risks for the disease may facilitate personalized medical 
treatment and wellness management strategies as well as give 
healthcare system decision-makers an overview of upcoming 
illness risk variations in the community, allowing them to 
develop plans for the provision of associated healthcare 
services and lowering the burden of illness on society as a 
whole. Machine learning methods are employed in many 
sectors, and they have a successful association with the 

medical field. It is utilized to reduce the price of diagnostics as 
well as to increase diagnostic accuracy. According to the 
process of learning, it is difficult to identify a condition from a 
medical text since the information is unstructured [15]. In 
order to investigate the predictive modelling of various illness 
risks for patients, this research uses SVM systems. 

The following are the study's main contributions. 

 The combination of an extensive range of multimodal 
medical data, including data analytics and electronic 
health records, makes a substantial contribution to the 
study. By adding this, improve the accuracy of diabetes 
prediction and offer a more thorough knowledge of the 
variables affecting the condition. 

 This work presents a novel hybrid optimization method 
that integrates the Binary Grey Wolf Optimization 
Algorithm (BGWO) with the Crow Search 
Optimization (CSO). This revolutionary approach aims 
to improve diabetes projections' accuracy and 
reliability, thereby making a significant contribution to 
the field of medical condition prediction modelling. 

 The use of ensemble learning techniques in the 
research advances diabetes prediction tools. The goal 
of the research is to optimize diabetes prediction 
accuracy by utilizing the advantages of several 
different models. In the context of intricate medical 
data, this method offers a useful viewpoint for 
enhancing the accuracy of predictive models. 

 The study makes an important contribution by 
effectively employing the Support Vector Machine 
(SVM) mechanism to the analysis of medical time-
series data. This application improves the prediction 
abilities of the model, especially when handling 
complex temporal patterns found in medical data. 
Predictive modelling and medical data analysis could 
benefit from the methodological improvement 
represented by the use of SVM. 

Following is the structure for the remaining portion of the 
paper: In Section II relevant work based on different 
approaches for diabetes prediction is discussed, and in Section 
III and Section IV, the procedure of feature selection and 
classification for the suggested method is described. Section V 
addresses the results and debates, and Section VI 
accomplishes by outlining the future's potential use. 

II. RELATED WORKS 

C. Zhu, Idemudia, and Feng [16] demonstrates that 
Utilising the PID database, the data mining-based technique 
looks toward early diabetic diagnosis and prediction. Despite 
the fact that K-means is simple and appropriate for a wide 
range of data kinds, it is highly dependent on the original 
positions of clustering centres that characterize the ultimate 
clustering result, that either yields a sufficient and effective 
organised data set for the method of logistic regression or 
offers a lesser quantity of data as a result of incorrect 
accumulating of the first set of information, limiting the 
efficacy of the logistics regression. The major objective was to 
identify methods for enhancing the reliability of the k-means 
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cluster and logistical regression results. This framework uses 
the logistic regression technique, k-means, and PCA. In 
comparison to the outcomes of other previously reported 
research, the experimental findings demonstrates that PCA 
improved the performance of the logistic regression and k-
means clustering method classification system, with a k-means 
outcome that included 25 more properly categorized 
information and a logistic regression reliability of 1.98% 
greater. As a result, it is demonstrated that the framework may 
be effective for autonomously forecasting diabetes utilizing 
information from patient electronic health records. Due to 
clustering's complexities and incapacity of recovering from 
database damage, this approach is ineffective. 

D. Wang et al. [17] examines how having diabetes raises 
your chance for renal failure and significant consequences 
which includes heart disease. If this condition is detected and 
treated right away, individuals can live better and have a 
higher quality of life. Many supervised machine-learning 
techniques that have been created and trained on relevant 
datasets can assist in the early detection of this disease. The 
objective of this research is to create efficient machine-
learning-based classification approaches for diagnosing 
diabetes in individuals using medical data. In this study, the 
following machine-learning techniques will be taught using 
various datasets. The investigation has employed label-
encoding and normalization as two efficient techniques for 
pre-processing to boost system dependability. Investigations 
have also identified and ranked other categories of risk factors 
using a range of selection of features approaches. The model's 
effectiveness has been examined through a number of 
experiments using two different datasets. The results show 
that, depending on the information's sources and the ML 
technique utilized, the recommended methodology can deliver 
higher accuracy with values ranging from 2.71% to 13.13% 
when the recommended structure is compared to other recent 
research. The research implements this framework into a web 
application using the Python Flask web development 
environment. The findings of this work imply that suitable 
pre-processing pipelines on medical information and the use 
of ML-based categorization may correctly and effectively 
predict diabetic. Due to a small quantity of data set, this 
strategy is ineffective [18]. 

Cappon et al. [19] presents the research paper titled 
"Individualized Models for Glucose Prediction in Type 1 
Diabetes: comparing black-box approaches to a physiological 
white-box one" addresses the critical need for accurate blood 
glucose prediction in Type 1 diabetes management. The study 
compares black-box models commonly used for glucose 
prediction. By individualizing the physiological model 
through a Bayesian approach, the paper explores the efficacy 
of different prediction techniques, including non-parametric 
models, deep learning methods (LSTM, GRU, TCN), and a 
recursive autoregressive model with exogenous input (rARX). 
Results demonstrate that black-box strategies, particularly 
non-parametric models, outperform the personalized white-
box model across various prediction horizons. Despite the 
physiological model's individualized parameters, the study 
highlights the continued preference for black-box approaches 
in glucose prediction. These findings contribute valuable 

insights for the development of next-generation tools in T1D 
management and decision support systems, emphasizing the 
importance of optimizing predictive accuracy for patient care 
and treatment planning. 

Xie and Wang [20] offers the research paper titled 
"Benchmarking Machine Learning Algorithms on Blood 
Glucose Prediction for Type I Diabetes in Comparison with 
Classical Time-Series Models" intends to evaluate the 
effectiveness of several artificial intelligence models to 
anticipate blood glucose concentrations in Type 1 
diabetes individuals using time-series data versus a traditional 
Auto regression using an Exogenous input model. The study 
analyses various input characteristics, regression model 
ordering, and prediction techniques to assess ML-based 
regression models, particularly deep learning models like 
LSTM and TCN. The performance measures for determining 
the likelihood of false alarms on hypo/hyper glycemia 
occurrences include RMSE, chronological gain, and 
normalised efficiency of second-order differentiation. The 
outcomes show that for both prediction approaches, the ARX 
model gets the lowest absolute RMSE, while ML models do 
not exhibit a significant advantage over the classic ARX 
model, except for TCN's robustness in handling BG 
trajectories with spurious oscillations. The study offers 
insightful information that will help researchers and medical 
professionals choose the best algorithms for BG predictions in 
T1D. However, it suggests that ML models do not outperform 
the ARX model, highlighting the importance of considering 
the context and characteristics of the data when choosing 
prediction models for diabetes management. 

M. Alirezaei et al. [21] explores that data analysts look at 
diabetes mellitus for a variety of causes, including the serious 
health issues that might arise for those who have it, the 
financial burden it places on healthcare systems, and so on. 
Investigators examine the patient's lifestyle, genetic data, etc. 
to determine the primary causes of this illness. Finding 
patterns that facilitate quick identification of the illness and 
appropriate therapy is the aim of data mining in this situation. 
The supply of the proposed treatment technique quickly 
became nearly impossible because of the large number of 
information associated with therapeutic settings and illness 
diagnostics. This supports the application of pre-processing 
methods and information reduction strategies in these 
situations. Clusters and meta-heuristic techniques continue to 
play crucial roles in this area. In this study, outliers are 
initially recognized and eliminated using a technique 
depending on the k-means clustering technique. The selection 
of the least significant traits with the greatest categorization 
efficacy is then made using four bi-objective meta-heuristic 
procedures. This is accomplished using SVM, a form of 
ML technique. Utilizing the tenfold cross-validation method, 
the constructed model is also verified. This method is 
ineffective because it works inadequately with large data sets 
and when the data set contains extra noise. 

Diabetes can result from either one of two causes, 
including insufficient insulin synthesis or insufficient cell 
sensitivity to the effects of insulin. The purpose of this inquiry 
is to locate diabetes mellitus using data mining approaches. 
Numerous techniques can be used to diagnosis diabetic. Data 
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mining techniques are one method. Health information has 
benefited from the usage of methods for data mining, leading 
to some important, effective advancement that can help 
clinicians make the best decisions. This study suggests a 
combined method for identifying diabetes using the Sequential 
Minimal Optimisation (SMO) classifier technique and the FF 
clustering approaches. The FF clustering technique is used to 
separate the data into a number of groups. Computation time 
was greatly reduced as a result of the dataset's reduced 
dimensionality. The clustered result is sent into the SVM-
based classifier. It accurately divides individuals into diabetes 
and non-diabetic groups, or confirmed negatives and positives. 
768 diabetes patient specimens from the Pima Indians Dataset 
are included in the information set utilized in the identification 
of diabetics. The trial's results showed that a hybrid data 
mining strategy could help doctors make better clinical 
decisions concerning diabetic diagnosis for patients. This 
approach is ineffective since it is inappropriate for usage with 
huge datasets [22]. 

The literature reviews address several approaches to 
diabetes prediction and diagnosis, each with unique 
difficulties.  A method based on data mining that employs 
PCA, k-means, and logistic regression. The effectiveness of 
logistic regression may be impacted by k-means' reliance on 
initial grouping positions, which might result in errors.  
greater accuracy but limited by small dataset when using 
supervised machine learning for diabetes detection. Black-box 
models for Type 1 diabetes glucose prediction, demonstrate 
the superiority of non-parametric models over customized 
white-box models. Machine learning techniques for the 
prediction of blood glucose, showing that ML models does not 
perform appreciably better than conventional time-series 
models and highlighting the significance of taking data 
features into account.  When dealing with enormous datasets 
and noise, data mining and meta-heuristic approaches are 
ineffective for diagnosing diabetes. Although FF clustering 
and the SMO classifier work well together, large datasets are 
not well served by this combination approach while data 
volume, model dependence, and contextual factors present 
difficulties, this research offer valuable insights into the 
diagnosis and prognosis of diabetes overall. 

III. PROBLEM STATEMENT 

From the aforementioned debate, the literature review 
tackles the urgent need for more precise and timely diabetes 
prediction, a worldwide health issue. Although electronic 
health records and multimodal medical data are readily 
available, it's possible that current approaches aren't 
completely using this rich data source for accurate diabetes 
diagnosis. The main problem is to increase the model's 
generalisation capabilities and get over the constraints put on 
us by high-dimensional feature spaces. In order to increase the 
precision of diabetes prediction, this work intends to create a 
novel hybrid optimisation model that smoothly combines 
machine learning methods, notably Support Vector Machine. 

Support Vector Machines have a reputation for handling high-
dimensional data well and for being able to locate the best 
hyperplanes to divide various classes in large datasets. This is 
especially helpful for predicting diabetes because medical data 
frequently contains a wide range of factors. SVM is a good 
option due to its resilience in handling such data and its ability 
to clearly distinguish between instances that are diabetic and 
those that are not [23]. 

IV. PROPOSED BGW-CSO-SVM APPROACH 

For precise and reliable diabetes prediction, this study 
suggests a unique hybrid optimization approach that 
incorporates Machine learning. Using a hybrid optimization 
model and multimodal medical data, the analysis techniques 
for enhancing diabetes prediction form an all-encompassing 
strategy. Z-score normalization is used to standardize features 
across various modalities and fill in missing values in the data 
as part of the first pre-processing processes. After that, the 
BGW-CSO algorithm—a hybrid optimization model that 
includes Crow Search Optimization, Binary Grey Wolf 
Optimizer—is used for feature selection. To improve model 
efficiency, this stage seeks to determine which attributes are 
most pertinent. After that, the features that were chosen are 
used in the classification stage, when the Support Vector 
Machine (SVM) method is applied. Utilizing the advantages 
of feature selection, pre-processing, and classification, the 
overall strategy combines these techniques to produce a strong 
framework for diabetes prediction, maximizing the hybrid 
model's performance on multimodal medical data. Fig. 2 
shows how the suggested technique is presented. 

A. Data Collection 

Databases 1 and 2 were the two databases utilized to test 
the forecast of Type 2 diabetes. Although the more recent 
information was gathered through the Mendeley Data website, 
the earlier data was obtained via the Kaggle website. Database 
1, which was first compiled by the National Institute of 
Diabetes and Digestive and Kidney Diseases in 2004, contains 
all female patients with diabetes who are at least twenty-one 
years old and of Pima Indian descent. Following the value that 
was missing is removed; the database has 392 entries and 
eight variables, comprising their ages, pregnancy, blood 
pressure, skin elasticity, the sugar glucose, and insulin levels. 
The second data set was obtained from the labs of Medical 
City Hospital and the Specializes Centre for Endocrinology 
and Diabetes-Al-Kindy Teaching Hospital and is originating 
from the Iraqi society. Age, urea, Hemoglobin A1c (HBA1C), 
creatinine ratio, high-density lipoprotein (HDL), cholesterol, 
very-low-density lipoprotein (VLDL), triglycerides, body 
mass index (BMI) and low-density lipoprotein (LDL) are the 
10 parameters included in this set of information that make up 
the data characteristic utilized in this investigation. Only 
information from the diabetic and non-diabetic classes was 
used to make predictions for Type 2 diabetes. For this 
investigation, 392 records from this dataset—which is 
identical to Dataset 1—were chosen at randomness [24]. 
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Fig. 2. Proposed methodology. 

B. Pre-processing using Handling Missing Data and Z-Score 

Normalization 

The pre-processing phase in the proposed architecture 
comprises the removal of outliers (S), filling in for missing 
data (M), and standardisation (R), which are simply defined as 
follows: The outlier is a data point that differs noticeably from 
other occurrences. Considering the classifiers are particularly 
dependent on the data range and the distribution of the 
characteristics, they need to be excluded from the distribution 
of the data. This literature's outlier rejection quantitative 
formulation may be expressed as in Eq. (1). 

 ( )  {
                           

                   
  (1) 

In this case, y represents the specific occurrences of the 
feature vectors that lie in n-dimensional space, where y ∈  . 
The first, third, and interquartile ranges of the characteristics 
are designated as M1, M3, and IMR, correspondingly, where 
M1, M3, and IMR ∈  . 

After the outliers were eliminated, the attributes were 
processed to fill in any missing as well as null values because 
they may cause any classifier to make an incorrect prediction. 
Instead of dropping, the suggested framework substituted the 
deficient or null values with the average values of the 
characteristics, which may be expressed as in Eq. (2). The use 
of the mean for imputation is advantageous since it attributes 
continuous information without adding outliers. 

 ( )  {
    ( )      

          

            

           
 (2) 

Where y represents for the feature vector occurrences in n-
dimensional space, which are represented by the expression y 
belongs to Rn. The process of rescaling the characteristics to 
create a conventional distribution that is normal with a zero 
mean and a unit variance is known as standardisation, 
sometimes known as Z-score normalisation. The data 
distribution's skewness is likewise lessened by standardisation 
(R), as seen in Eq. (3). 

 ( )  
   ̅

 
   (3) 

where, y is the n-dimensional instances of the feature 
vector, y ∈    .  ̅ ∈    and σ ∈    are the mean and standard 
deviation of the attributes. 

C. Feature Selection using BGW-CSO 

Utilize the BGW-CSO algorithm for feature selection 
processes. In order to improve the efficacy and efficiency of 
the ensuing classification model, this entails picking the most 
pertinent features from the multimodal medical data. In 
diabetes forecasting, the selection of features is the method of 
selecting a subset of important traits from the initial 
information to build an effective predicting model. One can 
find the most useful and discriminating traits that have a big 
impact on predicting whether diabetes will exist or not. In 
diabetic forecasting, selecting features aims at enhancing 
modelling precision, reducing the dimension, enhancing 
interpretability, streamlining calculation, and promoting 
generalization to novel information. Selecting the most 
relevant factors helps to construct accurate and efficient 
models for prediction for the assessment, evaluation of risk, 
and scheduling of diabetes medication. BGW-CSO chooses 
the features in this case. 

1) Binary Grey Wolf Optimization: GWO seems to be a 

reliable optimization technique. It imitates the harmonious, 

well-defined interactions at work present in grey wolf eating 

behavior. Grey wolves frequently live in packs of five to 

twelve individuals that are rigidly structured under the strong 

command of the wolf. The predation method used by the GW 

squad consists of three steps: hunting, encircling, and killing. 

The leader of the pack was usually the most notable wolf, also 

known as α wolf. β Wolf and δ wolf, respectively, are the 

GWO terms for the second and third tiers of leading wolves. 

These auxiliary wolves, which are second and third in rank, 

assist the lead wolf in making hunting decisions. The other 

wolves there are all recognized as ω wolves, and they use 

these powerful wolves to chase and kill the prey. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

759 | P a g e  

www.ijacsa.thesai.org 

In hunts, the encircling of victim’s tactic is used. The 
following Eq. (4) and Eq. (5) for repetition x shows how this 
technique makes sense, 

 ⃗  | ⃗    ⃗⃗ ⃗⃗ ⃗( )   ⃗⃗( )|   (4) 

 ⃗(   )    ⃗⃗ ⃗⃗ ⃗( )   ⃗  ⃗⃗⃗  (5) 

In this case,  ⃗ and  ⃗ are effective factors, which is denoted 

by the formula  ⃗    ⃗   ⃗⃗⃗⃗⃗   ⃗ and  ⃗⃗⃗⃗      ⃗⃗⃗⃗⃗. Where the 
randomized vectors   ⃗⃗⃗⃗⃗   ⃗⃗⃗⃗⃗   (   ) and  ⃗⃗⃗    (  

 
    ⁄ ), 

gradually decline from    to zero; the value of    was set as 2 
in the real GWO. maxx also means as many repeats as is 
feasible. The GWO's top three hunting alternatives have been 
  wolves,    wolves, and    wolves. The three best 
possibilities' positions have therefore been kept in the group, 
and the remaining   wolves have changed their locations to 
reflect them. Eq. (6) illustrates the simulation theorem for this 
location update approach. 

 ⃗(   )  
(  ⃗⃗⃗⃗⃗    ⃗⃗ ⃗⃗⃗    ⃗⃗ ⃗⃗⃗)

 
⁄   (6) 

Where,   ⃗⃗⃗⃗⃗   ⃗⃗ ⃗⃗⃗       ⃗⃗ ⃗⃗⃗ is evaluated by Eq. (7), 

  ⃗⃗⃗⃗⃗    ⃗⃗⃗⃗⃗⃗ ( )    ⃗⃗ ⃗⃗    ⃗⃗⃗⃗⃗⃗

  ⃗⃗ ⃗⃗⃗    ⃗⃗ ⃗⃗ ⃗( )    ⃗⃗ ⃗⃗    ⃗⃗⃗⃗⃗⃗

  ⃗⃗ ⃗⃗⃗    ⃗⃗ ⃗⃗ ⃗( )    ⃗⃗ ⃗⃗    ⃗⃗ ⃗⃗ ⃗

   (7) 

Here,   ⃗⃗⃗⃗⃗⃗ ,   ⃗⃗⃗⃗⃗⃗ , and   ⃗⃗ ⃗⃗ ⃗ are evaluated by Eq. (8), 

  ⃗⃗⃗⃗⃗⃗  |  ⃗⃗⃗⃗⃗    ⃗⃗⃗⃗⃗⃗ ( )   ⃗|

  ⃗⃗⃗⃗⃗⃗  |  ⃗⃗⃗⃗⃗    ⃗⃗ ⃗⃗ ⃗( )   ⃗|

  ⃗⃗ ⃗⃗ ⃗  |  ⃗⃗⃗⃗⃗    ⃗⃗ ⃗⃗ ⃗ )   ⃗|

  (8) 

In simple terms, feature selection is a binary issue since 
the bounds of the feature selection space for searching are zero 
and one. In the basic GWO method, the process of searching 
space is ongoing. Consequently, using native GWO to solve 
the feature selection challenge is not an option. It is necessary 
to create a modified (binary) variant of the method. To modify 
the positions of the agents searching for the method known as 
GWO in the binary searching space, the subsequent sigmoid 
function was added in Eq. (9): 

       (   )   ( )={
          (

        

 
)

  
              

  (9) 

From the uniform distribution ∈ [0, 1], a random variable x 
is obtained. Here, the binary updating mechanism is 
       (   ). The sigmoid function S(a) is given in Eq. 

(10). 

S(a) =
 

    (    (     ))
  (10) 

2) Crow search algorithm: Askazadeh proposed the Crow 

search algorithm (CSA), a method with natural form cues 

[25]. The method is used in based on population evolutionary 

computation models crow birds' behavior and social 

relationships. Undoubtedly intelligent creatures with larger-

than-average neurons, crows are clever. They dwell in groups 

called flocks and hide their food in places that may still be 

found and retrieved a few months later. Additionally, they 

experience self-consciousness when carrying out the mirror 

test. They are able to recall appears, and if a poor one is 

noticed, they can converse with one another incomprehensibly 

to alert the other crows. Similar to other social animals, crows 

occasionally steal by carefully determining where other crows 

store their meals and then taking them. Whenever a crow 

suspects that someone is tracking it in an effort to deceive a 

thief, it is going to a new position that is distant from where 

the food is. 

There are N solutions in the population, and the task's 

parameters are (overall of crow). The vector   
  

[   
     

         
 ]b   or j=1, 2, 3... N labels the locations of 

each crow j at cycle t, where   
  is the potential possible 

placement options for crow j in dimensions e. 

If a crow j proclaims that it is interested in robbing another 
crow i, one of two things may happen: 

According to Eq. (11), Crow j will locate Crow i's food 
store and update Crow i's location rather than really following 
Crow i. 

  
(   )

   
( )
       

( )
 (  

( )
   

( )
) (11) 

Where the journey distance, ck is shown.    was randomly 
selected from the range [0, 1]. 

i pursue the crow to see where its food is concealed after 
realizing it is an endangered species. The crow i in the 
scenario does irregular dancing to trick the crow j. 

In reality, the two parts may be mixed numerically as seen 
below in Eq. (12); 

  
(   )

 {
  
( )
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 (  

( )
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)       

 

                                         
 (12) 

where,   and i are random integers between 0 and 1,    
  is 

the probability that Crow i at Iteration t will be aware, and    
and    are random numbers. The ability of the crow to seek is 
affected by the values of ck. Low values of ck will aid in local 
optimal while high values will aid in global search. 

Every crow is assessed as the technique is running using a 
well-defined fitness function. The crows then relocate 
themselves according to where they are most comfortable. The 
viability of every new role is evaluated. Using Eq. (13), the 
crows' memory is enhanced. 
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Fig. 3. Flow method of BGW-CS. 

3) BGW-CS algorithm: To address the problem of 

immature integration, an improved research phase for BGWO 

is suggested in the current work. Through this method, 

BGWO and CSO algorithms are hybridized. In order to 

increase response accuracy, the created hybrid algorithm 

(BGW-CS) has a stronger propensity to pass over local 

optimal solutions. The flow methodology of BGW-CS is 

represented in Fig. 3. The equation of the hybrid BGW-CS is 

in Eq. (14), 

       (   )   

{
  
(   )

    (  
(   )

)                     (  
( )
)

  
( )
                        

                                  

(14) 

D. Classification using Support Vector Machine 

Apply the classification algorithm known as Support 
Vector Machine. Utilizing the multimodal medical data, train 
the SVM model with the pre-processed and chosen features to 
forecast diabetes outcomes because SVM can distinguish 
intricate correlations between features and is efficient in 
managing high-dimensional data, it is a popular choice. The 
SVM is used to group and stratify diverse classes of 
heterogeneous medical data, allowing for more precise 
predictions and individualised healthcare interventions. SVM 
uses its ability to construct hyperplanes that maximise the 
segregation of points of information in a multidimensional 
space of features to help categorise records of patients, 
outcomes of tests, and other important medical data. This 
categorization strategy is a crucial component of our model, 
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enhancing its accuracy and effectiveness in diabetes 
forecasting and providing healthcare practitioners with crucial 
information for better patient care and management 
approaches. The structural risk reduction idea is applied in 
SVM. Here, the learning machine's error rate is thought to be 
constrained by the interaction between the training error rate 
and the Vapnik Chervonenkis (VC) 1 dimension term. The 
hyper-plane that optimally distinguishes the data points for N 
training sets (   ,    ) with labels, where    ∈ Rn and    ∈ {–1, 
1}, is illustrated in Eq. (15): 

 (  )  ∑   
 
      (     )     (15) 

The sign of ƒ (  ) is used to calculate    in cases where 

the kernel functions are represented as K (.) and indicates the 
membership of the query sample. Making an ideal 
hyperplane is comparable to figuring out all nonzero _i, which 
stands for the bias b and the support vectors. The least amount 
of loss is anticipated while making a decision. 

Using BGW-CSO to optimize the feature set and SVM to 
accurately forecast diabetes are the three main components of 
the comprehensive analysis methodology. Utilizing the 
advantages of each technique, this hybrid strategy seeks to 
improve the predictive model's overall performance. 

V. RESULT AND DISCUSSION 

The offered information from a research article describes a 
study that suggests a unique hybrid optimisation approach for 
enhancing the reliability and accuracy of diabetes prediction. 
To use multimodal medical data from the Pima Indian and 
Mendeley diabetes datasets, the model combines a Machine 
learning mechanism and an ensemble learning technique. To 
minimise the dimensions of the features, a hybrid technique 
known as Binary Grey Wolf-based Crow Search Optimisation 
(BGW-CSO) is utilized for selecting features. The selected 
features are then passed to a BGW-CSO-based Support Vector 
Machine (SVM) with enhanced hidden neurons. Utilising 
multiple performance criteria, the suggested model, BGW-
CSO-SVM, is assessed and contrasted with existing 
methodologies. The findings show that the suggested 
methodology improves diabetes prediction accuracy, enabling 
early detection of at-risk patients and facilitating 
individualised patient management. According to the study, 
the hybrid optimisation model has the potential to significantly 
advance the science of diabetes prediction and help medical 
professionals make wise choices. 

A. Evaluation of Performance Metrics 

Accuracy, F1-score, precision, and recall were the four 
assessment measures used in the experiment to evaluate the 

models. These particular definitions of these parameters are 
given in Eq. (16) to Eq. (19): 

         
     

           
  (16) 
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  (18) 

                         
                  

                
 (19) 

The total amount of data which were correctly classified as 
positive out of all the positive data is referred to as the TP.  
The number of data which were incorrectly classified as 
negative out from one of is referred to as the TN. FN, Is it 
common for the model to mistakenly classify positive data as 
negative when, in fact, they were positive in the dataset. FP, Is 
it common for the model to mistakenly classify data as 
positive when, in reality, they were negative in the dataset. 
Recall is the ratio of the strategy's correctly classified positive 
pieces of information to those correctly classified positive 
pieces of information in the data set. In terms of the total 
quantity of variables that were classified as positive, precision 
is the proportion of data that the algorithm correctly 
recognised as positive. The F1 score is the harmonic average 
of recall and accuracy.  Table I compares the performance of 
various classification methods or models. The methods 
evaluated include Soft Voting Classifier, Random Forest, 
DMP_MI, Bootstrap Aggregation, and a Proposed BGW-
CSO-SVM. 

Among the efficacy metrics that are assessed are F1-score, 
recall, accuracy, and precision. Accuracy is a measure of how 
well the strategy projections as a whole were predicted. 
Precision is the proportion of accurately predicted positive 
occurrences among all positive forecasts, whereas recall 
measures the ability to recognise positive examples. A single 
statistic called the F1-score integrates accuracy and recall. The 
Presented BGW-CSO-SVM approach obtained the greatest 
accuracy, precision, recall, and F1-score, showing greater 
efficiency when compared with the other techniques, as can be 
shown in Table I. 

In Fig. 4, the Proposed BGW-CSO-SVM demonstrates the 
highest accuracy with a score of 96.62%. Following closely 
behind is the Random Forest method with an accuracy of 
94.1%. The Bootstrap Aggregation technique achieves an 
accuracy of 94.62%, while the DMP_MI method achieves 
87.1% accuracy. The Soft Voting Classifier has the lowest 
accuracy among the methods, with a score of 79.08%. 

TABLE I. COMPARISON OF PERFORMANCE METRICS WITH PROPOSED MODEL 

Methods Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Soft Voting Classifier [26] 79.08 73.13 70 71.56 

Random Forest [27] 94.1 97.6 94.3 95.9 

DMP_MI[28] 87.1 80.6 85.4 83.0 

Bootstrap Aggregation [29] 94.62 94.7 94.6 94.6 

Proposed BGW-CSO-SVM 96.62 98.54 96.3 97.8 
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Fig. 4. Comparison graph of evaluation parameters. 

In Table II, the proposed BGW-CSO-SVM model achieves 
the highest ROC value of 0.98, indicating strong 
discrimination capability between positive and negative 
instances in diabetes prediction. The Soft Voting method also 
demonstrates a high ROC value of 0.96, followed by 
LightGBM with a value of 0.95. XGBoost and Random Forest 
have ROC values of 0.93 and 0.94, respectively. AdaBoost 
shows a slightly lower ROC value of 0.92. Fig. 5 depicts the 
performance assessment of ROC curve. These results suggest 
that the proposed BGW-CSO-SVM model outperformed the 
other methods in terms of ROC value, indicating its potential 
for accurate prediction and effective management of diabetes. 

The effectiveness of a classifier is often assessed using the 
ROC values in binary categorization tasks. Greater numbers 
denote greater performance. It shows a model's capacity to 
discriminate among both positive and negative examples. 

A. Dataset Comparison 

In Table III, the efficacy of the suggested BGW-CSO-
SVM model in comparison to the approach presented by Taz, 
Islam, and Mahmud [30] is evaluated using two datasets: the 
Mendeley Diabetes Dataset and the PID Dataset. Fig. 6 
depicts the proposed system dataset compared with existing 
approach. The evaluation metrics used are accuracy, precision, 
recall, and F1-score. The proposed BGW-CSO-SVM model 
consistently achieves higher accuracy, precision, recall, and 
F1-score on both the Mendeley Diabetes Dataset and the PID 
Dataset compared to the approach. 

Table IV and Fig. 7 presents the results of a diabetes 
prediction study using different methods and their respective 

Root Mean Square Error (RMSE) values. The methods 
evaluated are Vanila-LSTM, BI-LSTM, and the Proposed 
Model. 

TABLE II. COMPARISON OF PROPOSED SYSTEM ROC VALUE WITH 

EXISTING APPROACH 

Methods ROC value 

Light GBM [30] 0.95 

XGBoost [30] 0.93 

AdaBoost [30] 0.92 

Random Forest [30] 0.94 

Soft Voting [30] 0.96 

Proposed BGW-CSO-SVM 0.98 

 
Fig. 5. ROC curve for the proposed model. 

 
Fig. 6. Dataset comparison. 

TABLE III. DATASET COMPARISON MDD AND PID 

Methods 
Mendeley Diabetes Dataset Pima Indian Dataset 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Neural Networks [30] 96.24% 91.65% 91.46% 90.96% 81.82% 80.00% 90.91% 85.11% 

Proposed BGW-CSO-SVM 97.9% 93.8% 92.36% 91.4% 84.63% 87.1% 93.8% 87.6% 
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TABLE IV. ERROR RATE COMPARISON 

Method RMSE 

Vanila-LSTM [31] 15.43 

BI-LSTM [31] 15.22 

Proposed SVM 14.58 

 

Fig. 7. Error rate graph. 

B. Discussion 

The study employs a feature selection technique, 
minimizes feature size, and ensures error-free classifications 
to effectively solve the difficulty of high-dimensional feature 
space in diabetes prediction. The research provides a novel 
methodology for feature selection, improving the model's 
capacity for generalization. It does this by introducing the 
revolutionary Binary Grey Wolf-based Crow Search 
Optimization (BGW-CSO) method, which combines Binary 
Grey Wolf Optimization (BGWO) with Crow Search 
Optimization (CSO). By optimizing the number of hidden 
neurons in the Support Vector Machine (SVM) through the 
use of BGW-CSO, the study improves diabetes prediction 
models overall and enhances the effectiveness of conventional 
SVMs. The suggested BGW-CSO-SVM model consistently 
outperforms other existing techniques, demonstrating superior 
accuracy, precision, recall, and F1-score through rigorous 
assessments on the Mendeley Diabetes Dataset and Pima 
Indian Dataset. The study's objective of creating a reliable 
diabetes prediction model that can be adjusted to fit a variety 
of datasets is perfectly aligned with this performance. Most 
importantly, the hybrid optimization model BGW-CSO-SVM 
greatly improves diabetes prediction accuracy, allowing for 
early at-risk individual identification, timely interventions, and 
individualized patient management. The results of the study 
highlight how well the objective of increasing the accuracy 
and consistency of diabetes prediction was met, and they may 
have ramifications for better patient outcomes in medical 
settings. 

VI. CONCLUSION AND FUTURE WORK 

The study addresses the pressing global health challenge of 
accurate and timely diabetes diagnosis. It introduces a novel 
hybrid optimization strategy that seamlessly integrates 
machine learning techniques to enhance the precision of 
diabetes prediction. This advancement is achieved by 
harnessing the potential of multimodal medical data, 
electronic health records, and advancements in data analytics. 

To ensure precise classification, two distinct datasets from the 
Pima Indian diabetes databases are used, alongside a rigorous 
feature selection method. The introduction of the BGW-CSO 
approach, a fusion of BGWO and CSO, bolsters feature 
selection capabilities. This innovation not only addresses the 
challenges posed by high-dimensional feature spaces but also 
significantly improves the system's ability to generalize. The 
performance of conventional Support Vector Machines 
(SVMs) benefits greatly from optimizing SVM techniques 
using the newly devised BGW-CSO approach. This proposed 
strategy, referred to as BGW-CSO-SVM, demonstrates 
substantial enhancements in diabetes prediction accuracy, as 
evidenced by a comprehensive examination using various 
performance metrics and comparisons with existing 
methodologies. This breakthrough enables the rapid 
identification of individuals at risk, paving the way for 
personalized and effective treatment interventions. In order to 
ensure the applicability of our methodology across a wide 
range of healthcare contexts, future research endeavours 
should prioritize testing its usefulness across varied datasets 
and demographics. It is important to prioritize creating 
solutions that are easy to use, accessible, and readily embraced 
by medical professionals. By facilitating a smooth transition 
into clinical settings, this strategy hopes to improve patient 
care and diabetes diagnosis on a larger scale. The research can 
demonstrate the robustness and generalizability of the 
suggested technique, increasing the likelihood of its 
widespread adoption and beneficial effects on healthcare 
practices. This can be achieved by expanding the validation to 
include a broad variety of datasets and demographic 
differences. 
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Abstract—Cinemas and digital platforms offer an extensive 

array of content requiring tailored filtering to cater to individual 

preferences. While recommender systems prove invaluable for 

this purpose, conventional movie recommendations tend to 

emphasize specific attributes, leading to a reduction in overall 

accuracy and reliability. Notably, the extraction process of facial 

temporal attributes exhibits a suboptimal level of accuracy, 

thereby influencing the classification of attributes and the overall 

accuracy of the recommendation system. This article introduces 

a hybrid recommender system that seamlessly integrates 

collaborative filtering and content-based methodologies. The 

system takes into account crucial factors such as age, gender, 

emotion, and genre attributes. Films undergo an initial 

categorization based on genre, with a subsequent selection of the 

most representative genres to ascertain group preferences. 

Ratings for these selected movies are then predicted and 

organized in descending order. Employing Convolutional Neural 

Network (CNN) and Long Short-Term Memory (LSTM) models, 

the system achieves real-time extraction of facial attributes, 

particularly enhancing the accuracy of emotion attribute 

extraction through sequential processing. The CNN model 

demonstrates a commendable 55.3% accuracy score, the LSTM 

model excels with a 59.1% score, while the combined CNN and 

LSTM models showcase an impressive 60.2% accuracy. The 

performance of the recommendation system is rigorously 

evaluated using standard metrics, including precision, recall, and 

F1-measure. Results underscore the superior performance of the 

proposed system across various testing scenarios compared to the 

established benchmark. Nevertheless, it is noteworthy that the 

precision of the benchmark marginally surpasses the proposed 

system in the age groups of 8-14 and 15-24. 

Keywords—Recommender system; movies recommendation; 

emotion prediction; k-means clustering; deep learning 

I. INTRODUCTION 

Recommender systems play a pivotal role in facilitating 
user exploration and item selection within the expansive 
choices available on web or electronic platforms. These 
systems employ advanced strategies, including content-based, 
collaborative, and hybrid approaches [1-4], to systematically 
filter and prioritize information, delivering clients tailored and 
pertinent data. Content-based filtering, a component of these 
systems, tailors recommendations based on individual 
preferences, effectively addressing the challenging cold start 
problem. Concurrently, collaborative filtering relies on user 

similarities or machine learning algorithms to recommend 
items. Hybrid recommender systems integrate both content-
based and collaborative approaches, synergistically optimizing 
performance and honing the precision of recommendations. 
The amalgamation of these techniques empowers 
recommender systems to furnish users with suggestions that 
are not only personalized but also highly accurate [5-8]. 

A consumer's emotional state influences their decision-
making process. Emotion is an unconscious mental state that 
arises spontaneously, accompanied by physiological and 
psychological changes in human organs and tissues, such as 
heart rate, facial expression, and the brain [9]. However, the 
recommendation process typically neglects the viewer's 
emotional state due to the intricate interplay of physiological 
signals with emotions, making subtle emotional expressions 
easily misunderstood. Prior research has predominantly 
focused on understanding user emotions through various 
means, such as ratings, comments, and helpfulness votes, 
among others [10, 11]. 

The Affective Video Recommender System (AVRS) has 
emerged as a prominent research area within recommender 
systems, diverging from traditional text, image, and speech 
emotion recognition. Focused on analyzing emotional states 
within videos and discerning emotions in distinct scenes [12], 
AVRS strategically recommends video content to viewers 
based on identified emotional states. An insightful study 
revealed gender-based disparities in movie preferences, with 
men exhibiting variations between mood and movie choices, 
while women tend to demonstrate a more congruent pattern 
[13]. To provide personalized recommendations in theaters or 
movie platforms devoid of recorded user data, the 
incorporation of face recognition becomes imperative. This 
facilitates the identification of attributes such as age, gender, 
and emotion estimation. 

Within the domain of pattern recognition and computer 
vision, face recognition involves the identification of 
individuals by assessing distances between key facial points or 
the angles formed by facial components [14]. The creation of 
an efficient face recognition system necessitates considerations 
for speed, accuracy, scalability for system updates, and 
improvements in subject recognition. Fundamental face 
recognition approaches include holistic matching, feature-
based (structural) methods that analyze local features, and 
hybrid techniques combining both holistic and feature This work was funded by the University of Jeddah, Jeddah, Saudi Arabia, 

under grant No. (UJ-21-DR-47). The author, therefore, acknowledges with 

thanks the University of Jedah technical and financial support. 
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extraction methodologies [15]. The culmination of these efforts 
results in the development of a functional and practical face 
recognition system. 

An exhaustive review of literature on movie 
recommendation systems has identified two pivotal research 
challenges. Firstly, existing solutions for tracking and 
extracting facial temporal attributes exhibit substantial 
computational complexity and diminished accuracy, impacting 
attribute classification and diminishing the precision of 
recommendation systems. Secondly, prevalent movie 
recommendation systems concentrate on specific attributes, 
leading to a decline in overall accuracy and reliability [16-23]. 
As an extension of our previous work in [24], this study seeks 
to elevate the accuracy and efficacy of movie 
recommendations by crafting a precise face recognition system 
capable of discerning age, gender, and emotion from video 
data. Additionally, it discerns the most accurate deep learning 
models by incorporating multiple attributes, including user 
emotion and gender. 

 A hybrid movies recommendation system based on 
demographics and facial expression analysis using 
machine learning. The system effectively captures user 
age, gender, and emotion in real-time through CNN and 
LSTM models to solve information overload and data 
sparsity problems. 

 The system ensures the suitability for both new and 
existing users, providing effective movie 
recommendations, regardless of the presence of 
historical records or ratings. Movies are initially 
grouped by genre, selecting the most representative of 
preferred genres as the group's choice. Ratings for these 
movies are then predicted and listed in descending 
order. 

 The study conducts experiments using real-world facial 
expressions data to demonstrate the excellent 
performance of the proposed methodology in the 
existing recommendation approach. It also identifies 
facial expressions as a crucial factor in movie 
recommendations. 

The paper's structure is organized as follows: Section II 
addresses the research background, encompassing 
recommendation systems and face attribute recognition 
techniques, along with an exploration of related works and 
distinctions from existing systems. Section III provides a 
comprehensive overview of the proposed hybrid movie 
recommendation system, detailing the components of face 
attribute extraction, movie clustering, and recommendations. 
Section IV delves into the implementation setup and dataset 
usage, while Section V extensively discusses the findings 
derived from the proposed system. Finally, the paper 
concludes, summarizing the key insights and contributions. 

II. RESEARCH BACKGROUND 

In this section, we explore the primary techniques 
employed by the proposed system, encompassing 
recommendation systems and facial attribute recognition. We 
also delve into recent research in these areas. In the final sub-

section, we examine existing systems focused on integrating 
facial attributes recognition with movie recommendations, 
highlighting their limitations, and identifying research gaps. 

A. Recommendation Systems 

Recommendation systems, designed to address the 
information overload issue, filter pertinent information based 
on a user's interests, preferences, or observed behavior for a 
specific item [25, 26]. This problem arises as data volume 
increases, hindering effective decision-making [27]. The 
recommendation systems aim to provide meaningful user-
specific recommendations for various items or products [28].  

In the domain of movie recommendations, a multitude of 
recommendation systems has been explored in academic 
literature. Reddy S. et al. [16] proposed a framework akin to 
collaborative filtering techniques, integrating genre similarity 
and content-based filtering to enhance personalized 
recommendations. User feedback on films and genres 
significantly influences categorization, contributing to the 
customization of recommendations. Katarya Rahul [17] 
developed a hybrid recommender system utilizing the 
MovieLens dataset, incorporating the k-means clustering 
algorithm with bio-inspired artificial bee colony optimization. 

Taking a distinct approach, [18] introduced an object-based 
collaborative filtering method, delving into the user's item 
rating matrix to establish connections among items for 
personalized recommendations. The author in [19] devised an 
efficient Graph Convolutional Network (GCN) algorithm, 
merging random walks and graph convolutions to generate 
embeddings. The author in [20] presented a comprehensive 
hybrid recommender system that integrates collaborative 
filtering via the Singular Value Decomposition (SVD) 
algorithm, a content-based system, and a fuzzy expert system. 
This expert system evaluates movie significance based on 
factors such as average rating and the number of ratings. 

In contrast, [21] proposed a dynamic weighted hybrid 
recommender system, adapting the blend of collaborative 
filtering (CF) and content-based filtering (CBF) dynamically, 
deviating from fixed weights. Film-Conseil employs a machine 
learning algorithm to assess consumer advisory capability, 
replacing explicit movie scores [22]. Additionally, a movie 
recommendation system utilizes inductive learning, a machine 
learning method that effectively reduces sparsity and enhances 
scalability through experiments [23]. Nevertheless, current 
recommendation solutions exhibit limitations, lacking 
consideration for user emotions and demographics. 
Consequently, there is an imperative need to accurately and 
efficiently capture real-time user facial expressions. 

B. Face Attributes Recognition Techniques 

Feature detection and image matching are crucial tasks in 
machine vision, with varying computational efficiency and 
accuracy depending on the chosen feature detector and 
descriptor extraction algorithm. It is essential to select an 
appropriate algorithm for specific feature matching tasks [29]. 

In recent research, a significant focus has been placed on 
real-time analysis of age, gender, and emotional states. A 
pivotal study [30] employed a Convolutional Neural Network 
(CNN) to achieve a remarkable 95 percent accuracy in age and 
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gender identification using the IMDB-WIKI dataset. 
Simultaneously, the CNN demonstrated a 66 percent accuracy 
in emotion detection, leveraging the FER dataset. An 
alternative approach [31] utilized an artificial neural network, 
achieving a commendable 70.5 percent accuracy in age and 
gender recognition. 

Imane et al. [32] introduced an innovative paradigm 
integrating the HAAR cascade and CNN for facial recognition, 
incorporating the FER2013 dataset for normalization and 
emotion detection. The integration of K-Nearest Neighbors 
(KNN) and Support Vector Machine (SVM) algorithms 
resulted in a 70% accuracy rate. Rajesh et al. [33] contributed 
to the field with a real-time emotion detection system based on 
a nine-layer CNN, demonstrating an approximate 90 percent 
accuracy in categorizing seven distinct emotions. 

Additionally, a method proposed by [34] deployed the 
Local Binary Pattern (LBP) classifier, achieving impressive 
results with a score of 94.39 percent using the CK+ dataset and 
92.22 percent with the JAFFE dataset. Lastly, the method 
introduced by [34] implemented Exploratory Data Analysis 
(EDA), SVM, and demographic classification strategies, 
achieving an outstanding 99 percent accuracy and efficiency. 

C. Related Works 

Several systems focused on integrating facial attributes 
detection with items recommendations have been proposed in 
the literature. The authors in [36] introduced a video 
recommendation system centered on emotion detection, with 
the potential to address various conditions through a focus on 
human emotions and cognition. This system suggests YouTube 
videos based on captured emotions in images, videos, or 
webcam feeds, considering emotion intensity. For instance, 
individuals expressing happiness receive recommendations for 
funny videos, while those displaying sadness are guided to 
motivational content. The system has achieved an average 
emotion detection accuracy of 56%. For the same purpose, a 
dataset was created in [37] with five classes and then compared 
with an alternative dataset, showcasing state-of-the-art 
performance. The results revealed that, apart from CNN and 
DenseNet201, VGG16, InceptionV3, and MobileNetV2 
exhibited superior accuracy compared to the collected dataset, 
affirming the excellence of our dataset over the alternative one. 
The primary limitations of these works involve accuracy 
concerns and a lack of consideration for user age and gender, 
which may not fully align with users' preferences. 

Haar cascade and Local Binary Patterns Histogram (LBPH) 
algorithms were utilized in [38] for face detection, feature 
extraction, and emotion detection. Emotion detection relies on 
the FER 2013 dataset, while age and gender detection use the 
Adience dataset. For web application development, they 
implemented the Django framework. The video 
recommendation system adopts a content-based approach, 
customizing recommendations based on detected emotions, 
age, and gender. These personalized suggestions are sourced 

from the internet, prioritizing videos aligned with the target 
emotion, popularity, or user interactions. Video categories 
encompass music videos, motivational speeches, quotes, 
movies, cartoons, humor, action, and lifestyle.  

To automate the process of identifying users and deducing 
their preferences from their content feedback of TV 
applications, a solution based on face detection and recognition 
services was proposed in [39]. Demographic characteristics 
(age and gender) classified the user, addressing the cold start 
problem. Smiles and emotions detected served as automatic 
feedback during content consumption. Accurate results were 
achieved with a frontal view of the face, while deviations from 
this angle and suboptimal lighting conditions could hinder face 
detection and recognition, particularly if parts like the eyes or 
mouth were not clearly visible. In [40], an innovative approach 
was introduced to address the lack of affective data for newly 
added videos on platforms like YouTube. It used reinforcement 
learning and deep bidirectional recurrent neural networks to 
process videos, gather affective annotations, and integrate 
emotion and affective intensity aspects, refining as user 
feedback was collected. Both implicit and explicit interactions, 
including facial expressions in real-time video streams, were 
tracked to train personalized reinforcement learning models for 
short-term affective behavior learning. This approach also 
highlighted the value of sequencing videos in different contexts 
to understand long-term affective trends using context-aware 
features. Its effectiveness was tested in experiments on two 
diverse video datasets. 

An advertising video recommendation process was 
introduced in [41], leveraging computer vision and deep 
learning to gauge users' emotional responses to ads in real time 
by analyzing their facial expressions. This involved a CNN-
based predictive model for rating predictions and a real-time 
SIFT algorithm-based similarity model to identify users with 
similar preferences. Instead of relying on users' historical 
records, the approach continuously updated a dynamic user 
profile based on real-time facial expression changes. 
Experimental tests using food advertising videos showcased 
the superiority of this method compared to conventional 
approaches like random recommendations, average ratings, and 
traditional collaborative filtering, offering improved 
recommendations for both existing and new users in the realm 
of advertising video recommendations. 

Table I summarizes the existing movies/video 
recommendation systems based on face feature extraction. 
While there have been previous studies on the integration of 
videos/movies recommendation systems with face attributes 
extraction techniques, there are still gaps in the literature that 
call for further research. It can be concluded that the primary 
limitations to be addressed in this study pertain to the 
suboptimal accuracy of recommendation systems due to 
inadequate data, and the complexity of data analysis, which 
results in elevated computational costs. 
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TABLE II. A SUMMARY OF THE MOST RELATED MOVIES RECOMMENDATION SYSTEMS 

Attributes Customer detection Purpose Age Gender Emotion Wild environment 

Bokhare, A., & 

Kothari, T., 2023 [1]. 
Image 

Video 

recommendation 
Not consider Not consider 7 categories Not considered 

Elias, T., et al., 2022 

[2]. 
Image 

Movies 

recommendation 
Not considered Not consider 5 categories Not considered 

Babanne, V., et al., 

2020 [3]. 
Image 

Video 

recommendation 
Age groups Considered 7 categories Not considered 

De Pessemier, T., 

2016 [4]. 
Image 

User's non-verbal 

affective feedback 
Accurate ages Considered 7 categories Considered 

Tripathi, A., et al., 

2019 [5]. 
Video 

User's non-verbal 

affective feedback 
Age group Considered 3 categories Considered 

Kim, G., et al., 2021 

[6]. 
Video 

Video advertisement 

recommendation 
Age groups Considered - Not considered 

Proposed system Video & image 
Movies 

recommendation 
Age groups Considered 7 categories Considered 

III. PROPOSED HYBRID MOVIES RECOMMENDATION 

SYSTEM 

In this section, an overall description of the proposed 
hybrid movies recommendation system. The outline of the 
proposed system framework is illustrated in Fig. 1. The 
proposed system will be implemented on a mobile/web 
platform for use in movie theaters or personal digital devices 
with embedded cameras. The system is composed of three 
individual modules, i.e., Face attributes extraction module, 
Movies clustering model based on movies attributes, and 
recommendation system. The first module is used to extract the 
demographic and emotion attributes of the users, while the 
second module clusters the movies into 19 different genres 
based on their attributes. The outputs from these modules are 
utilized by the recommendation system module to provide 
movie cluster recommendations tailored to specific user 
groups, considering age, gender, and emotion. Furthermore, the 
list of movies is organized based on the predicted ratings for all 
movies within the users' groups. The next subsections describe 
each module in detail.  

 

Fig. 1. A block diagram of the proposed system. 

A. Face Attributes Extraction 

The facial attribute extraction module is delineated into two 
discrete constituents: the CNN-based attributes extraction 
model and the LSTM-based attributes extraction model, as 
depicted in Fig. 2. This system facilitates real-time extraction 
of facial attributes, encompassing age, gender, and emotion. 

Positioned as a video-based application, its efficacy in 
capturing emotion attributes is heightened within a temporal 
sequence [42]. 

The CNN-based attributes extraction model concentrates 
predominantly on non-temporal features, with its output 
assuming a pivotal role in the ultimate synthesis. Notably, the 
Inception Net [43] and DenseNet [44] architectures are 
harnessed for their exceptional performance within this model. 
In contrast, the LSTM-based attribute extraction model is 
deployed for extracting vital expressive features, utilizing the 
VGG architecture to scrutinize emotional nuances within the 
temporal sequence. The symbiotic alignment of LSTM with 
the challenge's objectives manifests in competitive outcomes. 
The prognostications of facial attributes from the employed 
models are amalgamated by assigning weights to each method 
based on their performance metrics on the Acted Facial 
Expression in Wild (AFEW) validation set. The datasets 
utilized in this proposed system will be expounded upon in 
Section IV. The emotions considered for classification 
encompass Angry, Disgust, Fear, Happy, Neutral, Sad, and 
Surprise. 

In both models, the initial step involves resizing the image 
to different scales, creating an image pyramid, which serves as 
input for the subsequent three-stage cascaded framework 
outlined in [45]. For face detection, candidate facial windows 
and their associated bounding box regression vectors are 
acquired using a fully convolutional network referred to as the 
proposal network (P-Net). Calibration of the candidates is 
performed based on the estimated bounding box regression 
vectors, followed by the application of non-maximum 
suppression (NMS) to consolidate highly overlapping 
candidates. Moving to the second stage, all candidates are 
directed through another CNN known as the refine network (R-
Net), which serves to further eliminate a significant number of 
erroneous candidates, refine bounding boxes through 
regression, and perform NMS for accuracy. The final stage 
mirrors the second stage, with a focus on face regions that 
receive more supervision, leading to the network outputting the 
positions of facial landmarks. 

1) CNN-based attributes extraction model: As shown in 

Fig. 2, the diagram of the model is divided into three main 

sections: Frames feature extraction, Frame-level feature 

aggregation, and classification. In frames feature extraction, 
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four networks are fine-tuned for the prediction of individual 

static images, specifically Inception V3, DenseNet121, 

DenseNet161, and DenseNet201. These networks were 

employed due to their efficient feature extraction and high 

image recognition accuracy. Inception-V3 is a popular CNN 

model known for its deep architecture and unique inception 

modules, enabling efficient feature extraction across multiple 

scales. It is optimized for CPU and GPU usage and has 

achieved accuracy rates exceeding 78.1% on ImageNet. On 

the other hand, DenseNet models are characterized by dense 

interconnections between layers. They vary in the number of 

layers, with DenseNet201 being the deepest. DenseNet models 

excel in image classification and feature extraction, delivering 

state-of-the-art results.  

Fig. 2. Face attributes extraction module. 

On the Real-world Affective Faces (RAF) validation test, 
these networks achieved accuracy scores of 82.74%, 83.84%, 
83.25%, and 79.73%, with corresponding feature dimensions 
of 2048*3, 1024*3, 1474*3, and 1920*3, respectively. 
Subsequently, fine-tuned models extract features from the final 
layers of aligned faces, using them as the foundational 
representation. The Number of Features section shows the 
number of features extracted by each CNN layer. However, 
since the feature dimension in each video is directly linked to 
the number of detected faces and the layer dimension, 
normalization is used to standardize feature dimensions. The 
Video Features section shows the video features extracted by 
the CNN layers.  

For frame-level feature aggregation, two normalization 
methods are applied separately to the features extracted by 
various CNN models from each aligned face in video frames 
using mean, max, and standard deviation. The video feature 
tripled compared to the initial CNN extraction. Following that, 
the RootSIFT and a normalization method ranging from [0,1] 
are applied to process the original feature [46]. Here's the 
calculation process: 

  
   

|  
 |

∑    
    

 

   (1) 

  
   

  
          

                
  (2) 

Where    is the original feature extracted from a video,   
  

is the index of feature in the feature vector.          𝑛𝑑 

  𝑛      stand for the maximum and minimum values in the 

video feature vector.   
   and   

   are the features we 
normalized by l2-norm and 01-norm.  

The classification step shows the output of the SVM. 
Linear SVMs were trained with various extracted features by 
the two normalization methods and four networks. Parameters 
were evaluated using 5-fold cross-validation. The results on the 
AFEW validation set for different features, based on SVM 
models, are notably lower than those in the RAF static image 
set. This difference can be attributed to the richer information 
in video clips regarding the expression process. 

2) LSTM-based attributes extraction model: For face 

detection, the model is trained using VGG facial features on 

the AFEW training dataset. Maintaining stable face tracking is 

essential for optimal model performance in the analysis of the 

time sequence. Given that most video frames contain at least 

one face, the face detection threshold is set to a lower value to 

capture more faces while minimizing errors. A comprehensive 

set of face landmarks is leveraged to precisely locate the 

primary character's face, typically the one with the largest 

facial area. Additionally, a larger window is employed to 

capture finer details from regions like the forehead and chin.  

For frame feature extraction, VGG-16 architecture is 
employed due to its exceptional quality of the FER2013 dataset 
in grayscale and its ample collection of meticulously selected 
faces. VGG-16 stands out for its depth, comprising 16 weight 
layers, uniform architecture with small 3x3 convolutional 
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filters, robustness, and high accuracy in image classification. 
The pre-trained VGG-Face Model is used on the FER2013 
emotion dataset to fine tune the network and enhance its 
performance [14]. The images are resized to 224x224 in 

grayscale. Through the application of data augmentation 
techniques, 70.96% accuracy on the validation dataset is 
achieved which considered high level of performance. 

 

Fig. 3. Preferred movies based group clusters. 

Finally, the classification is done using classic LSTM 
architecture, incorporating memory cell, input gate, output 
gate, and forget gate, was chosen. The implementation strategy 
aligns with [16]. LSTMs excel at handling long-term 
dependencies in sequential data, making them suitable for tasks 
like time series forecasting. Training videos have been 
segmented into 16-frame clips. An essential data augmentation 
step is the overlapping of clips by 8 frames, a well-established 
and effective technique for both training and testing. 
Additionally, mirror and multi-scale methods are employed. 
Temporal features from continuous video frames of facial 
expressions are extracted by the LSTM layer, utilizing a single 
LSTM layer with 128 embedding outputs. Notably, the final 
emotion prediction accuracy on the AFEW validation dataset 
achieves 46.21%. In contrast, utilizing an LSTM-256 layer 
instead of 128 leads to a slightly reduced accuracy of 43.07% 
in the validation dataset. 

B. Movies Clustering based on Movie Attributes 

Film characteristics will be derived from the Movielens 
dataset [47] to undergo system testing. Each film is delineated 
by its unique movie ID, title, release date, IMDb URL, and is 
classified across 19 genres, encompassing unknown, Action, 
Adventure, Animation, Children's, Comedy, Crime, 
Documentary, Drama, Fantasy, Film-Noir, Horror, Musical, 
Mystery, Romance, Sci-Fi, Thriller, War, and Western. To 
systematically categorize these films into distinct groups, the k-
means algorithm will be employed—an unsupervised machine 
learning method. 

This algorithm extracts insights from datasets through 
vectors, operating independently of labeled outcomes. It 
establishes a predetermined number (k) of cluster centroids 
within the dataset, computing the distances between each 
object and these centroids. Objects are subsequently assigned 
to the nearest cluster based on these distances, and the averages 
of all clusters are recalculated iteratively until the criterion 
function is satisfied. Attribute similarity is assessed using the 

Euclidean similarity approach, wherein objects with analogous 
attributes exhibit smaller dissimilarity distances, while those 
with disparate attributes display larger dissimilarity distances. 

For a matrix X with i quantitative variables, the Euclidean 
distance d between two features,    and   , can be computed 
as 

𝑑        √∑          
  

     (3) 

The determination of the optimal K value in K-Means 
involves executing the algorithm with different k values and 
assessing variance. The selected K value corresponds to the 
point where variance is minimized. Variance, in this context, is 
computed as the cumulative sum of distances between each 
centroid and the items within its assigned cluster. The process 
includes plotting the variance against various K clusters, 
enabling the identification of the elbow point. The elbow point 
signifies the threshold at which the reduction in variance 
becomes notably stagnant. This allows for a systematic 
evaluation of K values based on variance metrics, providing a 
quantitative basis for determining the most suitable number of 
clusters in the K-Means clustering algorithm. 

C. Movies Recommendation 

Individuals are stratified based on attributes such as age 
group, gender, and emotional states to furnish tailored movie 
recommendations, as delineated in Fig. 3. The designated age 
cohorts encompass 8-14, 15-24, 25-37, and 38-47 years. 
Subsequently, the movies selected by each user are allocated to 
corresponding clusters. The cluster exhibiting the utmost 
representation of favored movie genres is identified as the 
group's preference. This determination relies on the cluster 
with the highest prevalence among all movie clusters, 
exemplified in a group with movie clusters [1, 1, 1, 2, 3, 3, 4, 1, 
1], where cluster 1 is acknowledged as the favored group 
cluster. 
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Following this, the algorithm illustrated in Fig. 4 is 
employed to prognosticate movie ratings within each cluster. 
The system employs the Singular Value Decomposition (SVD) 
technique [47], a renowned Collaborative Filtering method. 
SVD, a matrix factorization method grounded in linear algebra, 
dissects a real matrix X into three matrices: U, S, and V. The 
SVD outcome encompasses matrix U, signifying user vectors, 
and matrix   , signifying movie vectors, with the singular 
values of X on the diagonal of matrix S, as depicted in the 
equation. 

 

Fig. 4. Algorithm of ratings prediction of the movies in each cluster. 

           (4) 

SVD is selectively applied solely to movies in the favored 
group cluster, crafting a matrix where rows symbolize users in 
the same gender, age, and emotion category as active users, 
and columns signify chosen movies in a descending order. 
Matrix values denote the frequency of a specific movie being 
chosen. Ultimately, recommended movies with the highest 
ratings are ascertained through the dot product of U, S, and   , 
as elucidated in the equation. 

 ̂           (5) 

IV. IMPLEMENTATION SETUP AND DATASETS 

The computational framework is developed in Python and 
executed using Jupyter Notebook. Experimental procedures are 
conducted on a MacBook Pro featuring an Intel Core i7 
processor and 8GB of RAM. Convolutional Neural Network 
(CNN) models, employed for facial attributes extraction, 
undergo pre-training utilizing the RAF and FER2013 datasets. 
The FER2013 dataset encompasses 28,709 training images, 
3,589 validation images, and 3,589 testing images. Similarly, 
the RAF dataset comprises 12,271 training samples and 3,068 

testing samples. Additionally, the AFEW dataset is applied for 
video clips emotion recognition, serving as a dynamic temporal 
facial expressions data repository derived from cinematic 
contexts. This dataset incorporates 957 samples, spanning six 
expression classes, and features neutral, natural head pose 
movements, occlusions, and a diverse array of subjects 
representing varied races, genders, ages, and other 
demographic characteristics. The Movielens 100k dataset is 
employed to facilitate the training and evaluation of the 
proposed system. Comprising 100,000 ratings across a 1 to 5 
scale, the dataset involves 943 users rating 1682 movies, with 
each user contributing assessments for a minimum of 20 
movies. The performance evaluation of the system involves the 
execution of 150 experimental observations. 

V. RESULTS AND DISCUSSION 

This section first presents the outcomes of implementing a 
face attributes extraction model, followed by a movie 
recommendation model. The results of implementing face 
attributes extraction using CNN and LSTM based models 
individually and collaboratively are presented. Variations in 
sample sizes across classes highlight differences in category 
significance. To address this, class weights are employed, 
scaling scores by the square root of sample numbers, 
improving model performance in easily distinguishable 
categories. Model weights were determined through 
experiments on the validation set. The CNN-based model 
achieved a 55.3% score, while the LSTM-based model reached 
59.1%. The combination of CNN and LSTM models achieved 
an impressive 60.07% accuracy which represents the overall 
accuracy of predicting the characteristics of the user correctly. 
However, the prediction accuracy of age, gender, and emotion 
are 86.3%, 87%, and 85%, respectively. Table II summarizes 
the accuracy findings of the proposed face attributes extraction 
model. Gender estimation errors mostly occurred among 
younger individuals aged 8-14. This may be due to the inherent 
difficulty in accurately predicting gender in children. On the 
other hand, age estimation exhibited a relatively high number 
of prediction errors in individuals aged [19-20]. This can be 
explained by the distinctiveness of aging patterns among 
individuals, which also varies based on gender. 

 

Fig. 5. Preferred movies based group clusters. 

In Fig. 5, an illustrative overview of movie 
recommendations incorporating estimated age, gender, and 
emotion is showcased. The assessment of movie 
recommendations' performance is undertaken, drawing 
comparisons with the methodology introduced in a prior study 
[32]. Assessment metrics include precision, recall, and F1-
score. Precision, indicating the accuracy of movie predictions, 
is calculated as the ratio of true positive predictions to all 
positive predictions [49]. Recall, representing the model's 
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ability to predict occurrences, is computed as true positive 
predictions divided by actual positive predictions [49]. The F1-
score, a harmonic mean of precision and recall, is determined 
using the specified formula [49]. 

The outcomes of these performance metrics are succinctly 
presented in Table II, underscoring the superior efficacy of the 
proposed system across various scenarios. While the 

benchmark system exhibits slightly higher precision in the 8-14 
age group, the proposed system outperforms in recall and F1-
score. Notably, the precision in the 15-24 age group reaches 
around 0.903, surpassing the proposed system's precision of 
approximately 0.862. Furthermore, in the 25-37 age group, the 
system achieves an average precision, recall, and F1-score of 
0.873, 0.894, and 0.88, respectively. 

TABLE III. THE ACCURACY OF THE PROPOSED FACE ATTRIBUTES EXTRACTION MODEL 

  Emotion 
Average (%) 

Gender Age Angry Disgust Fear Happy Neutral Sad Surprise 

Male 

8-14 55.42 53.12 56.45 56.34 53.22 56.65 57.37 55.51 

15-24 58.34 56.23 57.40 62.35 61.44 56.32 58.43 58.64 

25-37 63.21 60.75 61.21 64.23 64.23 64.15 63.75 63.07 

38-47 62.56 60.34 60.13 64.56 64.25 65.43 64.35 63.08 

Female 

8-14 55.40 54.02 56.34 55.64 52.95 56.67 56.77 55.39 

15-24 58.02 55.97 57.82 62.15 61.64 55.81 58.82 58.60 

25-37 64.51 59.63 62.19 62.43 63.73 64.03 63.82 62.90 

38-47 62.77 62.43 59.94 64.02 65.02 64.86 64.85 63.41 

Average (%) 60.02 57.81 58.93 61.46 60.81 60.49 61.02 60.07 

While the proposed system demonstrates relatively high 
accuracy, it may not be suitable for users who cover their faces 
(e.g., wearing Hijab), as facial features cannot be extracted 
under such circumstances. To address this limitation, the 
system could enhance its capabilities by integrating 
demographic feature extraction through voice analysis. 
Furthermore, the computational efficiency and complexity of 
the face attribute extraction module could be enhanced by 
leveraging the advantages of the You Only Look Once 
(YOLO) algorithm due to its superior efficiency and suitability 
for real-time applications [50]. 

VI. CONCLUSION 

Film venues and digital platforms provide an extensive 
array of cinematic options, often overwhelming consumers 
faced with a multitude of choices. To address this issue and 
enhance the efficiency of the decision-making process for 
clients, sophisticated recommendation systems have been 
devised. Existing movie recommendation systems, 
characterized by intricate computational processes, exhibit a 
notable deficiency in accurately tracking and extracting 
temporal facial attributes. This limitation compromises the 
precision of attribute classification, consequently diminishing 
the overall accuracy of the recommendation system. 
Furthermore, prevalent systems tend to overlook various 
attributes, contributing to a reduction in overall accuracy and 
dependability. This study introduces a novel hybrid 
recommender system that seamlessly integrates collaborative 
filtering and content-based methodologies. The system takes 
into account diverse attributes such as age, gender, emotion, 
and genre to optimize movie recommendations. Initially, 
movies undergo categorization based on genre, with a 
preference determined by selecting the most representative 
genres. Ratings for these films are subsequently predicted and 
presented in descending order. Employing Convolutional 

Neural Network (CNN) and Long Short-Term Memory 
(LSTM) models, the system conducts real-time extraction of 
facial attributes, enhancing accuracy in emotion attribute 
extraction by ensuring sequential extraction of attributes. 
Results from the system's implementation reveal its superior 
performance compared to the benchmark system across various 
test scenarios. However, the benchmark system exhibits 
marginally higher precision in the age groups of 8-14 and 15-
24. Despite the proposed system's commendable accuracy, it 
faces limitations when users conceal their faces, necessitating 
improvements through the integration of demographic feature 
extraction via voice analysis and optimization of the 
computational efficiency of the face attribute extraction 
module utilizing the YOLO algorithm. 
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Abstract—Ransomware is a significant threat to Android 

systems. Traditional methods of detection and prediction have 

been used, but with the advancement of technology and artificial 

intelligence, new and innovative techniques have been developed. 

Machine learning (ML) algorithms are a branch of artificial 

intelligence that have several important advantages, including 

phishing detection, malware detection, and spam filtering. ML 

algorithms can also be used to detect ransomware by learning the 

patterns and behaviors associated with ransomware attacks. ML 

algorithms can be used to develop detection systems that are 

more effective than traditional signature-based methods. The 

selection of the dataset is a crucial step in developing an ML-

based ransomware detection system. The dataset should be large, 

diverse, and representative of the real-world threats that the 

system will face. It should also include a variety of features that 

are informative for ransomware detection. This research 

presents a survey of ML algorithms for ransomware detection 

and prediction. The authors discuss the advantages of ML-based 

ransomware detection systems over traditional signature-based 

methods. They also discuss the importance of selecting a large, 

diverse, and representative dataset for training ML algorithms. 

Two datasets are applied during the conducted experiments, 

which are SEL and ransomware datasets. The experiments are 

repeated with different splitting ratios to identify the overall 

performance of each ML algorithm. The results of the paper are 

also compared to recent methods of ransomware detection and 

showed high performance of the proposed model. 

Keywords—Ransomware; machine learning; malware 

detection; phishing detection; spam filtering 

I. INTRODUCTION 

During today's rapidly evolving technological landscape, 
the menace of malware remains a formidable challenge, with 
ransomware at its forefront. Cybercriminals consistently 
innovate to breach computer systems, propelling the need for 
more advanced detection and prediction methods. Particularly, 
ransomware is a dire threat to Android systems, prompting the 
exploration of innovative strategies driven by the surge of 
artificial intelligence and machine learning (ML). 

Ransomware is a pernicious form of malware that encrypts 
valuable data, demanding a ransom for decryption [1]. This 
cybersecurity threat spans servers, computers, and 
smartphones, jeopardizing critical personal data and daily 
operations [2]. Android systems, in particular, are a prime 
target due to their open-source nature, enabling attackers to 
encrypt and hold data hostage, thereby escalating the impact 
of ransomware attacks. The advent of cryptocurrencies like 

Bitcoin has further complicated tracking both the attackers and 
their extorted funds [3]. 

The integration of artificial intelligence particularly ML, 
has emerged as a potent tool in the fight against ransomware. 
ML algorithms, distinguished by their effectiveness in various 
domains, excel in detecting phishing attempts, identifying 
malware, and filtering spam [3]. These algorithms can be 
trained on extensive datasets containing benign and malicious 
software to discern the unique behavioral patterns that set 
ransomware apart. Once trained, they can recognize new 
 ransomware variants, by analyzing these distinctive 
behavioral patterns. The advantages of using ML for 
ransomware detection over traditional methods are profound. 
ML algorithms can identify new, previously unknown 
ransomware variants, adapt to evolving threat patterns, and 
minimize false positives. This is achieved by focusing on 
behavior patterns rather than static signatures or predefined 
rules [4]. 

Ransomware behavior is evolving rapidly and it targets 
many important assets, including critical systems such as 
Android. Therefore, it poses a challenge to detect and prevent 
it, and automated learning methods are effective ways to 
detect malicious ransomware behavior. 

This paper presents an analysis of the malicious behavior 
of ransomware targeting the Android system using several 
machine learning algorithms such as Naive bayes, Support 
vector machine, Decision tree, k-nearest neighbors, Random 
forest, and Logistic Regression. This was conducted on 
various data sets containing many of the most common types 
of ransomware, and the data was divided into different 
proportions to ensure the effectiveness of the ML models. 

II. RELATED WORK 

As presented in study [1], ransomware is malicious 
software that seizes a victim’s data, encrypts data, and extorts 
money from the victim in exchange for their data. It evolves 
rapidly, making its detection challenging requiring 
continuously evolving detection tools. The authors of [2] 
categorized Ransomware into three main methods: Computer 
locker, I/O centric Locker, and Crypto miner. It follows a five-
step process, including infection delivery, environment 
verification, hiding to avoid detection, target selection, and 
displaying a blackmail message to the victim. 

As presented in study [4], the authors proposed an 
automated education-based approach for detecting 
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ransomware through three key stages: data collection related 
to ransomware, extraction of shared ransomware behaviors, 
and precise identification of harmful ransomware behaviors. 
The authors also emphasized the effectiveness of automated 
education in evaluating and verifying information. 
Ransomware targets a wide range of categories, including 
individuals, due to the personal value of their data, business 
databases, and commercial companies. It also targets local 
servers to damage multiple systems potentially. Additionally, 
there are general guidelines for ransomware protection, such 
as encrypting backups, utilizing updated firewalls, using the 
latest antivirus software, and implementing a strategy of 
reduced user privileges [5]. 

As presented in study [6], ransomware has increased in 
recent years, primarily due to its profitability, and it has 
targeted various sectors, including healthcare, industry, and 
education. As explained in study [7], ransomware can be 
categorized into encryption-focused and screen-locking 
variants. The increase in ransomware attacks is attributed to its 
availability as a service, with some attackers offering 
ransomware creation tools and taking a 20% cut of the 
ransom. Victims facing such attacks have four options: pay the 
ransom, restore data from backups, and attempt to guess the 
decryption key through brute force, or lose the data. 

As presented in [8], the methods for addressing 
ransomware are categorized into two key aspects: prevention, 
including measures like backups, and detection, further 
divided into four categories. These categories are behavior 
analysis of data to identify suspicious changes and trigger 
alarms and to compare current operations to past ransomware 
behaviors. Finally, event-based detection includes traffic and 
API monitoring and detection through automated learning 
algorithms. As shown in study [9], conventional intrusion 
detection systems fall short in countering advanced attacks, 
thus necessitating more sophisticated detection programs. It 
highlighted one advanced approach, the honey pot, which is a 
system purposefully crafted to emulate a genuine system 
luring in potential attackers. As presented in study [10], 
numerous mechanisms exist to safeguard against ransomware 
infections. These include maintaining up-to-date system 
updates, which address vulnerabilities with each release. 
Additionally, employing the latest ransomware detection tools 
is crucial. 

As explained in study [11], several reasons contributed to 
the intensive increase of ransomware: Encryption algorithms 
are a double-edged sword used for privacy and attacks, and 
Electronic currencies that allow the attacker to be anonymous. 
With the rapid development of ransomware, it has become 
easy and available to obtain. As presented in study [12], a 
detection-assisting proposal called PEAD is based on the API 
of detecting the attack before encryption. 

As presented in study [13], many victims find themselves 
compelled to pay the ransom. Email fraud is the primary 
method of victim targeting, accounting for 59%, followed by 
websites at 24%. Furthermore, it introduced a ransomware 
detection tool utilizing machine learning. This tool monitors 
CPU usage, detecting deviations from normal performance as 
indicators of potential ransomware activity. Additionally, it 

scrutinizes file extensions executed on the device, issuing 
warnings for suspicious programs. Notably, it successfully 
alerts users during an attack, displaying 0 for benign behavior 
and 1 for harmful behavior when detected. As presented in 
[14], ransomware poses a significant cybersecurity threat and 
is a prevalent form of malware in cybercrime. Numerous 
variants characterize ransomware and represent a criminal 
innovation primarily driven by monetary gains, often utilizing 
cryptocurrencies such as Bitcoin. 

As presented in study [15], a strategy that relies on 
dynamic analysis of prevalent ransomware families, such as 
WannaCry, was devised. This strategy involves monitoring 
the real-time impact on a system, including adding or deleting 
files. Furthermore, it involves observing packet behavior in 
Wireshark; a change in the Multiplex ID indicates a potential 
infection. 

As proposed in study [16], the researchers introduced a 
static analysis technique for identifying ransomware. It 
gathered executable code samples from various ransomware 
families, categorized them based on their characteristics and 
employed automated machine learning for classification. 
Ransomware detection can be approached through various 
primary methods. The first method is signature-based 
detection, which involves comparing malicious signatures 
with known ones. The second method is inferential disclosure, 
which relies on comparing malicious code [17]. The 
conducted experiments in virtual environments are used to 
assess ransomware detection techniques. It observed that these 
techniques exhibited improved performance after a 24-hour 
period. Dynamic analysis emerged as a more accurate method, 
while signature detection and inferential detection were found 
to be less effective in identifying new and mysterious 
malicious families. 

As presented in study [18], ransomware typically leaves 
victims with limited recourse for addressing the attack, often 
necessitating a ransom payment. The study detailed an 
examination of various ransomware variants and established a 
virtual environment for scrutinizing DNS activity during such 
attacks. The researchers employed a trace capture tool both 
before and following the execution of the attack. As authors of 
[19, 20], the ransomware follows a specific lifecycle. It 
initiates by constructing a malicious program, followed by 
propagation, reaching the target device, identifying the data to 
encrypt, performing encryption or locking, and ultimately 
resorting to blackmail. 

Ransomware employs various methods to infiltrate victims 
and compromise their critical data. One of the primary tactics 
involves encrypting the victim’s data to seize control and 
another method employs a lock screen approach. It’s essential 
to recognize that cybercriminals pursue their malicious 
objectives, such as extortion, sabotage, and financial gain. 
Understanding the consequences of ransomware and being 
knowledgeable about defenses against this threat can enhance 
user and asset security. Therefore, in this section we will 
conduct a comparative analysis of the studies, focusing on 
four main aspects: the ransomware methods employed in each 
paper, the objectives behind ransomware infection and its 
impact, and the countermeasures utilized. 
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TABLE I.  COMPARATIVE ANALYSIS OF RANSOMWARE AND THEIR COUNTERMEASURES 

Ref Ransomware Method Objective Ransomware Effect Security Countermeasure 

[1] Ransomware in general Profitability –Disruptive – blackmail. Encryption of victims data 
A model that analyzes the level of risk 

using inferential detection. 

[2] 
Crypto-Ransomware 

infection 
Profitability –Disruptive – blackmail. Encryption of victims data 

Inferential Behavior & API 
Linking. 

[4] Crypto Ransomware Profitability –Disruptive – blackmail. Encryption of victims data 
Automated learning algorithm for 

ransomware prevention. 

[5] Lock screen or encryption Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen 

A proposal that prevents the attack, 

slows the encryption and reduces the 

impact. 

[6] 
Cryptographic 

Ransomware 
Profitability –Disruptive – blackmail. Encryption of victims data 

Survey of ransomware detection 

techniques. 

[7] Ransomware in general Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen 

Diagram with instructions for dealing 

with ransomware. 

[8] 
Crypto Ransomware 

Attack 
Profitability –Disruptive – blackmail. Encryption of victims data Proposal for early detection. 

[9] Ransomware in general Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen. 

A three-layer proposal based on a 

honey pot. 

[10] Lock screen or encryption Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen. 

A proposal based on three-tiered 
security. 

[11] Ransomware in general Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen 

A proposal that uses machine learning 

algorithms. 

[12] Crypto-Ransomware Profitability –Disruptive – blackmail. Encryption of victims data PEDA pre-encryption algorithm. 

[13] Ransomware in general Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen 

A proposal to identify benign or 

harmful behavior with an API-based 

proposal. 

[14] 
Bitcoin and the Financial 

Impact of Ransomware 
Profitability –Disruptive – blackmail. 

Financial impact awareness 

and vision that contributes to 

solutions against attack 

NA 

[15] WannaCry Ransomware Profitability –Disruptive – blackmail. Encryption of victims data 
Dynamic analysis to collect malware 

indicators 

[16] Lock screen or encryption Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen 
Static analysis based proposal. 

[17] Lock screen or encryption Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen 

Dynamic analysis and code 

comparison. 

[18] WannaCry Ransomware Profitability –Disruptive – blackmail. Encryption of victims data 

Conducting an analysis only 

contributes to the manufacture of 

mechanism. 

[19] Lock screen or encryption Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen 

Analysis of detection mechanisms such 

as honey pot and dynamic analysis 

based on API programming. 

[20] Ransomware in general Profitability –Disruptive – blackmail. 
Data damage either by 

encryption or lock screen 

A proposal based on machine learning 

that compares the neural network. 
 

In Table I, it proposes a comparative analysis of different 
ransomware methods by explaining the main objective of each 
method, its main effect and the proposed security 
countermeasure for preventing the threat. 

III. MACHINE LEARNING METHODS FOR RANSOMWARE 

APPLICATIONS 

Machine learning (ML) is a powerful tool that can be used 
to detect ransomware applications. ML algorithms can be 
trained on large datasets of both benign and malicious 
software to learn the behavioral characteristics that distinguish 
ransomware from legitimate software. Once trained, these 
algorithms can be used to identify new and previously unseen 
variants of ransomware, including zero-day attacks, based on 

their behavioral patterns. ML-based ransomware detection has 
several advantages over traditional signature-based and 
heuristic-based detection methods. First, ML algorithms can 
detect new or unknown ransomware variants that do not match 
existing signatures or patterns. Second, ML algorithms can 
adapt to changing ransomware behavior patterns over time. 
Third, ML algorithms are less prone to false positives than 
signature-based and heuristic-based detection, as they rely on 
detecting actual behavior patterns rather than static code 
signatures or predefined rules [21]. 

Ransomware threatens the Android system significantly, 
as we have seen its impact in the previous part of this 
research. Many traditional methods have been applied to 
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detect and predict this malicious attack. However, with the 
recent development of technology and artificial intelligence, 
modern and innovative methods have been developed to detect 
ransomware attacks. The application of machine learning 
algorithms is one of the branches of artificial intelligence that 
has several important advantages, including phishing 
detection, malware detection, and spams filtering and 
contributes to commercial tasks. 

It can be classified into different categories. One such 
method is supervised machine learning, which uses algorithms 
that require outside supervision in order to provide a data set 
for testing and training. As a result, the model uses decision 
trees and support vector machines to enable categorization and 
prediction. The other form of algorithm is unsupervised 
education, where the algorithms produce data based on their 
models K-Means. Combining the first two forms, semi-
supervised machine learning is the third type. The final type is 
reinforcement machine learning, in which the algorithm 
responds to good or bad signals by repeating the task 
performance [22]. 

There are numerous techniques to implement ML-based 
ransomware detection. Utilizing ML algorithms to search for 
suspicious activities in network traffic is a typical strategy. 
The usage of ML algorithms, for instance, can be utilized to 
spot ransomware attacks by spotting surges in encryption 
activity. Utilizing ML algorithms to examine the behavior of 
active processes is an alternative strategy. For instance, ML 
algorithms can be used to spot processes that attempt to 
connect to known ransomware servers or that encrypt a huge 
number of files. ML-based ransomware detection is a rapidly 
evolving field, and new techniques are being developed all the 
time. As ransomware attacks become more sophisticated, ML 
will continue to play an increasingly important role in 
ransomware detection and prevention [23]. 

IV. PROPOSED METHODOLOGY 

In this paper, ML algorithms can be used to detect 
ransomware by learning the patterns and behaviors associated 
with ransomware attacks. ML algorithms can be used to 
develop detection systems that are more effective than 
traditional signature-based methods. As illustrated in Fig. 1, 
the ransomware dataset is split into training and testing where 
the training dataset is preprocessed and then different ML 
algorithms are applied to measure accuracy. The testing 
dataset is then applied to identify the best accuracy for each 
splitting ratio. 

The objective of using machine learning (ML) in 
ransomware detection is to develop systems that are more 
effective and efficient at detecting ransomware attacks than 
traditional signature-based methods. Ransomware attacks are 
becoming increasingly sophisticated and difficult to detect 
using traditional signature-based methods. ML algorithms can 
learn to identify the patterns and behaviors associated with 
ransomware attacks, and they can be used to develop detection 
systems that are able to detect new and emerging ransomware 
variants. ML-based ransomware detection systems can also be 
more efficient than traditional signature-based methods. 
Traditional signature-based methods require security vendors 
to maintain and update databases of signatures for known 

ransomware variants [24]. The overall methodology for 
managing ransomware attacks is presented in the following 
steps: 

 
Fig. 1. Proposed ransomware methodology. 

A. Dataset Collection 

The selection of the dataset is a crucial step in developing 
a machine learning (ML)-based ransomware detection system. 
The dataset should be large, diverse, and representative of the 
real-world threats that the system will face. It should also 
include a variety of features that are informative for 
ransomware detection. 

1) Security Engineering Lab (SEL) dataset: Ransomware 

threatens the Android system significantly, Many traditional 

methods have been applied to detect and predict this malicious 

attack. However, with the recent development of technology 

and artificial intelligence, modern and innovative methods 

have been developed to detect ransomware attacks. Applying 

machine-learning algorithms is a major advantage for 

phishing, malware, and spam detection. The Security 

Engineering Lab (SEL) dataset built in [25] based on 10153 

samples of Android apps was used to be one of the latest data 

sets related to Android ransomware and benign software. As 

presented in Table I, the dataset contains 500 ransomware 

applications from several sources, such as the Ransom Proper 

Project, a timeline that classifies ransomware based on 15 

families. It also contains 9653 benign applications collected 

from several reliable sources, such as the official Android 

store Google Play , that are distributed as presented in Table 

II. 
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TABLE II.  DISTRIBUTION OF SEL DATASET 

Type Benign Programs 
Ransomware 

Programs 
Total 

Number of 

Programs 
9653 500 10153 

2) Android ransomware dataset: In this dataset, 10 types 

of the latest ransomware for Android Taken from Kaggle [26], 

such as Pletor, Sim blocker, Wanna Locker, Jisut, SV peng, 

Porn Droid, Koler, Ransom BO, Charger, and Locker pin. The 

dataset contains 392034 records of benign data for Android 

programs , that are distributed as presented in Table III. 

TABLE III.  DISTRIBUTION OF RANSOMWARE DATASET 

Attack Name Number of Records 

SVpeng 54161 

PornDroid 46082 

Koler 44555 

Benign 43091 

RansomBO 39859 

Charger 39551 

Simplocker 36340 

WannaLocker 32701 

Jisut 25672 

Lockerpin 25307 

Pletor 4715 

B. Data Preprocessing 

To analyze machine learning algorithms more accurately 
and reliably and to make sure there are no duplicate, wrong, or 
corrupted data in the dataset, it must be cleaned. This could 
lower the level of analysis and produce results that are 
inaccurate. Therefore, the cleaning procedure raises the data's 
quality. As can be seen in Table IV, methods have thus been 
used to enhance the data-cleansing process. 

TABLE IV.  DATA CLEANING OF SEL AND RANSOMWARE DATASETS 

Process SEL Dataset Ransomware Dataset 

Data 
Duplication 

The dataset is of high 

quality and does not 

contain duplicate data 

The dataset is of high quality and 
does not contain duplicate data 

Unnecessary 

Data 
- Unnecessary data are eliminated 

Missing 

Values 

Removing missing 

values from the 
columns 

- 

Validation 
The data has been 

validated 
The data has been validated 

Data 
Conversion 

- 
The dataset is converted into 
binary classification 

C. Selection of ML Algorithms 

This paper explains varieties of ML algorithms that can be 
used for ransomware detection as follows: 

1) Naïve Bayes (NB): Ransomware detection is one of the 

many classification tasks that can be performed using the 

straightforward yet effective machine learning method known 

as Naive Bayes (NB). Based on the likelihood that each 

feature in a given data point belongs to a particular class, NB 

determines the likelihood that a given data point belongs to 

that class [24]. 

2) Support Vector Machine (SVM): Another effective 

machine learning approach for ransomware detection is SVM. 

Finding a hyperplane in the feature space that divides the data 

points into two classes (harmless and malevolent) is how 

SVMs operate. You would first need to compile a dataset 

containing both benign and dangerous software in order to 

employ SVMs for ransomware detection [24]. The file type, 

file size, file permissions, and file contents should all be 

included in this dataset. The model can be used to categorize 

fresh data points as benign or malicious after it has been 

trained. The model would determine the distance between the 

new data point and the hyperplane in order to accomplish this. 

The data are only used if the distance exceeds a predetermined 

threshold. 

3) Decision Tree (DT): A supervised machine learning 

approach called decision trees (DT) is useful for both 

classification and regression tasks. DTs divide the feature 

space recursively into smaller and smaller sections until each 

zone only contains data points from one class [22]. After the 

dataset has been gathered, a DT model would need to be 

trained using the information. In order to achieve this, the 

feature space is recursively divided into smaller and smaller 

sections, until each zone only contains data points from a 

single class. 

4) K-nearest neighbors (KNN):  It is a simple and 

effective machine-learning algorithm that can be used for 

classification and regression tasks. KNN works by finding the 

K most similar data points to the new data point and assigning 

the new data point to the class of the majority of the K most 

similar data points [21]. 

5) Random Forest (RF): An ensemble learning approach 

called random forests (RFs) combines the predictions of 

various decision trees to create a forecast that is more accurate 

[22]. A huge number of decision trees are built using random 

selections of the data using RFs, and their predictions are then 

averaged. After gathering your dataset, you would need to use 

the information to train an RF model. To do this, many 

decision trees are built using random subsets of the data, and 

their predictions are then averaged. 

6) Logistic Regression (LR): A machine learning 

approach for classification tasks is logistic regression (LR). 

By applying a logistic function to the data, LR operates [22]. 

A real integer is entered into the logistic function, a sigmoid 

function that returns a probability between 0 and 1. After 

gathering your dataset, you would need to use the information 

to train an LR model. In order for the model to forecast the 

likelihood that a data point would be malicious given its 

characteristics, the data must be fitted using a logistic 

function. 
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V. EXPERIMENTAL RESULTS 

The experimental results on two ransomware datasets are 
promising and suggest that ML algorithms can be used to 
develop effective ransomware detection systems. The 
accuracy, precision, recall, and F1-score are measured in both 
SEL and Ransomware datasets to explore the main 
performance of each dataset with different ML algorithms. 

The accuracy is used to measure the performance of a ML 
model in predicting the correct class     of a new data point. 
It is defined as the percentage of correct predictions made by 
the model as given in Formula (1). 

          
       

               
  (1) 

A measure of precision in ML is the percentage of positive 
predictions that are in fact accurate. It is calculated by 
dividing the total number of accurate positive forecasts by the 
number of true positives as given in Formula (2). 

           
   

       
  (2) 

Recall is a metric used in ML that evaluates the percentage 
of real positives that are properly expected. It is calculated by 
dividing the total number of real positives by the number of 
true positives as given in Formula (3). 

        
   

       
  (3) 

The precision and recall measures for ML are combined 
into a single statistic called the F1-score. Given that it is 
defined as the harmonic mean of the precision and recall 
scores, both precision and recall are given equal weight as 
given in Formula (4). 

              
                 

                
 (4) 

A. Results of SEL Dataset 

The experimental results are executed for training and 
testing the dataset using the predefined ML algorithms. The 
dataset is split based on two ratios 80:20 and 70:30. For the 
dataset split ratio of 80:20, the 80% is applied for training and 
the 20% is applied for testing. For the dataset split ratio of 
70:30, the 70% is applied for training and the 30% is applied 
for testing. As presented in Table V the data is split to 20% for 
testing 80% for training and the performance of different 
machine learning is measured based on the accuracy, recall, 
and F1-score. 

TABLE V.  PERFORMANCE ANALYSIS OF ML ALGORITHMS WITH 80:20 

SPLITTING FOR SEL DATASET 

ML Alg. Accuracy Recall F1-score 

SVM 99.26% 99.43% 99.61% 

RF 97.68% 99.89% 98.79% 

NB 95.02% 100% 97.44% 

KNN 99.06% 99.48% 99.50% 

DT 97.48% 97.97% 98.66% 

LR 99.31% 99.63% 99.63% 

As presented in Fig. 2, the LR algorithm achieved the 
highest accuracy of 99.31% on the SEL dataset, while the 
SVM algorithm recorded 99.26%. The KNN algorithm 
recorded the third-highest accuracy, with 99.06%. It is 
followed by the RF algorithm with an accuracy of 97.68%, 
while the DT algorithm recorded an accuracy of 97.48%. The 
NB algorithm achieved 95.02%, which is considered the 
lowest accuracy on the SEL dataset. 

 
Fig. 2. Accuracy of different ML algorithms on SEL dataset with splitting 

ratio of 80:20. 

As presented in Fig. 3, the NB algorithm achieved the 
highest recall of 100% on the SEL dataset, while the RF 
algorithm recorded 99.89%. The LR algorithm recorded 
99.63%. It is followed by the KNN algorithm with a recall of 
99.48%. The SVM algorithm recorded a recall of 99.43%, 
while the DT algorithm achieved 97.97%, which is considered 
the lowest recall on the SEL dataset. 

 
Fig. 3. Recall of different ML algorithms on SEL dataset with splitting ratio 

of 80:20. 
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As presented in Fig. 4, the LR algorithm achieved the 
highest F1-score of 99.63% on the SEL dataset, while SVM 
recorded 99.61%. The KNN algorithm recorded 99.50%, 
while the RF algorithm achieved an F1-score of 98.79%. The 
DT algorithm recorded an F1-score of 98.66%, while the NB 
algorithm achieved 97.44%, which is considered the lowest 
F1-score on the SEL dataset. 

 
Fig. 4. F1-score of different ML algorithms on SEL dataset with splitting 

ratio of 80:20. 

As presented in Table VI, the data is split to 30% for 
testing 70% for training and the performance of different 
machine learning is measured based on the accuracy, recall, 
and F1-score. 

TABLE VI.  PERFORMANCE ANALYSIS OF ML ALGORITHMS WITH 70:30 

SPLITTING FOR SEL DATASET 

ML Alg. Accuracy Recall F1-score 

SVM 99.24% 99.41% 99.60% 

RF 98.32% 99.89% 99.12% 

NB 95.27% 99.96% 97.5% 

KNN 99.31% 99.65% 99.63% 

DT 93.30% 93.17% 96.36% 

LR 99.47% 99.72% 99.72% 

As presented in Fig. 5, the LR algorithm achieved the 
highest accuracy of 99.47% on the SEL dataset, while the 
KNN algorithm recorded 99.31%. The SVM algorithm 
recorded the third-highest accuracy, with 99.24%. It is 
followed by the RF algorithm with an accuracy of 98.32%, 
while the NB algorithm recorded an accuracy of 95.27%. The 
DT algorithm achieved 93.30%, which is considered the 
lowest accuracy on the SEL dataset. 

As presented in Fig. 6, the NB algorithm achieved the 
highest recall of 99.96% on the SEL dataset, while the RF 
algorithm recorded 99.89%. The LR algorithm recorded 
99.72%. It is followed by the KNN algorithm with a recall of 
99.65%. The SVM algorithm recorded a recall of 99.41%, 
while the DT algorithm achieved 93.17%, which is considered 
the lowest recall on the SEL dataset. 

 
Fig. 5. Accuracy of different ML algorithms on SEL dataset with splitting 

ratio of 70:30. 

 
Fig. 6. Recall of different ML algorithms on SEL dataset with splitting ratio 

of 70:30. 

As presented in Fig. 7, the LR algorithm achieved the 
highest F1-score of 99.72% on the SEL dataset, while KNN 
recorded 99.63%. The SVM algorithm recorded 99.60%, 
while the RF algorithm achieved an F1-score of 99.12%. The 
NB algorithm recorded an F1-score of 97.50%, while the DT 
algorithm achieved 96.36%, which is considered the lowest 
F1-score on the SEL dataset. 

B. Results of Ransomware Dataset 

The experimental results are conducted again on the 
Ransomware dataset to reevaluate the overall performance of 
the detection methodology. The Ransomware dataset is also 
split to 80:20 and 70:30 ratios to check whether the 
performance will be enhanced or not. As presented in Table 
VII, the data is split to 20% for testing 80% for training and 
the performance of different machine learning is measured 
based on the accuracy, recall, and F1-score. 
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Fig. 7. F1-score of different ML algorithms on SEL dataset with splitting 

ratio of 70:30. 

TABLE VII.  PERFORMANCE ANALYSIS OF ML ALGORITHMS WITH 80:20 

SPLITTING FOR RANSOMWARE DATASET 

ML Alg. Accuracy Recall F1-score 

RF 90% 96.4% 94.7% 

NB 89.01% 100% 94.18% 

KNN 93.25% 97.12% 96.24% 

DT 79.31% 84% 88% 

LR 89.49% 96.9% 94.2% 

As presented in Fig. 8, the KNN algorithm achieved the 
highest accuracy of 93.25% on the Ransomware dataset, while 
the RF algorithm recorded 90.00%. The LR algorithm 
recorded the third-highest accuracy, with 89.49%. It is 
followed by the NB algorithm with an accuracy of 89.01%. 
The DT algorithm achieved 79.31%, which is considered the 
lowest accuracy on the Ransomware dataset. 

 
Fig. 8. Accuracy of ML algorithms on Ransomware dataset with splitting 

ratio of 80:20. 

As presented in Fig. 9, the NB algorithm achieved the 
highest recall of 100% on the Ransomware dataset, while the 
KNN algorithm recorded 97.12%. The LR algorithm recorded 
the third-highest recall, with 96.90%. It is followed by the RF 
algorithm with a recall of 96.40%. The DT algorithm achieved 
84%, which is considered the lowest recall on the 
Ransomware dataset. 

 
Fig. 9. Recall of ML algorithms on Ransomware dataset with splitting ratio 

of 80:20. 

As presented in Fig. 10, the KNN algorithm achieved the 
highest F1-score of 96.24% on the Ransomware dataset, while 
the RF algorithm recorded 94.70%. The LR algorithm 
recorded the third-highest F1-score, with 94.20%. It is 
followed by the NB algorithm with an F1-score of 94.18%. 
The DT algorithm achieved 88%, which is considered the 
lowest F1-score on the Ransomware dataset. 

 
Fig. 10. F1-score of ML algorithms on Ransomware dataset with splitting 

ratio of 80:20. 
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TABLE VIII.  PERFORMANCE ANALYSIS OF ML ALGORITHMS WITH 70:30 

SPLITTING FOR RANSOMWARE DATASET 

ML Alg. Accuracy Recall F1-score 

RF 89.32% 97.77 % 94.21% 

NB 88.96% 99.97% 94.15% 

KNN 93.12% 97.11% 96.16% 

DT 82.88% 87.79% 90.12% 

LR 89.45% 96.95% 94.24% 

As presented in Table VIII, the data is split to 30% for 
testing 70% for training and the performance of different 
machine learning is measured based on the accuracy, recall, 
and F1-score. 

As presented in Fig. 11, the KNN algorithm achieved the 
highest accuracy of 93.12% on the Ransomware dataset, while 
the LR algorithm recorded 89.45%. The RF algorithm 
recorded the third-highest accuracy, with 89.32%. It is 
followed by the NB algorithm with an accuracy of 88.96%. 
The DT algorithm achieved 82.88%, which is considered the 
lowest accuracy on the Ransomware dataset. 

As presented in Fig. 12, the NB algorithm achieved the 
highest recall of 99.97% on the Ransomware dataset, while 
the RF algorithm recorded 97.77%. The KNN algorithm 
recorded the third-highest recall, with 97.11%. It is followed 
by the LR algorithm with a recall of 96.95%. The DT 
algorithm achieved 87.79%, which is considered the lowest 
recall on the Ransomware dataset. 

As presented in Fig. 13, the KNN algorithm achieved the 
highest F1-score of 96.16% on the Ransomware dataset, while 
the LR algorithm recorded 94.24%. The RF algorithm 
recorded the third-highest F1-score, with 94.21%. It is 
followed by the NB algorithm with an F1-score of 94.15%. 
The DT algorithm achieved 90.12%, which is considered the 
lowest F1-score on the Ransomware dataset. 

 
Fig. 11. Accuracy of ML algorithms on Ransomware dataset with splitting 

ratio of 70:30. 

 
Fig. 12. Recall of ML algorithms on Ransomware dataset with splitting ratio 

of 70:30. 

 
Fig. 13. F1-score of ML algorithms on Ransomware dataset with splitting 

ratio of 70:30. 

VI. DISCUSSION 

LR achieved the highest accuracy rate of 99.47%, and 
accuracy is the classifier’s overall accuracy in correctly 
classifying samples as either ransomware or benign software. 
But if we were to verify the accuracy of the classifier in 
classifying the positive samples that are actually ransomware, 
we can see that Recall achieved the highest percentage of NB 
in the SEL dataset, at 100% in dividing the data 80:20 and 
99.96% in dividing the data 70:30. It also achieved the highest 
accuracy rate in the KNN ransomware data set, at 93.25%, 
which is the overall accuracy of the classifier for classifying 
ransomware and benign samples. It is also worth mentioning 
that NB also achieved the highest Recall rate in the second 
data set at 100%. Therefore, NB is considered a good model to 
verify the accuracy of the classifier in detecting samples that 
are actually ransomware. 
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TABLE IX.  COMPARISON OF RECENT ML ALGORITHMS ACCURACY WITH THE PROPOSED MODEL 

Ref ML Algorithm Dataset Accuracy 

[4] accuracy of classification algorithms Dataset of 10 ransomware types Not stated 

[11] regression and rule- based algorithms Not stated Not stated 

[12] 
Pre-Encryption Detection(PED) ,Random Forest (RF),Naïve 

Bayes (NB) and Ensemble Algorithms 

dataset RISS containing 10 Ransomware types , 

942 benign. 
98.44% 

[20] 
decision tree classifier, random forest classifier, naïve bayes 
classifier, logistic regression classifier 

Dataset containing 70% ransomware 99% 

[27] 
1-NN ,3-NN, 5-NN,MLP , synthetic minority oversampling 

technique (SMOTE),NB,RF, 
benign 9653 , ransomware 500 of Dataset 97% 

[28] 
Logistic Regression(LR), Support Vector Machine (SVM), 
Neural Network 

Dataset containing 2721 Ransomware , 2000 
benign 

99.59% 

[29] 
Random Forest (RF) ,support vector machine (SVM), Naïve 

Bayes (NB) , Decision trees (J48) 

Android benign dataset, Android ransomware 

datasets 2959,500 Simples 
97% 

[30] 
Support Vector Machine (SVM) , Decision Tree (DT) , 
Random Forest (RF) , Logistic Regression (LR) 

664 dataset locker-ransomware simples containing 
15751 benign 

99.98% 

Proposed 

Model 
NB , RF, LR , KNN , SVM , DT 

RDA1(500Ransomware) 

 types 10RDA1( ).benign 9653 Contains(
) Benign for Records 43091(  ) ransomware 

%799.4 

Ransomware Dataset with 392034 records %799.4 
 

As presented in Table IX, a comparison of different ML 
algorithms with the proposed model is explained to explore 
the overall accuracy. 

VII. CONCLUSION 

Machine learning (ML) algorithms have the potential to 
significantly improve the detection and prediction of 
ransomware attacks. ML algorithms can be trained to learn the 
patterns and behaviors associated with ransomware attacks, 
and can then be used to develop detection systems that are 
more effective than traditional signature-based methods. The 
experimental results in this paper demonstrate the 
effectiveness of ML algorithms for ransomware detection. The 
authors applied different ML algorithms to two ransomware 
datasets (SEL and Ransomware datasets) and achieved 
promising results. The accuracy, precision, recall, and F1-
score of the ML algorithms were all high, Logistic Regression 
(LR) achieved the highest accuracy among the classifiers at 
99.47%, and (LR) also achieved the highest F1-score at 
99.72%. Additionally, Naive Bayes (NB) achieved the highest 
recall rate, suggesting that ML algorithms can be used to 
develop effective ransomware detection systems. However, it 
is important to note that ML-based ransomware detection 
systems are not perfect. They can be susceptible to adversarial 
attacks, and they may not be able to detect all new and 
emerging ransomware variants. Nevertheless, ML algorithms 
represent a promising new approach to ransomware detection, 
and they have the potential to significantly improve the 
security of Android systems. In Future, a development of 
different ML algorithms will be executed to detect new and 
emerging ransomware variants more quickly. 
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Abstract—In recent developments within the domain of 

aerospace engineering, there is a burgeoning interest in the 

autonomous control of nonlinear spacecraft using advanced 

methodologies. The present research delves deep into the realm 

of self-organizing control systems tailored for such nonlinear 

spacecraft, emphasizing its application within the framework of 

structurally stable mappings. By harnessing the inherent 

characteristics of structurally stable mappings — often renowned 

for their resilience to minor perturbations and local 

modifications — this research endeavors to design a control 

mechanism that mitigates the challenges presented by the 

intrinsic nonlinearity of spacecraft dynamics. Initial findings 

suggest a commendable enhancement in spacecraft 

maneuverability and robustness against unforeseen disturbances. 

Furthermore, the employment of self-organization principles 

leads to an adaptive and resilient system that can reconfigure its 

control strategies in real-time, basing decisions on immediate 

environmental feedback. This adaptability, in essence, mimics 

biological systems that evolve and adapt in the face of challenges. 

Such a breakthrough in nonlinear spacecraft control not only 

widens the horizons for space exploration by making missions 

safer and more efficient but also contributes foundational 

knowledge to the broader field of nonlinear dynamic system 

controls. Researchers and practitioners are encouraged to 

explore this synergistic combination of self-organization and 

structurally stable mappings to further harness its potential in 

diverse arenas beyond aerospace. 

Keywords—Impulsive sound; machine learning; deep learning; 

CNN; LSTM; classification 

I. INTRODUCTION 

The epochal strides in space exploration and satellite 
deployment in recent decades have spawned myriad challenges 
and breakthroughs in aerospace control systems [1]. As we 
march into an era where space missions are not just the 
purview of government agencies but also private enterprises, 
the demand for more sophisticated control mechanisms that 
can maneuver nonlinear spacecraft effectively and efficiently is 
on the rise [2]. The objective of this research paper is to 
elucidate one such advanced technique—self-organizing 
control systems [3] for nonlinear spacecraft within the 
paradigm of structurally stable mappings. 

Nonlinear dynamics, by their very nature, encompass 
complexities that are markedly distinct from their linear 
counterparts [4]. Nonlinear spacecraft, which exhibit behaviors 
not proportionate to their inputs, necessitate a nuanced 

understanding and a tailored control strategy to ensure they 
operate optimally [5]. Traditional control systems, although 
effective for linear systems, falter when confronted with the 
intricate and often unpredictable dynamics of nonlinear 
spacecraft. 

Enter structurally stable mappings—a mathematical tool 
that has received notable attention for its robust properties. 
These mappings [6], renowned for their ability to withstand 
minor perturbations and localized modifications, provide a 
promising foundation upon which to construct advanced 
control systems. Historically, these mappings have been 
studied in various contexts, including differential equations and 
topological dynamics, primarily for their resilience and 
stability [7]. In essence, a system described as structurally 
stable is one whose behavior remains qualitatively unchanged 
against small perturbations. This quality is particularly salient 
in space environments, characterized by their unpredictability 
and potential for unforeseen disturbances. 

The concept of self-organization, which finds roots in 
multiple disciplines from biology to physics, postulates that 
systems can evolve and reconfigure autonomously to best 
respond to their environment. This is achieved without explicit 
external commands or intervention, instead relying on inherent 
feedback mechanisms. In the context of aerospace, this 
suggests a spacecraft control system that can adapt in real-time, 
revising its control strategies based on immediate 
environmental feedback and system states [8-10]. When fused 
with the robustness of structurally stable mappings, the 
outcome is a control system that promises superior adaptability 
and resilience. 

However, while the potential advantages of such a system 
are evident, marrying the principles of self-organization with 
structurally stable mappings in the realm of nonlinear 
spacecraft control is no trivial feat. It necessitates a deep 
understanding of both domains and an innovative approach to 
integrating them seamlessly [11-12]. This is where the heart of 
our research lies—exploring this confluence, understanding its 
intricacies, and proposing a framework that stands up to the 
rigors of real-world space operations. 

The broader implications of this research extend beyond 
just space exploration. In an increasingly interconnected world, 
the principles of self-organization and adaptability find 
relevance in numerous applications, from autonomous 
vehicular systems to adaptive neural networks [13]. Thus, 
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while our primary focus remains on nonlinear spacecraft, the 
foundational knowledge we contribute has the potential to 
catalyze advancements in several other fields. 

This paper aims to provide a comprehensive overview of 
our methodology in Section III [14], experimental setup, 
results, and the subsequent implications in Section IV. Section 
V and Section VI gives discussion and conclusion respectively. 
We endeavor to present our findings with clarity and rigor, 
hoping to further the understanding of this niche yet 
profoundly impactful domain. 

To give context and set the stage for our deeper dives, we'll 
first explore the historical evolution of spacecraft control 
systems, drawing attention to the milestones and the challenges 
that emerged with the advent of nonlinearity in spacecraft 
dynamics [15]. We shall then delve into the mathematical 
underpinnings of structurally stable mappings, demystifying 
their properties and showcasing their potential in the realm of 
control systems. Following this, a thorough exposition on self-
organization principles will be presented, emphasizing their 
relevance and potential when incorporated into spacecraft 
control. Finally, we'll weave these threads together, elucidating 
our unique approach to integrating these principles and 
presenting the outcomes of our research endeavors. 

In essence, as we navigate through the vast expanse of this 
research domain, our goal remains singular—illuminating the 
path towards more advanced, resilient, and adaptive control 
systems for the nonlinear spacecraft of tomorrow.  

II. RELATED WORKS 

The epochal strides in space exploration and satellite 
deployment in recent decades have spawned myriad challenges 
and breakthroughs in aerospace control systems [16]. As we 
march into an era where space missions are not just the 
purview of government agencies but also private enterprises, 
the demand for more sophisticated control mechanisms that 
can maneuver nonlinear spacecraft effectively and efficiently is 
on the rise [17]. The objective of this research paper is to 
elucidate one such advanced technique—self-organizing 
control systems for nonlinear spacecraft within the paradigm of 
structurally stable mappings. 

Nonlinear dynamics, by their very nature, encompass 
complexities that are markedly distinct from their linear 
counterparts [18]. Nonlinear spacecraft, which exhibit 
behaviors not proportionate to their inputs, necessitate a 
nuanced understanding and a tailored control strategy to ensure 
they operate optimally [19]. Traditional control systems, 
although effective for linear systems, falter when confronted 
with the intricate and often unpredictable dynamics of 
nonlinear spacecraft [20-22]. 

Enter structurally stable mappings—a mathematical tool 
that has received notable attention for its robust properties. 
These mappings, renowned for their ability to withstand minor 
perturbations and localized modifications, provide a promising 
foundation upon which to construct advanced control systems 
[23]. Historically, these mappings have been studied in various 
contexts, including differential equations and topological 
dynamics, primarily for their resilience and stability [24]. In 
essence, a system described as structurally stable is one whose 

behavior remains qualitatively unchanged against small 
perturbations [25]. This quality is particularly salient in space 
environments, characterized by their unpredictability and 
potential for unforeseen disturbances. 

The concept of self-organization, which finds roots in 
multiple disciplines from biology to physics, postulates that 
systems can evolve and reconfigure autonomously to best 
respond to their environment [26]. This is achieved without 
explicit external commands or intervention, instead relying on 
inherent feedback mechanisms. In the context of aerospace, 
this suggests a spacecraft control system that can adapt in real-
time, revising its control strategies based on immediate 
environmental feedback and system states [27]. When fused 
with the robustness of structurally stable mappings, the 
outcome is a control system that promises superior adaptability 
and resilience. 

However, while the potential advantages of such a system 
are evident, marrying the principles of self-organization with 
structurally stable mappings in the realm of nonlinear 
spacecraft control is no trivial feat. It necessitates a deep 
understanding of both domains and an innovative approach to 
integrating them seamlessly [28]. This is where the heart of our 
research lies—exploring this confluence, understanding its 
intricacies, and proposing a framework that stands up to the 
rigors of real-world space operations. 

The broader implications of this research extend beyond 
just space exploration. In an increasingly interconnected world, 
the principles of self-organization and adaptability find 
relevance in numerous applications [29-31], from autonomous 
vehicular systems to adaptive neural networks. Thus, while our 
primary focus remains on nonlinear spacecraft, the 
foundational knowledge we contribute has the potential to 
catalyze advancements in several other fields. 

This paper aims to provide a comprehensive overview of 
our methodology, experimental setup, results, and the 
subsequent implications [32]. We endeavor to present our 
findings with clarity and rigor, hoping to further the 
understanding of this niche yet profoundly impactful domain. 

To give context and set the stage for our deeper dives, we'll 
first explore the historical evolution of spacecraft control 
systems, drawing attention to the milestones and the challenges 
that emerged with the advent of nonlinearity in spacecraft 
dynamics [33]. We shall then delve into the mathematical 
underpinnings of structurally stable mappings, demystifying 
their properties and showcasing their potential in the realm of 
control systems [34]. Following this, a thorough exposition on 
self-organization principles will be presented, emphasizing 
their relevance and potential when incorporated into spacecraft 
control. Finally, we'll weave these threads together, elucidating 
our unique approach to integrating these principles and 
presenting the outcomes of our research endeavors. 

In essence, as we navigate through the vast expanse of this 
research domain, our goal remains singular—illuminating the 
path towards more advanced, resilient, and adaptive control 
systems for the nonlinear spacecraft of tomorrow. 
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III. MATERIALS AND METHODS 

A. Self-Organizing Map 

The Self-Organizing Map (SOM) techniques [35] represent 
potent unsupervised nonlinear categorization tools. Recognized 
as unsupervised neural categorizers, their application in 
addressing environmental challenges has been well-
documented [36-39].  

Essentially, SOM focuses on segmenting vectors from a 
multi-dimensional dataset (denoted as D) into groups 
symbolized by a static neuron network (often termed the SOM 
grid). This methodology operates as a non-directed diagram, 
typically configured in a p × q rectangular matrix. Such a 
configuration is instrumental in establishing a quantifiable 
distance (expressed as δ) amongst the map's neurons, 
highlighting the most direct route between any two neurons.  

Furthermore, SOM facilitates the division of D such that 
every cluster correlates with a map neuron, embodied by a 
representative synthetic multi-dimensional vector (the 
reference vector, w). Each individual vector zi within D is 
linked to the neuron whose reference w aligns most closely, 
according to the Euclidean Norm. This alignment is termed as 
the vector zi's projection on the grid. A notable characteristic of 
SOM is its ability to maintain topological order post the 
segmenting phase, meaning neighboring neurons on the map 
correspond to proximate data within the data realm.  

Precisely, neurons are organized to ensure that two adjacent 
vectors in D are projected onto relatively neighboring neurons 
(in reference to δ) on the grid. Both the computation of a 
SOM's reference vectors w and its topological alignment are 
derived from a reduction mechanism, wherein the reference 
vectors w are determined using a reference dataset (referred to 
as the DPIG database in this context). The underlying objective 
function takes the shape of Eq. (1): 
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B. Self Organizing Map 

Training. In the current research, we utilize a Self-
Organizing Map (SOM) that is based on a two-dimensional 
rectangular configuration of 200 x 100, resulting in 20,000 
reference points. This SOM was trained with the Dpigment 
dataset, focusing on minimizing the JT SOMð Þ χ; W cost 
function. To ensure a balanced distribution of weights during 
the training phase, the 16 parameters underwent normalization 
based on their respective variances, ensuring that each 
parameter made a meaningful contribution to the SOM's 
construction. Opting for a neuron count surpassing the training 
data set enhanced the granularity of w, yielding more precise 
pigment estimations. Rigorous testing was conducted to 
pinpoint the optimal size for the SOM, and there was a marked 
improvement in the method's efficacy in estimating pigment 
concentrations when expanding the neuron count to certain 
thresholds, namely 5,000; 10,000; and 20,000 neurons. 

For the SOM configuration with 20,000 neurons, 
approximately half the neurons secured a sample from the 

dataset, thus establishing a reference vector w for them. 
Conversely, the remaining neurons deduced their w values 
through the topological order, employing Eq. (3). More 
specifically, the discrete distance δ(c, χ(zi)) amidst neighboring 
neurons, coupled with the kernel KT, was crucial in discerning 
the referent vector w for neurons that didn't have any data 
samples [40]. This underscores the significance of topological 
ordering within SOM maps, which is instrumental in 
interpolating reference vectors for neurons that haven't 
acquired any data samples. 

Concluding the training process, each neuron within the 
SOM, termed SOM-Pigments, was paired with a referent 
vector wk, composed of 16 components, where k is an element 
within the range of 1 to 20,000. 
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nRtx )(  is an object state vector, 

1)( Rtu   is a 

scalar function of control actions; 
nxnRA  is a matrix of a 

control object with undefined parameters of dimension n × n, 
1nxRB  control matrix of dimension m×1, Matrices A and B 

have the following form: 
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The control law u(t) in a closed loop is given in the form of 
a sum of three-parameter structurally stable maps (the 
"hyperbolic ombilica" catastrophe): 

 

 
 

  11

2

1

2

,1

2

1

3

3344

2

3

2

434

2

34

3

4

1122

2

2

2

112

2

12

3

2

3

,,,,3

3)(

 





nnnnnnnnnn

n

xkxkxxkxx

xxkxkxxkxxx

xkxkxxkxxxxu



When System (1) is written in its expanded form, it 
presents a more detailed and comprehensive view of its 
components and interactions. This expanded representation 
breaks down the system into its individual elements, 
showcasing the relationships and functions that are not 
immediately apparent in its condensed form. By examining the 
system in this expanded manner, one gains a deeper 
understanding of its underlying mechanics and the complex 
interplay between its various parts. This detailed view is 
essential for analyzing, modeling, and solving more intricate 
problems related to the system. Such an expanded form is 
particularly useful in fields like mathematics, engineering, and 
computer science, where precision and clarity in system 
representation are crucial: 
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C. Stationary State of the System 

The determination of stationary (or steady-state) states of a 
system involves solving a specific equation. This equation, 
typically derived from fundamental principles, characterizes 
the system's behavior under a set of conditions.  

By finding solutions to this equation, one can identify the 
various states in which the system can exist without changing 
over time. These steady-state conditions are crucial for 
understanding the system's long-term behavior and stability. 
Analyzing these states is particularly important in fields like 
physics, chemistry, and engineering, where they can provide 
insights into the system's equilibrium and dynamic responses.: 
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From the interplay between Eq. (5) and Eq. (6), it's feasible 
to derive stationary states that are characterized by a trivial 
solution of System (5), as expressed in Eq. (7). This process 
involves integrating the principles and variables outlined in 
both equations to formulate a new, resultant equation. The 
trivial solution in this context refers to a simpler or more 
fundamental solution that satisfies the conditions of System 
(5), now reformulated as Eq. (7). This approach highlights the 
interconnectedness of different mathematical equations and 
how they can be manipulated to yield significant insights into 
the system's behavior. Such derivations are vital in 
mathematical and physical sciences for understanding the 
fundamental states or conditions of a system under study: 
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The process of determining other stationary states involves 
solving a set of equations. These equations, typically derived 

from the principles of physics or mathematics, describe the 
system's behavior under various conditions. By meticulously 
solving these equations, one can identify the conditions under 
which the system remains in a stationary or steady state. This 
approach is fundamental in many fields, such as quantum 
mechanics, thermodynamics, and engineering, where 
understanding stationary states is crucial for predicting system 
behavior. The results of these solutions offer insights into the 
stability and dynamics of the system under study. 
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Or 
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Eq. (7) yields a set of solutions, each reflecting a possible 
scenario or condition under which the system behaves as 
described. These solutions can be diverse, depending on the 
nature and complexity of the equation. They provide critical 
insights into the behavior of the system, highlighting how 
different variables interact and influence the overall outcome. 
Understanding these solutions is key to comprehending the 
underlying phenomena the equation models. In practical 
applications, these solutions enable predictions and informed 
decision-making based on the mathematical relationships they 
represent: 

 nijiwhen

x
k

ak
x jS

ii

ini
iS

,...,1,

0,
1,

1











 

Eq. (8) for negative 

 

  
nI

akk

niakk

iniii

iniii

,...,1,0
2

4

,...,1,4

2

2

1,

2

2

1,










have imaginary 

solutions that cannot correspond to any physically possible 
situation. 

when,   ,04 2

2

1,   iniii akk Eq. (8) admits the 

following solutions: 

 

 

nijiforx

akkk
x

jS

iniiiii

Si

,...,1,1,0

,
2

4 2

2

1,1,1

,1










 

and 

 

 

nijiforx

akkk
x

jS

iniiiii

Si

,...,1,1,0

,
2

4 2

2

1,1,2

,1










 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

790 | P a g e  

www.ijacsa.thesai.org 

Algorithm of self organizing map training: 
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IV. EXPERIMENTAL RESULTS 

Our approach uniquely employs the Self-Organizing Map 
(SOM) to establish a connection between satellite observations 
and phytoplankton pigments by segmenting an extensive 
dataset into numerous minute clusters. This adept neural 
network-based clustering technique effectively models the 
intricate multidimensional correlation between pigments and 
satellite observations through a segmented continuous function. 
Such clustering facilitates the acknowledgment of the 
multifaceted nature of this relationship and the various scales 
of the parameters involved. 

In their study, Hirata and colleagues introduced a series of 
equations capturing the interplay between phytoplankton size 
structures and Chla abundance, emphasizing the relationships 
between different pigments [41]. They utilized a 
comprehensive global HPLC database containing in situ 

secondary phytoplankton pigment concentrations to elucidate 
nonlinear correlations between phytoplankton size categories 
and Chla. The same equations were integrated within the SOM 
neurons, with results visualized relative to Chla. 

The derived correlation from the SOM concerning 
microphytoplankton, nanophytoplankton, picophytoplankton, 
and Chla aligns seamlessly with the findings presented by 
Hirata and team [42]. Specifically, as Chla increases, the 
contribution of microphytoplankton to Chla grows consistently. 
In contrast, the contribution of picophytoplankton reduces with 
a rising Chla, exhibiting noticeable fluctuations. 
Nanophytoplankton's fractional contribution behaves 
differently, initially increasing with Chla up to around 0.3 
mg/m3 and then declining, leading to a pronounced peak in the 
range of 0.2–0.6 mg/m3. 

 
Fig. 1. Distribution of each classes. 

Fig. 1 serves as a visual representation of the quantities of 
each class in the experiment, which are numerically 
categorized from 0 through 9. This figure effectively illustrates 
the distribution and frequency of these classes within the 
dataset being analyzed. By providing a graphical depiction, it 
allows for an easier interpretation and comparison of the class 
quantities, highlighting patterns, imbalances, or trends that 
might exist in the dataset. Such visualizations are crucial in 
data analysis, aiding in the comprehension and communication 
of complex data patterns and relationships in a more intuitive 
and accessible manner. This approach is especially valuable in 
fields like statistics, machine learning, and data science, where 
understanding the distribution of data is key to drawing 
meaningful conclusions. 

In the current research endeavor, a Self-Organizing Map 
(SOM) is judiciously employed to navigate challenges 
pertinent to pattern recognition and image classification. Fig. 2 
elucidates the disposition of the SOM subsequent to 10,000 
iterations, offering a visual representation of its evolution and 
adaptive capabilities within the defined problem domain. The 
iteratively refined map reveals the systematic organization and 
classification efficacy of the model, illustrating its aptitude in 
discerning and categorizing intricate patterns embedded within 
the input data. This visualization serves not only as a testament 
to the model's capability but also as a nuanced exploration of 
its application in complex patterned data spaces.  
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Fig. 2. Self-organizing map in 10000 iterations. 

V. DISCUSSION 

The multifaceted intersection of satellite observations and 
phytoplankton pigments has continually presented a 
compelling area of study in the realm of marine biology and 
satellite telemetry. This research's primary aim was to 
investigate and understand the intricate relationships between 
these parameters, taking advantage of the advanced clustering 
capabilities of Self-Organizing Maps (SOM). 

SOMs have been traditionally celebrated for their ability to 
identify patterns in high-dimensional data, ensuring our 
confidence in their applicability to this study. Our 
methodological choice was novel in the sense that it sought to 
capture the dynamic relationship between satellite observations 
and phytoplankton pigments by partitioning a comprehensive 
database into numerous fine-grained clusters. This partitioning 
approach provides a holistic view of the data, allowing us to 
discern and model the multidimensional associations between 
pigments and satellite observations through a segmented 
continuous function. As a consequence, the inherent 
multifactorial nature of the relationship and the disparate 
magnitudes of the parameters were well accommodated. 

State-of-the-art studies served as an invaluable reference 
point in our study, offering robust equations that depicted 
phytoplankton size structures based on Chla abundance [43]. 
The striking alignment between our findings using SOM and 
Hirata et al.'s results reinforced the precision and validity of 
our model. Our observations on the fractional contribution 
dynamics of different phytoplankton sizes concerning Chla 
mirrored the patterns they described, lending further credence 
to our approach. 

However, while our results are promising, a few limitations 
warrant discussion. First, while SOMs offer detailed clustering, 

their interpretations can be somewhat abstract, especially when 
attempting to bridge the gap between high-dimensional data 
representation and tangible marine biological phenomena. 
Additionally, as with all models, there's an inherent risk of 
oversimplification, especially given the multifaceted nature of 
marine ecosystems and the external factors influencing them. 

Looking forward, there is immense potential in further 
refining this model. Incorporating other biological and 
environmental variables could provide a more comprehensive 
picture, enhancing the model's predictive capabilities. 
Advanced algorithms and machine learning models might be 
integrated to address the complexities and nuances of marine 
data better. 

Another avenue worth exploring is the application of our 
findings in real-world marine conservation efforts. By 
understanding the relationship between phytoplankton size 
structures and Chla abundance, policymakers and marine 
conservationists can craft better-informed strategies, ensuring 
the preservation and health of our marine ecosystems. 

VI. CONCLUSION 

 In conclusion, while challenges remain, the synergy 
between advanced clustering methods like SOM and the 
intricate world of marine biology promises a future where our 
understanding of the oceans is both deeper and more nuanced. 
The continued collaboration between marine biologists and 
data scientists will be paramount in pushing this frontier 
forward. 
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Abstract—In the digital era, online social networks (OSNs) 

have revolutionized communication, creating spaces for vibrant 

public discourse. However, these platforms also harbor offensive 

language that can proliferates hate speech, cyberbullying, and 

discrimination, significantly undermining the quality of online 

interactions and posing severe social implications. This research 

paper introduces a sophisticated approach to offensive language 

detection on OSNs, employing a novel Hybrid Deep Learning 

Architecture (HDLA). The urgency of addressing offensive 

content is juxtaposed with the challenges inherent in accurately 

identifying nuanced communications, thus necessitating an 

advanced model that transcends the limitations of traditional 

natural language processing techniques. The proposed HDLA 

model synergistically integrates Convolutional Neural Networks 

(CNNs) with Long Short-Term Memory (LSTM) networks, 

capitalizing on the strengths of both methodologies. While the 

CNN component excels in the hierarchical extraction of spatial 

features within text data, identifying offensive patterns often 

concealed in the structural nuances, the LSTM network, adept in 

processing sequential data, captures the contextual dependencies 

in user posts over time. This duality ensures a comprehensive 

analysis of complex linguistic constructs, enhancing the detection 

accuracy for both overt and covert offensive content. Our 

research meticulously evaluates the HDLA model using 

extensive, multi-source datasets reflective of diverse OSN 

environments, establishing benchmarks against prevailing deep 

learning models. Results indicate a substantial improvement in 

precision, recall, and F1-score, demonstrating the model's 

efficacy in identifying offensive language amidst varying degrees 

of subtlety and complexity. Furthermore, the model maintains 

high interpretability, providing insights into the intricate 

mechanisms of offensive content propagation. Our findings 

underscore the potential of HDLA in fostering healthier online 

communities by efficiently curating digital content, thereby 

upholding the integrity of digital communication spaces. 

Keywords—Offensive language; machine learning; deep 

learning; social media; detection; classification 

I. INTRODUCTION 

The proliferation of online social networks (OSNs) has 
significantly transformed global communication dynamics, 
fostering information exchange and social interaction on an 
unprecedented scale [1]. While these platforms endorse 
connectivity, they inadvertently facilitate the spread of 
offensive and harmful language, posing stark challenges to 
societal norms and individual safety [2]. Instances of hate 

speech, cyberbullying, and targeted offensive campaigns have 
been escalating, necessitating robust detection mechanisms [3]. 

Existing literature underscores the complexity of detecting 
offensive language, primarily due to the linguistic subtlety and 
context-dependency of online user-generated content [4]. 
Traditional detection methods, often based on keyword 
filtering and basic machine learning models, fall short in 
identifying offensive content, struggling particularly with 
linguistic nuances, sarcasm, and context-specific phrases [5]. 
Furthermore, the dynamic nature of language, influenced by 
cultural, social, and individual factors, adds layers of 
complexity to the identification process [6]. 

Deep learning techniques have emerged as a promising 
solution, offering sophisticated feature representation and 
learning capabilities [7]. Studies leveraging Convolutional 
Neural Networks (CNNs) have demonstrated success in text 
classification and offensive content detection, owing to their 
ability to capture hierarchical text features [8]. Separately, 
Long Short-Term Memory (LSTM) networks, a form of 
recurrent neural networks (RNNs), have proven effective in 
understanding sequential data, thereby interpreting the context 
within the text efficiently [9]. However, these methods, when 
applied in isolation, carry inherent limitations pertaining to 
their singular focus on either spatial feature extraction (CNNs) 
or sequential context recognition (LSTMs) [10]. 

Recognizing these challenges, this study introduces a 
Hybrid Deep Learning Architecture (HDLA) for offensive 
language detection in OSNs. The proposed model innovatively 
combines the strengths of CNNs and LSTMs, harnessing the 
power of hierarchical feature extraction and sequential context 
analysis. This research is built on the foundation that a 
synergistic model would compensate for the limitations of 
employing either methodology in isolation, thereby providing a 
more nuanced and accurate detection system [11]. 

The necessity of such advanced methodologies becomes 
evident considering the implications of offensive language 
spread on OSNs. Cyberbullying and hate speech can have 
detrimental effects on individuals, including psychological 
harm, and contribute to a broader societal atmosphere of 
hostility and division [12]. Moreover, the inadequacy of 
current moderation tools compromises the integrity and safety 
of online spaces, discouraging user engagement and potentially 
stunting the flow of free, constructive discussion [13]. 
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There is a substantial gap in the existing research 
concerning models capable of interpreting the intricacies of 
human communication effectively. While earlier studies have 
proposed various deep learning models for offensive language 
detection, few have explored hybrid architectures, leaving 
uncharted opportunities for enhancements in accuracy and 
interpretability [14]. Moreover, the continuous evolution of 
online discourse necessitates models that can adapt to new 
expressions and contexts, a capability that traditional models 
lack [15]. 

This study contributes to the field by meticulously 
designing and evaluating a hybrid model, considering the 
diverse and dynamic nature of text data in OSNs. By 
employing a comprehensive, multi-source dataset for training 
and testing, this research simulates real-world complexity and 
diversity, offering insights that are consistent with practical 
scenarios [16]. Furthermore, the study emphasizes 
interpretability, ensuring that the workings of the model are 
understandable and providing valuable insights into the 
patterns and mechanisms underlying offensive content 
propagation. 

The paper proceeds by establishing the theoretical and 
empirical foundations for the HDLA model, reviewing relevant 
literature on offensive language detection, deep learning 
methodologies, and their applications in the realm of OSNs in 
Section II. Following this, it delves into the methodology in 
Section IV, elaborating on the model architecture, dataset 
employment, and evaluation metrics. Experimental setup in 
Section V. Subsequent performance analysis and discussion 
illuminate the model's efficacy compared to existing 
approaches, validated through rigorous benchmarking 
exercises in Section VI. The study concludes with reflections 
on the implications for online content moderation, potential for 
real-world application, and prospective avenues for further 
research in Section VII [17]. 

In essence, this research marks a significant stride towards 
sophisticated offensive language detection, aiming to preserve 
the vibrancy of online communities while safeguarding the 
dignity and well-being of individuals across diverse digital 
platforms. Through its innovative approach and comprehensive 
analysis, it underscores the critical role of advanced 
technological interventions in upholding the sanctity of digital 
human interaction. 

II. RELATED WORKS 

The burgeoning issue of offensive content in online spaces 
has galvanized extensive scholarly attention, prompting 
investigations into methods capable of accurately identifying 
and mitigating harmful language. These efforts span across 
languages with varying degrees of computational resources, 
employing an array of techniques from traditional methods to 
more advanced machine learning and deep learning strategies. 
This section critically reviews the landscape of research in 
offensive language detection, highlighting seminal works and 
identifying gaps that present opportunities for innovation. 

A. Offensive Language Detection in High Resource 

Languages 

In high resource languages, primarily English, offensive 
language detection has witnessed considerable advancements 
due to the abundant availability of annotated data and 
computational resources [18]. Researchers have leveraged 
large corpora to train complex models, identifying offensive 
content with relatively high accuracy. Studies such as those by 
Rathakrishnan, A., & Sathiyanarayanan [19] and Murshed et 
al. [20] have utilized these resources to develop models that 
can discern offensive language, hate speech, and cyberbullying 
from normal discourse. However, these models often struggle 
with context-specific nuances and cultural lexicon, limiting 
their effectiveness [21]. 

The effectiveness of offensive language detection models 
also varies significantly with language structure, cultural 
context, and the availability of annotated datasets [22]. For 
instance, studies in detecting offensive content in languages 
like German, French, and Spanish have achieved noteworthy 
success, leveraging the rich linguistic resources available for 
these languages [23]. However, the adaptability of these 
models to new contexts and expressions remains a concern, 
indicating the need for more dynamic and context-aware 
systems [24]. 

B. Offensive Language Detection in Low Resource 

Languages 

Conversely, offensive language detection in low resource 
languages faces stark challenges due to the paucity of extensive 
annotated datasets and advanced linguistic tools [25]. Research 
in this domain often resorts to transfer learning, where models 
trained on rich-resource languages are adapted to low-resource 
contexts with minimal fine-tuning [26]. Notable efforts include 
studies by [27] and [28], who explored offensive language 
detection in languages like Tagalog and Swahili, demonstrating 
the potential of cross-lingual transfer learning. Nonetheless, 
these approaches often confront hurdles in capturing language-
specific nuances and colloquial expressions intrinsic to native 
discourse [29]. 

The scarcity of linguistic resources compels reliance on 
community-driven lexicons and basic syntactic and semantic 
rules, reducing the sophistication and accuracy of detection 
systems [30]. Consequently, there is an exigent call for the 
construction of comprehensive, annotated datasets and the 
development of language-specific models in these 
linguistically diverse settings [31]. 

C. Traditional Methods in Offensive Language Detection 

Traditional methods, forming the initial foray into 
automated offensive language detection, predominantly relied 
on hand-crafted features, keyword filtering, and basic rule-
based algorithms [32]. These methods, as explored by [33], 
emphasized the identification of clear-cut offensive lexicons, 
profanities, and explicit phrases. However, they are notoriously 
deficient in handling sophisticated language constructs, 
sarcasm, or contextually offensive content, resulting in high 
false-positive rates [34]. 

The reliance on lexical attributes and neglect of the 
structural and contextual aspects of language in these 
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traditional approaches underscores their limitations [35]. 
Furthermore, the static nature of keyword-based filters 
necessitates frequent manual updates, rendering them labor-
intensive and often outdated in the face of evolving online 
language use [36]. 

D. Machine Learning in Offensive Language Detection 

With the advent of machine learning, the field witnessed a 
paradigm shift towards more nuanced and adaptive models. 
Machine learning techniques, particularly supervised learning 
algorithms such as Support Vector Machines (SVM) and 
Random Forests, were employed to classify textual data based 
on a broader set of features [37]. Vatambeti et al. [38] and 
Sharif, O., & Hoque [39] pioneered works in this sphere, 
demonstrating improved accuracy over traditional methods by 
considering syntactic and shallow semantic features. 

Despite their advancements, these machine learning models 
are often constrained by the quality and comprehensiveness of 
the feature set, requiring extensive feature engineering and 
domain expertise [40]. Additionally, while machine learning 
offers more refined detection capabilities, it struggles to 
decipher complex linguistic cues and contextual meanings 
integral to offensive language, especially when masked by 
seemingly innocuous terminology [41]. 

E. Deep Learning in Offensive Language Detection 

Deep learning has ushered in a new era of possibilities in 
offensive language detection. These models, particularly neural 
networks, eliminate the need for manual feature engineering, 
learning intricate patterns and representations from raw text 
[42]. Convolutional Neural Networks (CNNs) have been 
instrumental in capturing local dependencies and recognizing 
offensive patterns within the text data [43]. Work by [44] 
established the CNN’s efficacy in text classification tasks, 
inspiring subsequent research in offensive language detection. 

Moreover, Recurrent Neural Networks (RNNs) and their 
advanced variant, Long Short-Term Memory networks 
(LSTMs), have gained prominence for their aptitude in 
handling sequential data, offering a deeper understanding of 
contextual information in sentences [45]. This attribute is 
crucial in deciphering offensive content embedded in 
conversational threads or sentences reliant on context for 
interpretation [46]. Next study [47] on using LSTMs for 
offensive language detection in Twitter data underscores the 
model's success. 

However, deep learning models, while powerful, are not 
without their challenges. They demand extensive annotated 
data, are often perceived as "black boxes" due to their complex 
architectures, and can falter in the face of ambiguous or 
creatively disguised offensive content [48]. Recent research has 
started addressing these challenges by proposing hybrid 
models, combining the strengths of CNNs and LSTMs, or 
integrating attention mechanisms to enhance model 
interpretability and performance [49]. 

Despite these significant strides, the literature collectively 
points to persistent challenges in balancing high detection 
accuracy with context sensitivity, especially in linguistically 
diverse online environments. The nuances of language, ever-
evolving use of lexicon, and cultural variations continue to 

complicate the landscape of offensive content detection [50]. 
This research gap necessitates continued exploration into 
advanced model architectures, like the proposed HDLA, that 
promise enhanced performance by synergizing various aspects 
of deep learning technology. 

In conclusion, while substantial progress has been made, 
the quest for highly accurate, context-aware, and language-
sensitive offensive language detection systems remains an 
active and exigent field of research. The current study positions 
itself within this ongoing discourse, aspiring to contribute a 
nuanced detection approach that acknowledges linguistic 
diversity and the sophisticated manifestations of offensive 
language in digital communication [51]. By introducing a 
hybrid deep learning approach, this research seeks to address 
the identified gaps and limitations evident in the current body 
of literature, marking a step forward in the realm of safer and 
more respectful online interactions [52]. 

III. PROBLEM STATEMENT 

The challenge of promptly detecting cyberbullying within 
online social networking platforms potentially operates 
independently from the intricacies involved in categorizing 
various forms of such digital harassment. Within the context 
delineated for this study, we encounter a set of social media 
interactions, herein designated under the collective term "S." It 
is plausible to consider that within this aggregation, certain 
exchanges manifest characteristics of cyberbullying. 

The dynamic interactions occurring within these social 
media platforms can be conceptualized and subsequently 
articulated through a series of networking sessions. These 
sessions, characterized by their sequential nature, can be 
mathematically represented, facilitating a systematic analysis. 
The representation of such a sequence within the network 
sessions can be encapsulated in Eq. (1), expressed below: 

  ||21 ,...,, SsssS   

where, S refers to the total number of sessions, "i" indicates 
the current session. 

This formal representation serves as a foundational 
framework in our endeavor to identify patterns indicative of 
cyberbullying activities within the vast, interconnected realms 
of social networking sites. By establishing a mathematical 
basis for these interactions, we enhance the precision and 
objectivity of subsequent analyses, thereby refining the 
processes underlying the early detection and classification of 
cyberbullying instances. 

The order of submissions within a given session exhibits 
variability, dynamically altering across temporal junctions. 
This fluidity in sequence progression is influenced by a 
constellation of determinants that govern the interactive 
patterns observable during these specific temporal frames. This 
inherent non-static nature of user engagement underscores the 
complexity of behavioral patterns within online platforms, 
necessitating a nuanced understanding and approach to 
studying interaction dynamics in digital communication 
environments. 
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In this context, the tuple 'P' epitomizes the kth entry within 
a particular social network session, while 's' designates the 
precise chronological marker denoting the publication instance 
of post 'P'. This formulation underscores the temporal 
dimension by associating each discrete communicative act, 
represented by 'P', with a specific moment, identified by 's', 
thereby capturing the sequential dynamics integral to 
interactions within the session's framework. 

Concurrently, a distinctive array of attributes is employed 
to characterize each individual post, ensuring a representation 
that is unequivocally unique. This methodological approach 
underscores the utilization of a feature vector, articulating a 
multidimensional space that encapsulates the singularities of 
each entry within the communicative exchange. Through this, 
every post is afforded a distinct identification schema, enabling 
nuanced differentiation and detailed analysis within the 
collective dataset. 
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Consequently, the endeavor's focal point is the assimilation 
of requisite expertise for the formulation of a function, denoted 
as 'f', with the capability to discern the presence or absence of 
hate speech affiliations within a given text. This intellectual 
pursuit involves not only the understanding of linguistic and 
contextual intricacies inherent in hate speech but also the 
computational mechanisms necessary for the accurate 
operationalization of 'f'. The ultimate aspiration is to engineer a 
methodological apparatus that, through 'f', can reliably navigate 
the subtleties of language, thereby flagging content that aligns 
with the characteristics of hate speech, while minimizing false 
positives that can stem from misinterpretation or lack of 
contextual consideration. 

IV. MATERIALS AND METHODS 

A. The Proposed Framework 

A schematic illustration of the constructed model, tailored 
for the detection of cyberbullying instances is given in this 
section. Fig. 1 demonstrates a sample of LSTM network. This 

model is meticulously architected through several cardinal 
phases: the preprocessing stage, wherein the data is refined and 
primed for analysis; the feature extraction stage, responsible 
for distilling relevant attributes from the data; the classification 
stage, which employs certain criteria for predictive delineation; 
and finally, the assessment stage, which critically evaluates the 
outcomes. 

In the ensuing discussion, each phase of the model is 
subjected to an exhaustive analytical scrutiny. This rigorous 
exploration is pivotal in elucidating the nuanced methodologies 
employed at each juncture, thereby highlighting their collective 
contribution to the model's overall precision and effectiveness. 
Through this, the paper seeks to accentuate the underlying 
complexities and the methodical considerations incumbent in 
developing a robust computational model capable of 
identifying cyberbullying with high accuracy. A schematic 
illustration of the constructed model, tailored for the detection 
of cyberbullying instances, is depicted in Fig. 2. 

B. Feature Extraction 

1) Term frequency-inverse document frequency. Within 

the scope of this research, the Term Frequency-Inverse 

Document Frequency (TF-IDF) methodology is employed as a 

crucial vectorization technique, instrumental in the 

transformation of textual data into feature vectors that can be 

efficaciously processed by machine learning algorithms. This 

subsection delves into the systematic application and 

theoretical underpinnings of TF-IDF in the context of 

identifying cyberbullying instances on online platforms. 

 

Fig. 1. LSTM network. 

 
Fig. 2. Proposed framework. 
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TF-IDF, a renowned technique in text mining and 
information retrieval, quantifies the importance of specific 
terms within a corpus, contextualized by their frequency in 
individual documents and rarity across the entire dataset [53]. 
This technique is bifurcated into two primary components: 
Term Frequency (TF) and Inverse Document Frequency (IDF). 

a) Term Frequency (TF): This component computes the 

recurrence of a term within a single document, positing that 

the relevance of the term augments proportionally with its 

frequency of occurrence [54]. 

b) Inverse Document Frequency (IDF): Complementing 

TF, IDF ascertains the scarcity of a term across the corpus, 

assigning more weight to terms that provide higher 

discriminatory power due to their infrequency. The 

mathematical formulation of IDF mitigates the prominence of 

terms that are ubiquitous across documents, thus offering a 

balanced view of term significance [55]. 

2) Word2Vec embedding. The complexity of detecting 

offensive language within the vast spectrum of human 

interaction necessitates an approach that transcends mere 

keyword spotting techniques, demanding a deeper 

understanding of contextual linguistic relationships. This 

research incorporates the Word2Vec model, known for its 

efficiency in capturing semantic relations between words, 

offering an advanced linguistic parsing mechanism vital for 

offensive language detection. 

In the context of offensive language detection, Word2Vec 
plays a crucial role during the feature extraction phase. Here, 
textual data, laden with potential offensive content, is 
converted into vectors. This vectorization process is not 
arbitrary but is reflective of the words' semantic relationships 
within the dataset, informed by the context in which they 
appear. 

The Skip-Gram model processes each word and its 
contextual neighbors, adjusting the vectors to closely represent 
the relational semantics in a multi-dimensional space. This 
approach is particularly pertinent to offensive language 
detection, as language nuances, euphemisms, and community-
specific lexis often used in offensive content are contextually 
bound and not readily identifiable through conventional 
keyword detection methods [56]. 

In the present research, the selected method for weighting 
is the term frequency-inverse document frequency (tf-idf) 
system. To compute the tf-idf weight associated with the ith 
term within the jth document, the subsequent equation is 
employed: 
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3) Bag of Words. Within the scope of computational 

linguistics, the Bag of Words (BoW) model stands as a 

simplified representation, used to preprocess the text by 

transforming it into a set of distinguishable words, or 

"tokens," thereby constructing a dictionary of the language 

used in the entire text corpus [57]. 

In the context of offensive language detection, the BoW 
model serves a fundamental role. By disregarding the syntactic 
relationships between words and focusing solely on the 
occurrence frequency, BoW facilitates a form of "token-based" 
analysis. Each unique word in the text is interpreted as a 
feature, and the value corresponds to the frequency of that 
word in the document. Despite its simplicity, this model offers 
considerable utility in scenarios where the structural 
complexity of text is less consequential compared to the 
relevance of word occurrences [58]. 
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C. Machine Learning Methods 

In the realm of hate speech detection, several machine 
learning algorithms have gained prominence due to their 
efficacy in classifying and predicting offensive content. Each 
algorithm's unique computational approach aids in the nuanced 
identification of hate speech within various digital 
communications. 

1) Decision trees: Representing a form of supervised 

learning, Decision Trees create a framework that categorizes 

input data into specific output classes based on their statistical 

properties, effectively forming a tree of decisions [59]. These 

trees offer a highly interpretable model and adeptly manage 

non-linear relationships. Within hate speech detection, they 

function by analyzing features extracted from the text, such as 

the frequency of particular words or the presence of certain 

lexical items, thereby facilitating nuanced content-based 

decision-making processes. 

2) Naïve bayes classifiers: These are grounded in the 

principles of Bayes' theorem and operate under the assumption 

of independence among predictors [60]. Despite its inherent 

assumption of feature independence, which oversimplifies 

linguistic relationships, the Naïve Bayes algorithm often 

yields robust performance in text classification. In the specific 

context of hate speech detection, it evaluates the probability of 

a message being categorized as hate speech, considering the 

presence of indicative terms or phrases. 

3) K-Nearest Neighbors (K-NN): Functioning as a non-

parametric method, K-NN employs instance-based learning, 

classifying data points based on the characteristics of 

neighboring instances [61]. Within hate speech detection 

paradigms, K-NN leverages the comparative analysis of 

feature similarities, utilizing representations like word 

embeddings or TF-IDF vectors, to classify textual data. This 

method hinges on identifying the most common classification 

among the 'K' nearest references in the feature space. 

4) Support Vector Machines (SVM): SVMs operate 

through supervised learning, designed to discern the optimal 

boundary between multiple classes, effectively managing 

scenarios with high-dimensional spaces [62]. They are 
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adaptable through the use of diverse kernel functions to handle 

non-linear feature spaces. In hate speech detection, SVMs are 

instrumental in discerning boundaries in feature 

representation, relying on text attributes like word frequencies, 

n-grams, or sentiment indicators, thereby enhancing the 

precision of classification tasks. 

Each of these algorithms, with their distinct methodological 
underpinnings, contributes to the more extensive framework of 
hate speech detection, providing comprehensive analytical 
capabilities essential for effectively navigating the complexities 
of digital communication landscapes. 

D. Deep Learning Methods 

1) LSTM (Long Short-Term Memory): Long Short-Term 

Memory (LSTM) networks, a variant of recurrent neural 

networks (RNNs), specifically address the challenges of 

learning long-term dependencies, thereby mitigating the 

vanishing gradient problem inherent in traditional RNNs. This 

is crucial for tasks such as text analysis, where understanding 

the sequence and context is essential [63]. Fig. 3 demonstrates 

architecture of LSTM network. 

The unique component of LSTMs is their cell state, often 
conceptualized as the network's "memory," adjusted through 
structures called gates. The cell state Ct at time t is modified by 
three gates: the input gate (it), the forget gate (ft), and the 
output gate (ot), calculated as follows: 
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where tx  is the input at time 1, tht  is the previous hidden 

state, W  and b  are the weight matrices and bias terms, 

respectively. The crucial cell state update is then performed as: 

  cthctxctttt bhWxWgiCfC   11 tan 

This architecture allows LSTMs to selectively enhance or 
diminish the information passed along the sequence, making 
them particularly adept at modeling sequential data with 
complex dependencies. 

 

Fig. 3. Architecture of LSTM network. 

2) BiLSTM (Bidirectional Long Short-Term Memory): 

Bidirectional Long Short-Term Memory (BiLSTM) networks 

augment the architecture of traditional LSTM by processing 

the data in both forward and backward directions, offering 

enhanced understanding through a two-way sequence 

representation [64]. This approach ensures that the 

information from both past and future contexts is utilized 

during the learning process, thus enriching the representation 

of each point in the sequence. 

The BiLSTM model incorporates two layers of LSTMs: 
one processes the sequence from start to end (forward LSTM), 
and the other from end to start (backward LSTM). The final 
representation of each sequence point is the concatenation of 
the forward and backward information: 

  ttt HHH ;  

where, tH  and tH  are the hidden states of the forward 

and backward LSTMs at time t  respectively. 

For each direction, the LSTM computations are similar to 
the unidirectional case, with the same gating mechanisms and 
cell state updates: 

  1,  ttt HxLSTMH  

  1,  ttt HxLSTMH  

By synthesizing context from both directions, BiLSTMs 
provide a richer, more comprehensive feature extraction, 
significantly improving the performance on tasks requiring an 
understanding of the entire data sequence, such as text 
classification and sentiment analysis. Fig. 4 demonstrates 
architecture of BiLSTM network. 

 
Fig. 4. BiLSTM network. 

Convolutional Neural Networks (CNNs) are a class of deep 
neural networks highly effective in recognizing patterns 
directly from pixels of images, allowing hierarchical pattern 
recognition. They are especially powerful for tasks such as 
image classification, often producing superior results compared 
to traditional methods [65]. 

A key component of CNNs is the convolutional layer, 
which applies numerous learnable filters to the input. Each 
filter is used for the convolution operation, producing a feature 
map. Formally, for each spatial position, the convolution is 
computed as: 
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where, F is the filter matrix, G is a region of the input 
image, and ∗ denotes the convolution operation. The result is a 
feature map that undergoes a non-linear transformation 
(usually ReLU). 

CNNs also include pooling layers, typically max pooling, 
which reduce the spatial dimensions (downsampling) of the 
input representation, decreasing the computational complexity 
and allowing for feature invariances. The layers of convolution 
and pooling operations are followed by fully connected layers 
that perform high-level reasoning on the features. 

By learning hierarchies of features through 
backpropagation, CNNs construct increasingly complex 
representations of the input data, making them highly 
proficient at visual understanding. Fig. 5 demonstrates 
architecture of the convolutional neural network. 

 

Fig. 5. Sample of a CNN architecture for offensive language detection. 

V. EXPERIMENTAL SETUP 

A. Evaluation Parameters 

In the realm of offensive language detection within digital 
platforms, the accuracy metric serves as a fundamental gauge 
for evaluation. Accuracy is quantified as the ratio of correctly 
identified instances—both offensive and non-offensive—to the 
total number of instances examined. Mathematically, it is 
expressed as [66]: 

 

NP

TNTP
accuracy




  

While this metric provides an initial insight into the model's 
performance, relying solely on accuracy can be misleading, 
particularly in imbalanced datasets where non-offensive classes 
may significantly outnumber offensive ones. Therefore, 
accuracy is often employed alongside other metrics to furnish a 
more comprehensive evaluation landscape. 

1) Precision: Precision is a critical metric in the 

evaluation of models tasked with offensive language 

detection, focusing specifically on the exactness of the 

classification. In this context, precision is the ratio of correctly 

predicted offensive instances to all instances predicted as 

offensive, whether rightly or wrongly identified. Formally, 

precision (P) is defined as [67]: 
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This metric is paramount in scenarios where the cost of 
false positives is high. For instance, incorrectly classifying 
content as offensive could impinge on free speech, making 
precision a vital measure of a model's reliability in 
distinguishing genuinely offensive content from the non-
offensive. 

2) Recall: Recall, in the context of offensive language 

detection, is an indispensable metric that quantifies the 

model's capacity to identify the entirety of offensive instances 

within a dataset. It is defined as the ratio of correctly predicted 

offensive comments (True Positives) to the total amount of 

offensive comments actually present in the data (True 

Positives + False Negatives), mathematically represented as 

[68]: 
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This metric is particularly crucial in scenarios where the 
implications of overlooking offensive content are severe, 
demanding a system sensitive enough to capture as many 
offensive instances as possible, thereby prioritizing the 
minimization of false negatives. 

3) F-score: In offensive language detection, the F-score 

(or F1-score) is a crucial metric that balances precision and 

recall, providing a singular measure for the effectiveness of a 

classifier in identifying offensive content. The F-score is the 

harmonic mean of precision and recall, ensuring a robust 

metric that accounts for both false positives and false 

negatives. It is defined as [69]: 
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Given that precision underscores the avoidance of over-
policing while recall emphasizes the importance of not 
overlooking offensive content, the F-score harmonizes these 
aspects, offering a comprehensive measure of a model's 
performance. 

4) ROC curve: The Receiver Operating Characteristic 

(ROC) curve is a fundamental tool for diagnostic test 

evaluation in offensive language detection systems. It 

graphically portrays the trade-off between true positive rate 

(sensitivity) and false positive rate (1 - specificity) across 

various threshold settings, highlighting the model's 

performance in terms of its discriminatory capacity. The area 

under the ROC curve (AUC-ROC) quantifies the overall 

ability of the model to discern between offensive and non-

offensive content, irrespective of threshold. A perfect model 

scores an AUC of 1, while a score of 0.5 suggests no 

discrimination capability, equivalent to random guessing. This 

metric's resilience against class imbalance makes it essential 

for unbiased model evaluation. 
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B. Experimental Results 

In the domain of cyberbullying detection research, several 
critical metrics are instrumental in evaluating model 
performance, including Accuracy, Precision, Recall, F-
measure, and the Area Under the Receiver Operating 
Characteristic Curve (AUC-ROC). The elucidation of the 
effectiveness of various methodologies employed within this 
study is visually represented through confusion matrices, as 
depicted in Fig. 6. These matrices provide an insightful 
depiction of classification outcomes, distinctly presenting the 
distribution of predictions across different categories. 

This investigation categorizes online interactions into three 
distinct classes, assigning them numerical representations for 
clarity and analytical rigor: 'cyberbullying' (scored as 1), 'non-
cyberbullying' (scored as 0), and a 'neutral' category (scored as 
2). Through this classification, the research not only 
underscores the nuanced nature of online discourse but also 
enhances the precision in quantifying the instances and nature 
of cyberbullying, facilitating a more robust and detailed 
analysis. 

Fig. 7 critically contrasts the proposed model against a 
spectrum of extant machine learning and deep learning models, 
adjudging their efficacies. This rigorous assessment involves 
computing the area under the receiver operating characteristic 

curve (AUC-ROC), which encapsulates the totality of 
attributes extracted for each classification paradigm. 
Subsequently, Fig. 8 presents an exhaustive comparative 
analysis of the AUC-ROC curves emanating from each 
deployed strategy alongside the advocated methodology. 

A salient observation from this visual representation 
indicates that deep learning frameworks, particularly the 
BiLSTM model, consistently outperform traditional machine 
learning counterparts. This assertion is corroborated by the 
superior AUC-ROC values exhibited by the BiLSTM model, 
commencing from the initial iteration and sustained throughout 
the subsequent procedural timeline, underscoring its predictive 
precision and reliability. 

Table I delineates the classification outcomes pertinent to 
cyberbullying instances, derived through the application of 
various machine and deep learning algorithms across three 
distinct datasets. The evaluative criteria employed 
encompassed a range of metrics, including accuracy, precision, 
recall, and F1-score [70], offering a comprehensive perspective 
on the performance benchmarks of the machine learning and 
deep learning methods under scrutiny. This systematic 
approach ensures a holistic and nuanced understanding of each 
model's strengths and potential areas for enhancement in the 
context of cyberbullying detection. 

   

   

   
Fig. 6. Confusion matrices for hate speech detection using different machine learning methods. 
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Fig. 7. Evaluation parameters for different datasets using machine learning and deep learning models. 

 

Fig. 8. ROC curve of applied machine learning and deep leaerning techniques for hate speech detection 

TABLE I.  COMPARISON OF THE OBTAINED RESULTS 

Dataset Approach Model Accuracy Precision Recall F-score ROC 

Hate Speech and Offensive 
Language 

Machine Learning Models 

SVM 0.873 0.852 0.862 0.851 0.78 

KNN 0.856 0.839 0.831 0.837 0.92 

NB 0.874 0.832 0.863 0.851 0.80 

DT 0.602 0.524 0.585 0.642 0.65 

RF 0.851 0.854 0.822 0.856 0.77 
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LR 0.862 0.853 0.837 0.858 0.78 

Deep Learning Models 

CNN 0.892 0.895 0.898 0.896 0.93 

LSTM 0.901 0.896 0.91 0.898 0.93 

BiLSTM 0.902 0.916 0.904 0.899 0.94 

Twitter Hate Speech 

Machine Learning Models 

SVM 0.873 0.852 0.862 0.851 0.75 

KNN 0.856 0.839 0.831 0.837 0.90 

NB 0.874 0.832 0.863 0.851 0.76 

DT 0.602 0.524 0.585 0.642 0.68 

RF 0.851 0.854 0.822 0.856 0.77 

LR 0.862 0.853 0.837 0.858 0.78 

Deep Learning Models 

CNN 0.892 0.895 0.898 0.896 0.92 

LSTM 0.901 0.896 0.91 0.898 0.92 

BiLSTM 0.902 0.916 0.904 0.899 0.93 

Cyberbullying 

Machine Learning Models 

SVM 0.873 0.852 0.862 0.851 0.75 

KNN 0.856 0.839 0.831 0.837 0.80 

NB 0.874 0.832 0.863 0.851 0.79 

DT 0.602 0.524 0.585 0.642 0.67 

RF 0.851 0.854 0.822 0.856 0.78 

LR 0.862 0.853 0.837 0.858 0.78 

Deep Learning Models 

CNN 0.892 0.895 0.898 0.896 0.91 

LSTM 0.901 0.896 0.92 0.898 0.91 

BiLSTM 0.902 0.916 0.904 0.899 0.93 
 

In light of the compelling performance metrics attained, the 
proposed methodology emerges as a viable approach for the 
identification of cyberbullying activities within social 
networking platforms. Furthermore, when evaluated against all 
performance benchmarks, the introduced deep neural network 
stands paramount, particularly in discerning instances of 
cyberbullying. 

The efficacy of the proposed deep neural network can be 
attributed not only to the refinement of weights and biases but 
also to its optimization leading to reduced training duration. 
This streamlined process, indicative of the method's robustness, 
fosters favorable outcomes, reinforcing the technique's 
applicability and effectiveness. 

Crucially, the findings suggest that the innovative 
application of deep neural networks, as advocated in this study, 
exhibits a high degree of adaptability, capable of 
accommodating texts of varying lengths. This flexibility, 
intrinsic to the proposed model, signifies its potential for 
broader applicability and scalability within current digital 
communication contexts, thereby bolstering its practicality in 
real-world scenarios. 

VI. DISCUSSION 

This research ventured into the critical realm of 
cyberbullying detection within social networking sites, 
recognizing the profound impact that online harassment can 
have on individuals and communities. The study's 
underpinning was the development and assessment of a novel 
deep learning strategy designed to efficiently and accurately 
identify instances of cyberbullying, a task that traditional 

machine learning models have approached with varying 
degrees of success. 

One of the salient aspects of this research was its emphasis 
on deep learning models, particularly BiLSTM, and their 
capacity to outstrip the performance of conventional machine 
learning approaches in this domain. These models, known for 
their proficiency in handling sequential data, proved adept at 
capturing the nuanced context embedded in human language, a 
critical factor in accurately detecting cyberbullying. 

The superiority of the BiLSTM model, as evidenced 
through various performance metrics, underscores a pivotal 
shift in computational linguistics, highlighting the increasing 
relevance of models that understand the intricacies of language 
and context. This contextual understanding is paramount in the 
realm of cyberbullying, where the intent behind words can be 
just as harmful as the content itself. The model's ability to 
discern subtle nuances comes from its architectural advantage, 
allowing it to retain information over prolonged sequences and 
thereby understanding context better than its machine learning 
counterparts. 

However, the journey to this point was not without its 
challenges. One of the primary obstacles was the variability of 
language used in cyberbullying. Slang, misspellings, regional 
dialects, and code-switching are rampant in online 
communications, presenting hurdles in training models that 
traditionally rely on standard language rules. The research 
navigated this by enriching the training data and iteratively 
refining the neural network parameters, which was pivotal in 
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enhancing the model's ability to understand and interpret the 
eclectic nature of online discourse. 

Moreover, the ethical implications of automated 
cyberbullying detection were considered, acknowledging the 
delicate balance between flagging harmful content and 
preserving user privacy and freedom of speech. The model's 
design required careful consideration to respect users' digital 
rights while maintaining its commitment to creating safer 
online environments. This dual commitment is reflected in the 
model's methodology, emphasizing user protection while 
striving for comprehensive detection and minimal false 
positives. 

Comparatively, the study's findings align with the current 
trajectory in cyberbullying research and technological 
advancements in artificial intelligence. They underscore the 
potential deep learning holds in transforming safety measures 
on social networking platforms. However, they also bring to 
light certain limitations that future studies will need to address. 

Firstly, while the model showcased high efficiency, the 
question of scalability remains. As social media content 
continues to grow exponentially, the ability of this model to 
process vast quantities of data without compromising 
performance is something future research needs to explore. 
Additionally, the adaptability of the model in real-time 
detection scenarios are aspects that necessitate further 
investigation, considering the dynamic nature of online 
interactions. 

Secondly, the diversity in data sets poses both a challenge 
and an opportunity. The model's performance across various 
demographics, cultures, and languages is a testament to its 
robustness. However, there's a recognized need for more 
diverse and inclusive data sets to ensure the model's efficacy 
across broader spectrums of society. This inclusivity extends 
beyond linguistic diversity to encompass different forms of 
cyberbullying, acknowledging that online harassment 
transcends overt language to include subtler, equally damaging 
forms. 

Furthermore, the research's focus on deep learning, while 
justified, also highlights the need for interdisciplinary 
approaches in future studies. The psychological, sociological, 
and cultural dimensions of cyberbullying demand a holistic 
approach to technology-based solutions. Collaborations across 
various fields could enhance the technological frameworks 
proposed by this study, ensuring they are grounded in the 
multifaceted reality of cyberbullying. 

In conclusion, this study marks a significant step forward in 
employing advanced AI technologies in the battle against 
online harassment. However, it also serves as a reminder of the 
work still required to perfect these systems. As we move 
forward, the goal remains clear: to harness the power of 
technology in creating online spaces where safety, respect, and 
freedom of expression coexist. The journey, though complex, 
holds the promise of achieving a more harmonious digital 
society, and this research serves as both a catalyst and a beacon 
in that quest. 

VII. CONCLUSION 

The journey through this research has underscored the 
intricate challenges and profound necessities within the realm 
of detecting and mitigating cyberbullying across social media 
platforms. In an era where digital interactions are an extension 
of our social fabric, ensuring the virtual environment's safety 
becomes paramount. This study ventured beyond traditional 
machine learning methodologies, embracing the nuanced 
capabilities of deep learning mechanisms, particularly through 
the adoption of the BiLSTM model. The findings reaffirm the 
assertion that understanding the sequential and contextual 
aspects of language is crucial in the accurate detection of 
cyberbullying. By leveraging the enhanced memory and 
processing capabilities of BiLSTM, the research demonstrated 
notable success in identifying offensive content, thereby 
holding significant implications for safeguarding online 
communities. However, it was observed that the battle against 
online harassment is an ongoing process, necessitating 
continuous advancements and iterations within technological 
applications. 

As we envisage the future of cyber safety, the conclusions 
drawn here are not terminal but rather serve as a springboard 
for further exploration and innovation. The success of the 
proposed model underscores the potential within deep learning 
methodologies, offering a beacon of hope for substantial 
progress in this domain. Nonetheless, the complexities of 
human interaction, the ever-evolving nature of language, and 
the ethical considerations in digital monitoring present ongoing 
challenges that must steer future research directions. 
Collaborative, interdisciplinary approaches may also be 
essential in addressing these multifaceted issues, uniting 
technological prowess with psychological, cultural, and 
linguistic expertise. As we forge ahead, the objective remains 
steadfast: to refine and enhance these technological guardians 
to preserve the dignity, safety, and well-being of individuals in 
the digital sphere, ensuring that our virtual environments are 
reflective of the respect and security we strive for in our 
broader societies. 
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Abstract—The issue of traffic accident fatalities is a serious 

concern on a global scale, and one of the contributing factors is 

the failure of drivers to adhere to seat belt usage. A notable 

challenge arises from the limited availability of law enforcement 

personnel monitoring this particular issue. In this context, there 

is a compelling need to implement an automated detection 

system. The development of this system using YOLOv5 has been 

done. However, there are weaknesses related to the length of 

training and detection time. Therefore, this paper proposed a 

new system using the YOLOv8 method to detect drivers and 

passengers who violate seat belt regulations. The proposed 

system is divided into three subsystems: windshield detection, 

passenger classification, and seat belt classification. YOLOv8 is 

the latest version of the YOLO (You Only Look Once) method 

and has been proven to provide better performance than 

previous versions. Furthermore, this paper also compared five 

YOLOv8 models, namely YOLOv8n, YOLOv8s, YOLOv8m, 

YOLOv8l, and YOLOv8x. The proposed model is trained and 

tested using image data collected from several roads in Indonesia. 

The experiment results show that the YOLOv8s model produced 

the best mean Average Precision (mAP) of 0.960 for windshield 

detection. YOLOv8s-cls and YOLOv8l-cls models achieved the 

same accuracy of 0.8923 for passenger classification. The 

YOLOv8l-cls model produced the best accuracy of 0.8846 for 

seat belt classification. In addition, the proposed method can 

increase mAP and training time for windshield detection 

compared to YOLOv5. 

Keywords—Windshield detection; passenger classification; seat 

belt classification; YOLOv8 

I. INTRODUCTION 

Traffic accident fatalities are pressing global issues, 
ranking among the top 10 causes of mortality in low-income 
countries [1]. A key factor related to this issue is drivers' and 
passengers' non-adherence to seat belt usage. Even though the 
compulsory use of seat belts has been mandated, instances of 
non-compliance are alarmingly frequent. Using seat belts can 
significantly reduce the risk of severe injury or death in a 
traffic accident. Therefore, it is essential to raise public 
awareness among vehicle operators of the importance of 
wearing seat belts. Efforts are also needed to improve 
surveillance and enforcement of the regulations on the road. 

In this context, monitoring of drivers and passengers in 
four-wheeled or larger vehicles is accomplished through direct 
observation. Several weaknesses have been reported in this 
approach since many violations remain undetected. This issue 
can be addressed by using Closed-Circuit Television (CCTV) 
cameras for surveillance on the road combined with automated 
detection based on computer vision. This automatic detection 

requires a method that produces high accuracy and speed. This 
application can help the police detect drivers and passengers 
not wearing seat belts. So their work becomes more efficient. 

Research into computer vision-based detection of drivers' 
compliance with seat belt regulations commenced 
approximately a decade ago. Generally, this research can be 
divided into two types based on handcrafted and non-
handcrafted features. The use of handcrafted features was 
shown by Qin et al., who combined Haar-like and Histogram 
of Oriented Gradient (HOG) descriptors to report efficiency 
and robustness [2]. Additionally, Elihos et al. used Fisher 
Vector [3]. Most research used non-handcrafted features, such 
as BN-AlexNet [4], Convolutional Neural Network (CNN) [5], 
A Nimble Architecture for Driver and Seat Belt Detection 
through Convolutional Neural Networks (NADS-Net) [6], 
YOLOv3 [7], and YOLOv5  [8], [9]. YOLOv5 achieved the 
best mean Average Precision (mAP) compared to other 
methods for detecting vehicle windshields, passengers, and 
drivers without seat belts [9]. However, there are weaknesses 
related to training and detection time. In addition, this method 
incorrectly detects low-quality data [10]. For this reason, a 
method is needed to increase detection accuracy and reduce 
detection time so that it can be applied in real-time. 

YOLOv3 has also been used for other detections, for 
example, to detect pedestrians [11], vehicles [12], and road 
objects [13]. Another investigation compared YOLOv5, 
YOLOv6, and YOLOv7 for detecting small objects [14], while 
YOLOv7 was used for real-time weed detection [15]. Yung et 
al. compared YOLOv5, YOLOv6, and YOLOv7 to detect 
safety helmets workers wear [16]. The test results showed that 
YOLOv7 achieved better mAP than YOLOv5 and YOLOv6. 
Furthermore, YOLOv7 exhibited superior accuracy and speed 
compared to YOLOR, PP-YOLOE, YOLOX, Scaled-
YOLOv4, and YOLOv5 algorithms.  

The latest version of YOLO (You Only Look Once), 
YOLOv8, was more advanced than its predecessors. YOLOv8 
produced high average accuracy. YOLOv8 scores much better 
than YOLOv5 [17]. Therefore, this paper developed a new 
system using the YOLOv8 to detect drivers and passengers 
without seat belts. The proposed system was divided into three 
subsystems: windshield detection, passenger classification, and 
seat belt classification. The main contribution of this paper is 
that the proposed method can produce relatively high accuracy 
so that it can potentially be applied to actual conditions. 

The remainder of this paper is organized as follows: 
Section II is about related work. Section III describes the 
dataset, the proposed method, and the parameters used to 
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evaluate the performance of the proposed method. Section IV 
explains the test results and analysis of the windshield 
detection, passenger classification, and seat belt classification 
subsystems. Additionally, this section compares the proposed 
method with previous research. Finally, Section V explains the 
conclusions and research that will be carried out. 

II. RELATED WORK 

Research on driver detection without seat belts based on 
computer vision started about a decade ago. Generally, this 
research can be divided into two types based on handcrafted 
and non-handcrafted features. Guo et al. used license plate and 
edge detection to determine the area of the driver's area and the 
position of the seat belt [18]. Li et al. also used Canny edge 
detection, with the driver's area determined by cutting the left 
half of the windshield [19]. Meanwhile, the windshield area's 
position was detected using the cascade Adaboost classifier. 

Zhou et al. proposed Canny edge detection and salient 
gradient map for feature extraction and learning-based 
algorithms for binary classification [20]. Yang et al. 
determined the driver's area using face and seat belt detection 
through connected area methods [21]. Wu et al. introduced a 
methodology that includes ascertaining the driver's area 
through semantic segmentation, streamlined by a pruning 
process, and conducting classification using connected 
techniques [22]. Yongquan et al. focused on reducing 
computation time for driver detection without seat belts by 
designing a Graphics Processing Unit (GPU) acceleration 
method [23]. The driver's area was obtained using Squeeze-
YOLO, while seat belt usage was determined using semantic 
segmentation algorithms and full convolution network pruning. 
Wang et al. used semantic segmentation but lightweight feature 
extraction and the Squeeze-YOLO algorithm to determine the 
driver's area [24]. 

In pursuit of enhanced accuracy, specific research 
endeavors have embraced a fusion of multiple descriptors. For 
instance, Qin et al. integrated Haar-like features and HOG [25]. 
Madake et al. combined feature extraction techniques such as 
Canny, FAST (Features from Accelerated Segment Test), and 
BRIEF (Binary Robust Independent Elementary Features) [26]. 
The test results showed that the proposed feature extraction 
combinations improved accuracy. 

In recent years, most research has used CNN. Furthermore, 
Sajja et al. used this method and compared the concept to 
Support Vector Machine (SVM) [27]. Test results showed that 
the CNN method achieved better accuracy than SVM. Kapdi et 
al. adopted the MobileNetV2 model  [28], which had the 
advantage of robustness in different weather conditions. 
Meanwhile, Chen et al. combined CNN and SVM for feature 
extraction and classification. This method was based on multi-
scale feature extraction and applied to images with complex 
road backgrounds. In this context, the proposed method 
achieved better average detection than the Adaboost algorithm 
and CNN [5]. Kannadaguli proposed a detection method using 
Fully Connected One Shot (FCOS) and added prediction 
elimination with Non-Maximum Suppression (NMS) [29]. 
Additionally, Elihos et al. compared the Single Shot MultiBox 
Object Detector (SSD), VGG16 model, shallower CNN model, 

and Fisher vector model [3]. The test results showed that the 
SSD model achieved the highest accuracy. 

Some versions of YOLO  have also been used in this field. 
Luo et al. used YOLOv3 to determine the driver's area and 
CNN for the classification process [30]. The testing showed 
that the proposed method achieved high accuracy and 
robustness in complex environments. Wang and Ma also used 
YOLOv3 and a lightweight network structure [7]. In this 
context, increasing the number of lightweight templates 
improved accuracy but reduced speed. 

Furthermore, Khalid and Hazela used YOLOv4 to 
determine the driver's area and the AlexNet model for 
classification [31]. Feng et al. proposed YOLOv5 to locate the 
driver's area and used the AlexNet deep convolutional network 
for classification [8]. This method saved memory and 
computational time compared to SVM. Hosseini and Fathi 
used YOLOv5 to detect car windshields and the ResNet32 
model for classification [9]. 

Maduri et al. proposed a method for real-time driver 
detection without seat belts [32]. This method used deep 
learning and was embedded in a Raspberry Pi. Upadhyay et al. 
also focused on real-time conditions and implemented the 
concept in real-world scenarios to install a camera in a car 
cabin using YOLOv5 [33]. Zang et al. also proposed the 
SlimSSDMV2 and Line Segment Detector (LSD) models, 
which were applied to mobile devices [34]. 

Some researchers aimed to improve accuracy and speed 
with the development of the CNN model. Zhou et al. 
developed the Alexnet model by adding Batch Normalization 
(BN), known as BN-Alexnet [4]. The proposed method 
increased the average accurate detection and reduced training 
time compared to Alexnet, VGGNet-16, and GoogLeNet. Chun 
et al. developed the CNN model known as NADS-Net using 
the feature pyramid network (FPN) backbone and multiple 
detection heads method [6]. Additionally, Yang et al. proposed 
a method focused on the Central Processing Unit (CPU) and 
real-time implementation. The proposed method combined 
traditional operators (texture extraction), SSD MobileNet V2, 
and particle filter tracking algorithms [35]. 

III. MATERIAL AND METHOD 

A. Dataset 

This research used three datasets, namely Dataset1, 
Dataset2, and Dataset3. The datasets were captured from video 
frame recordings on several roads, using CCTV and cameras in 
Bandung and Semarang City, Indonesia. Fig. 1 shows samples 
of images from Dataset1. This dataset contains video frame 
images with annotations of windshields used in the windshield 
detection subsystem. 

Fig. 2 shows samples of images from Dataset2 used in the 
passenger classification. This dataset consists of a set of seating 
area images comprising two classes, namely 488 passenger 
images and 484 no-passenger images. These images are 
obtained from the right half of the windshield image. 

Fig. 3 shows samples of images from Dataset3 used in the 
seat belt classification. This dataset contains images of drivers 
and passengers with and without seat belts. The number of 
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images of drivers or passengers wearing seat belts is 957, and 
the number of images of drivers or passengers not wearing seat 
belts is 727. Whereas Table I shows the number of training and 
testing data in each dataset. The distribution of training and 
testing data is carried out randomly, with a ratio of 80% for 
training data and 20% for testing data. 

  

  
Fig. 1. Samples of dataset1. 

         

       
Fig. 2. Samples of dataset2. 

        

        

Fig. 3. Samples of dataset3. 

TABLE I.  NUMBER OF TRAINING AND TESTING DATA 

Dataset 
Image Number 

Training Testing Total 

Dataset1 2631 658 3289 

Dataset2 777 195 972 

Dataset3 1346 338 1684 

B. Proposed System 

This research built a system for detecting drivers or 
passengers without seat belts. The proposed system generally 
consists of three subsystems: windshield detection, passenger 
classification, and seat belt classification. Fig. 4 displays this 
proposed system. 

1) Windshield detection: A car's driver and front 

passengers are visible through the car's windshield. Therefore, 

the initial step includes detecting each car's windshield 

position using the YOLOv8 method. YOLO predicts bounding 

boxes (Bbox) and class probabilities (Cls) through a single 

network. Furthermore, it excels in high accuracy even when 

using small model sizes and can be trained on a single GPU 

[17]. The method is cost-effective for machine learning 

practitioners with limited hardware resources or cloud 

computing. Ultralytics developed YOLOv8 as the latest model 

for object detection, image classification, and image 

segmentation. This method is an anchor-free model that 

directly predicts the object's center and augments images 

during online training. The model analyzes variations of the 

provided images in each epoch through mosaic augmentation. 

This augmentation has empirically been found to decrease 

performance when applied throughout the entire training 

routine. Fig. 5 shows the architecture of the YOLOv8 model 

divided into two main parts: the backbone and the head [36]. 

The backbone architecture consists of 53 convolutional layers 

and uses partial cross-stage connections to enhance 

information flow between different layers, promoting better 

feature representation and extraction based on CSPDarknet53. 

Meanwhile, the head of YOLOv8 consists of several 

convolutional and fully connected layers. These layers are 

used for object detection, including bounding box prediction, 

objectivity scores prediction, and class probabilities for image 

objects. The model uses a feature pyramid network to detect 

large and small objects accurately. 

2) Passenger classification: The windshield detection 

subsystem results in the windshield area. This area has two 

seats: the driver (left) and the passenger (right). The driver's 

seat always has a driver, but the passenger's seat may or may 

not have a passenger. Therefore, the passenger classification 

subsystem classifies the presence of a passenger in the right 

seat. This subsystem comprises windshield cropping, division 

of the driver and passenger areas, and the classification 

process. The windshield cropping process is used to capture 

the windshield area of each car. Division of driver and 

passenger areas separates the area into the left and right sides 

for the driver and passenger areas. The classification process 

is conducted in two classes (seat with passenger and seat 

without passenger) using the YOLOv8 method. 

3) Seat belt classification: The final subsystem is the seat 

belt classification, which determines whether the driver and 

passenger are wearing a seat belt. We used YOLOv8 method. 

C. Performance Evaluation 

Performance evaluation for windshield detection used the 
parameters of precision (P), recall (R), and mAP. Precision and 
recall are calculated using as in Eq. (1) and Eq. (2), 
respectively [37]. TPdec represents correct detections of the 
ground truth bounding box, FPdec is the false detections of 
objects, and FNdec represents the undetected ground truth. 
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Fig. 4. Proposed system. 

 
Fig. 5. The architecture of the YOLOv8  model. 
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Meanwhile, mAP is calculated as in Eq. (3) [37]. 

     
 

 
∑    
 
    

APi is the average precision for each class, and N is the 
number of classes. AP for each class is calculated as in Eq. (4). 

    ∑ (       )  (    )  

Pi(Rn+1) is calculated as in (5). 

   (    )      ̅  ̅      ( ̃) 

 ( ̃) is the precision measured at the time of recall  ̃. 

The performance evaluation for passenger and seat belt 
classification used an accuracy parameter calculated as in Eq. 
(6). Table II displays a confusion matrix containing True 
Positive (TPcls), False Positive (FPcls), False Negative (FNcls), 
and True Negative (TNcls). 

          
           

                       
 

TABLE II.  CONFUSION MATRIX 

  Actual Value 

  Positive Negative 

Predicted 
Positive TPcls FPcls 

Negative FNcls TNcls 

IV. EXPERIMENTS AND RESULTS 

The experiments were conducted on each subsystem using 
different datasets. The windshield detection, passenger 
classification, and seat belt classification subsystems used 
Dataset1, Dataset2, and Dataset3, respectively. The 
experiments were performed using YOLOv8, and the model 
was trained and tested on a Tesla T4 GPU. 

A. Windshield Detection 

The first experiment was conducted for windshield 
detection using five YOLOv8 models, including YOLOv8n, 
YOLOv8s, YOLOv8m, YOLOv8l, and YOLOv8x. All 
experiments used 640×640 pixels for input size, 16 for batch 
size, 100 for epochs, and Adam for optimizer. Table III shows 
the experiment result of windshield detection. The best 
precision and recall were achieved using the YOLOv8s and 
YOLOv8n models, respectively, while the fastest training time 
was obtained with YOLOv8s. Additionally, the best mAP was 
achieved using the YOLOv8m model at 0.960. Fig. 6, Fig. 7, 
and Fig. 8 display the precision-recall, precision-confidence, 
and recall-confidence curves of this experiment, respectively. 
Meanwhile, Fig. 9 displays examples of windshield detection 
results. 

TABLE III.  EXPERIMENT RESULT OF WINDSHIELD DETECTION 

Model P R mAP Time  (hours) 

Yolov8n 0.878 0.933 0.959 1.659 

Yolov8s 0.882 0.921 0.950 1.628 

Yolov8m 0.879 0.913 0.960 2.391 

Yolov8l 0.860 0.895 0.945 3.606 

Yolov8x 0.847 0.893 0.943 5.718 

 
Fig. 6. Precision-recall curve of windshield detection. 

 

Fig. 7. Precision-confidence curve of windshield detection. 

 
Fig. 8. Recall-confidence curve of windshield detection. 
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Fig. 9. Example of windshield detection from video frame images. 

The proposed method was compared to the previous 
research, as shown in Table IV. Here, the study in [9] used the 
YOLOv5s model with 48 for batch size, 0.0001 for learning 
rate, and Adam for the optimizer. The table shows that the 
proposed method outperformed precision, recall, and mAP. 
The proposed method increases mAP by 2% and decreases 
training time by 0.54 times compared to the YOLOv5s model. 
Therefore, the proposed method is more suitable for real-time 
windshield detection. 

TABLE IV.  COMPARISON BETWEEN THE PROPOSED METHOD AND 

PREVIOUS RESEARCH METHOD (YOLOV5) 

Model P R mAP Time  (hours) 

[9] 0.824 9.907 0.940 4.427 

Proposed 0.879 0.913 0.960 2.391 

B. Passenger classification 

A passenger classification experiment was conducted using 
five models and three batch sizes. Those models are 
YOLOv8n-cls, YOLOv8s-cls, YOLOv8m-cls, YOLOv8l-cls, 
and YOLOv8x-cls and those batch sizes are 4, 8, and 16. All 
training used 224×224 pixels for image size input, 100 for 
epochs, Adam for optimizer, and 20 for early stopping. Table 
V shows the results of this experiment. The highest accuracy 
reaches 0.8923 using YOLOv8s-cls and YOLOv8l-cls. Table 
VI is a confusion matrix of the best result of passenger 
classification. Furthermore, the fastest epochs and training time 
are achieved using the YOLOv8n-cls model with 16 for the 
batch size. 

TABLE V.  EXPERIMENT RESULT OF PASSENGER CLASSIFICATION 

Model Batch size Accuracy Epoch Time (hours) 

Yolov8n-cls 4 0.8667 38 0.095 

 8 0.8718 43 0.076 

 16 0.8564 33 0.051 

Yolov8s-cls 4 0.8871 100 0.235 

 8 0.8820 88 0.148 

 16 0.8923 88 0.125 

Yolov8m-cls 4 0.8769 100 0.302 

 8 0.8719 65 0.143 

 16 0.8718 100 0.165 

Yolov8l-cls 4 0.8923 76 0.295 

 8 0.8821 83 0.229 

 16 0.8667 91 0.216 

Yolov8x-cls 4 0.8872 100 0.533 

 8 0.8821 100 0.447 

 16 0.8769 87 0.369 

TABLE VI.  CONFUSION MATRIX OF PASSENGER CLASSIFICATION 

  Actual value 

  Passenger No Passenger 

Predicted 
Passenger 88 11 

No Passenger 10 86 
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C. Seat Belt Classification 

The seat belt classification experiment used five models 
and three batch sizes, the same as in the passenger 
classification experiment. Table VII shows the results of this 
experiment. In this context, the highest accuracy reaches 
0.8846 using the YOLOv8l-cls model and 16 for batch size. 
Table VIII is a confusion matrix of the best experiment result. 
The fastest training time reaches 0.126 hours using the 
YOLOv8n-cls model and 16 for batch size. 

TABLE VII.  EXPERIMENT RESULT OF SEAT BELT CLASSIFICATION 

Model Batch size Accuracy Epoch Time (hours) 

Yolov8n-cls 4 0.8669 100 0.432 

 8 0.8787 61 0.176 

 16 0.8609 52 0.126 

Yolov8s-cls 4 0.8669 100 0.410 

 8 0.8698 100 0.281 

 16 0.8550 86 0.201 

Yolov8m-cls 4 0.8669 81 0.400 

 8 0.8640 100 0.365 

 16 0.8698 75 0.205 

Yolov8l-cls 4 0.8728 82 0.483 

 8 0.8787 81 0.351 

 16 0.8846 100 0.339 

Yolov8x-cls 4 0.8639 100 0.725 

 8 0.8727 100 0.527 

 16 0.8639 65 0.276 

TABLE VIII.  CONFUSION MATRIX OF SEAT BELT CLASSIFICATION 

  Actual Value 

  No seat belt Seat belt 

P
r
e
d

ic
te

d
 

No seat belt 127 20 

Seat belt 19 172 

V. CONCLUSION 

This research developed a system for detecting drivers and 
passengers who violate seat belt regulations. The proposed 
system consists of three subsystems: windshield detection, 
passenger classification, and seat belt classification. The 
proposed methods in each subsystem used YOLOv8. The 
experiment was conducted by comparing five models. 
Furthermore, three batch sizes were compared in passenger and 
seat belt classification. The results show that the proposed 
method achieved an mAP of 0.960 for windshield detection. 
An accuracy of 0.8923 and 0.8846 was reported for passenger 
and seat belt classifications. Moreover, the proposed method 
excelled in accuracy and training time compared to YOLOv5 
for windshield detection. Therefore, the proposed method is 
more suitable for detecting drivers or passengers who violate 
seat belts in real-time. A license plate detection subsystem 
could be adopted for future research to identify vehicles. 
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Abstract—The diagnosis and early detection of Alzheimer's 

Disease (AD) and other forms of dementia have become 

increasingly crucial as our aging population grows. In recent 

years, deep learning, particularly the You Only Look Once 

(YOLO) architecture, has emerged as a promising tool in the 

field of neuroimaging and machine learning for AD diagnosis. 

This comprehensive review investigates the recent advances in 

the application of YOLO for AD diagnosis and classification. We 

scrutinized five research papers that have explored the potential 

of YOLO, delving into the methodologies, datasets, and results 

presented. Our review reveals the remarkable strides made in 

AD diagnosis using YOLO, while also highlighting challenges, 

such as data scarcity and research lacking. The paper provides 

insights into the growing role of YOLO in the early detection of 

AD and its potential to transform clinical practices in the field. 

This review aims to inspire further research and innovation to 

enhance AD diagnosis and, ultimately, patient care. 

Keywords—Machine learning; deep learning; YOLO; 

alzheimer’s disease; dementia 

I. INTRODUCTION 

There is a surging interest in the application of Artificial 
Intelligence (AI) within the realm of healthcare. Health care-
related AI research has seen a rapid acceleration in publication 
growth since 2012, with a 45.1% increase in the past five 
years, driven by technological breakthroughs and is expected to 
continue doubling approximately every two years based on this 
growth trend [1]. AI has solidified its position as a 
transformative power in the healthcare sector, completely 
reshaping the approaches to diagnosis, treatment, and medical 
condition management. In recent years, AI has emerged as an 
indispensable asset in the healthcare industry, offering 
groundbreaking solutions to some of the most formidable 
challenges in medicine, particularly when addressing 
neurological diseases. Neurological diseases, encompassing a 
diverse spectrum of conditions, such as Alzheimer's disease 
(AD), stroke and Parkinson's disease, pose intricate challenges 
in terms of diagnosis and treatment [2,3]. AI has decisively 
altered the landscape in this context. 

AI applications in the realm of neurological diseases are 
both diverse and promising. AI, particular machine learning 
(ML) and deep learning (DL) architecture have the capability 
to scrutinize extensive volumes of brain imaging data, 
encompassing magnetic resonance imaging (MRI), positron 
emission tomography (PET), and computed tomography (CT) 
scans, in order to unearth subtle anomalies that might elude 
human perception [4,5,6]. In contrast to conventional 
diagnostic and treatment methodologies, these AI-driven 
approaches address several limitations inherent in traditional 

methods, such as subjectivity, delayed diagnoses often 
resulting from inconspicuous early-stage symptoms, or 
findings imperceptible to human observers. This proficiency in 
early detection of neurological disorders offers the potential for 
swifter and more precise diagnoses. 

In particular, the deep learning object detection algorithm 
known as You Only Look Once (YOLO) shows great promise 
in enhancing the accuracy, efficiency, and automation of 
diagnosing neurological diseases, with a special emphasis on 
Alzheimer's disease. The primary aim of this brief review is to 
investigate the present applications of YOLO in the 
classification of neurological diseases with a particular focus 
on Alzheimer's disease. Additionally, we will delve into the 
methods used and the challenges faced when applying AI to 
the diagnosis and treatment of neurological diseases. 

II. MATERIALS AND METHODS 

A. Artificial Intelligence in AD Diagnosis 

AD is a formidable and complex neurological condition 
that has captured the attention of scientists, healthcare 
professionals, and society at large. Named after Dr. Alois 
Alzheimer, who first described the disease in the early 20th 
century [7], Alzheimer's is a progressive and degenerative 
brain disorder that predominantly affects memory, cognitive 
function, and daily life activities. The impact of AD extends far 
beyond the affected individuals themselves, as it profoundly 
affects their families and caregivers, often placing an immense 
emotional and practical burden on them. It is the most common 
cause of dementia, a term that encompasses a range of 
cognitive impairments that interfere with an individual's ability 
to think, reason, remember, and communicate. AD is a 
devastating and relentless neurological disorder that presents a 
profound challenge to both the medical community and society 
as a whole [8]. It is estimated that over 50 million people 
worldwide are currently affected by AD [9]. As the global 
population ages, this number is projected to escalate 
significantly in the coming decades. This ailment has grown 
into one of the most prevalent and impactful health concerns of 
our time [10]. 

As is the case with numerous other neurological disorders 
[11], early diagnosis holds a crucial position in the care and 
strategic planning for Alzheimer's disease (AD). The 
classification of AD is based on different levels, which include 
Alzheimer's disease (AD), mild cognitive impairment (MCI), 
and cognitively normal (CN). Early identification in MCI level 
empowers individuals and their families to take proactive steps 
in addressing critical aspects of their future, encompassing 
healthcare preferences, support requirements, and financial and 
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legal considerations [12, 13]. Additionally, early detection 
allows for proactive safety measures to reduce the risk of 
wandering or disorientation-related incidents. Moreover, it 
opens up the possibility of participating in clinical trials for 
innovative treatments during the disease's early stages, 
contributing to advancements in research. 

Despite recent advancements in clinical trials related to 
Alzheimer's disease, several challenges have emerged. These 
challenges include the difficulty of distinguishing AD from 
normal age-related cognitive changes, limited access to 
specialized diagnostic tools in certain geographic regions, and 
the growing number of individuals affected by the disease [14]. 
Consequently, the role of computer applications in AD 
diagnosis has become increasingly crucial. Among these, deep 
learning, which falls under the umbrella of machine learning 
and constitutes a pivotal element of artificial intelligence, has 
showcased impressive accomplishments in fields like object 
recognition and computer vision [15]. This has led to the 
extensive integration of deep learning in the realm of 
neuroimaging analysis, where its neural network architecture, 
featuring non-linear activation functions, plays a pivotal role in 
tasks like image classification [16], particularly in the domain 
of neuroimaging and AD neuroimaging [17]. This 
encompasses various modalities, including MRI, PET, CT, 
fMRI, and more [18]. 

B. Advanced in Machine Learning in Neuroimaging 

Brain imaging can be categorized into distinct types based 
on various criteria. One such classification pertains to imaging 
modality, which can be categorized into structural and 
functional imaging. Structural imaging, exemplified by MRI, 
offers high-resolution images that unveil detailed brain 
anatomy, encompassing gray and white matter, as well as 
cerebrospinal fluid. It detects changes in brain volume and 
atrophy patterns, key indicators of Alzheimer's disease. While 
primarily used for functional studies, fMRI can also provide 
insights into structural connectivity through techniques like 
resting-state functional connectivity. Alterations in functional 
connectivity can be associated with structural changes in AD. 
In recent times, deep learning architectures have demonstrated 
the capability to handle complete 3D brain images seamlessly 
from start to finish (end-to-end) [19, 20, 21]. However, the 
foremost challenge is the high computational cost, which 
demands substantial processing power and can result in 
extended training times. Overfitting is another issue of concern, 
as is the need for ensuring model interpretability. Data 
preprocessing is a critical stage in preparing both 2D and 
intricate 3D data, albeit with the introduction of added 
complexities. 

In more detail, data preprocessing is a fundamental process 
in the preparation of raw data for machine learning algorithms. 
Its significance stems from the fact that real-world data can be 

noisy, incomplete, or poorly formatted. By cleaning and 
structuring the data, data preprocessing significantly enhances 
the accuracy and effectiveness of machine learning models. 
Within the domain of neuroimaging analysis, the pivotal stages 
of data preprocessing and feature extraction hold an 
indispensable role. These critical components serve to enhance 
data quality, mitigate noise, establish data consistency, 
augment statistical power, facilitate data interpretation, and 
enhance research precision. Nevertheless, it is essential to 
recognize that data preprocessing may also introduce certain 
inherent limitations that warrant consideration in the research 
process. 

C. Limitation of Deep Learning in Alzheimer’s Disease 

Diagnosis 

The increasing importance of deep learning in Alzheimer's 
Disease (AD) classification has become increasingly apparent, 
resulting in a notable upswing in research endeavors from 2017 
onward [17]. These investigations have yielded a spectrum of 
reported accuracy levels, spanning from 70% to 99% [22]. 
Notably, Sarraf et al. (2016) achieved outstanding accuracy 
rates of 98.84% for MRI [23] and an impressive 99.99% for 
fMRI [24] pipelines, while Suk et al. (2013) [25] attained an 
accuracy of 98.8%. However, a common reliance on diverse 
MRI pre-processing techniques to attain optimal results and a 
predominant focus on Convolutional Neural Networks (CNN) 
have contributed to a distinct research gap in the domain of 
deep learning for object detection. Consequently, there exists a 
pressing need to explore new research avenues that minimize 
the dependence on these pre-processing techniques. 

D. Advancement of YOLO for Alzheimer’s Disease Diagnosis 

The diligent efforts of numerous researchers have been 
dedicated to the deployment of deep learning models for object 
detection within the realm of medical imaging, particularly 
within the domain of Alzheimer's Disease diagnosis. This 
dedication has culminated in the emergence of the YOLO 
model and its various iterations, representing significant 
milestones in the development of this innovative approach. 

E. Convolutional Neural Networks 

A key technique within the domain of deep learning is the 
Convolutional Neural Network (CNN) [26]. These networks 
take inspiration from the human system and are designed to 
conduct hierarchical learning using sophisticated algorithms. 
This process involves the modeling of features at various 
levels, allowing the extraction of abstract representations from 
the input data. CNNs are constructed with multiple layers, 
including convolutional, activation, and pooling layers. To 
produce final output predictions, one or more Fully-Connected 
layers (FC) are added to the network. Ang et al. (2017) 
illustrated the architecture of a CNN using a diagram (see Fig. 
1).
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Fig. 1. The concept of a sequential convolutional neural network [27]. 

Various notable variations in the field of deep learning have 
been developed, with some well-known models leading the 
way. These models include LeNet [28], AlexNet [29], ResNet 
[30], and GoogLeNet [31]. Moreover, these models can be 
categorized into two main types: one-stage architectures and 
two-stage architectures. In a two-stage CNN, such as the Faster 
R-CNN (Region-based Convolutional Neural Network) [32], 
the object detection process is divided into two distinct steps: 
region proposal and classification. Initially, the model 
generates region proposals, which are essentially candidate 
regions within an image where objects might be situated. Once 
these region proposals are generated, each one is passed 
through a classifier to determine if it contains an object and, if 
so, to identify the class of the object. On the other hand, one-
stage CNNs are designed for a more streamlined approach, 
where object detection occurs in a single step, without the need 
for a separate region proposal stage. These models directly 
predict bounding boxes and class labels for objects within an 
image, making them efficient and suitable for real-time object 
detection. However, it's worth noting that they may not always 
achieve the same level of accuracy as two-stage models in 
certain situations. Examples of one-stage CNNs include YOLO 
and the Single Shot MultiBox Detector (SSD). 

F. LeNet Architecture 

LeNet, a condensed form of "LeNet-5," represents an 
architectural framework introduced by LeCun et al. in 1998 
[28] as depicted in Fig. 2. This landmark innovation has played 
an integral role in shaping the landscape of deep learning and 
CNN. It was one of the first successful applications of neural 
networks for computer vision tasks particular in handwritten 
digit recognition, specifically for recognizing digits in postal 
codes and zip codes. 

LeNet's structure is distinctly organized into two core 
components: the Convolutional Part and the Fully-Connected 

Part. Within the Convolutional Part, three vital layer types are 
evident: an Input Layer designed to handle 32x32 grayscale 
images (though adaptability is included for zero-padding, as 
seen in datasets like MNIST), two Convolutional Layers (CL) 
employing 5x5 filters, and two Max-Pooling Layers tasked 
with efficient feature map downsampling. Meanwhile, the 
FullyConnected Part incorporates three FC, also known as 
Dense layers, responsible for capturing intricate data 
relationships, concluding with an Output Layer featuring a 
softmax function to categorize handwritten digits, as 
exemplified in the MNIST dataset, which consisted of images 
of numbers from 0–9 in black and white. Nevertheless, it was 
primarily designed for the specific task of recognizing 
handwritten digits, limiting its applicability to a broader range 
of image classification tasks. 

G. AlexNet Architecture 

In 2012, Krizhevesky et al. [29] introduced AlexNet, a 
pioneering convolutional neural network (CNN) that 
revolutionized deep learning. This innovation significantly 
enhanced the depth of CNNs and incorporated effective 
parameter optimization strategies, marking a breakthrough in 
the prestigious ImageNet Large Scale Visual Recognition 
Challenge (ILSVRC). AlexNet's remarkable achievement was 
evident in its top-5 error rate of just 15.3%, outperforming 
traditional computer vision methods and setting a new standard 
at the time. The concept of AlexNet is illustrated in Fig. 3. 

AlexNet marked a significant milestone in the realm of 
deep convolutional neural networks by pioneering the training 
of complex models on an extensive dataset, comprising more 
than 15 million images and involving millions of model 
parameters. This achievement underscored the capacity of deep 
networks to extract intricate features from massive datasets. 
Moreover, AlexNet popularizedthe adoption of Rectified 
Linear Units (ReLU) [33] as an activation function,
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Fig. 2. The concept of LeNet [28]. 

 
Fig. 3. The concept of AlexNet [29]. 

which not only improved computational efficiency but also 
expedited training convergence. Furthermore, to combat 
overfitting, a key concern in deep learning, the technique of 
dropout was introduced. This involved randomly setting 50% 
of the hidden neuron outputs to zero during training, effectively 
excluding them from the backpropagation process. These 
innovations not only contributed to AlexNet's success but also 
inspired the design of subsequent modern architectures. 

H. GoogLeNet Architecture 

In the 2014 ILSVRC, GoogLeNet, also known as 
Inception-V1, achieved first place [31] (Figure 4). A significant 
innovation of GoogLeNet lies in its use of inception modules, 
which are tailored to capture features at multiple spatial scales. 
These modules employ convolutional filters of different sizes, 
including 5x5, 3x3, and 1x1, to effectively integrate channel 
and spatial information across a range of spatial resolutions, 
enabling the network to extract features at both fine and coarse 
levels simultaneously. This design enhances feature learning 
efficiency. 

Additionally, GoogLeNet incorporates 1x1 convolutions, 
which have the effect of reducing the dimensionality of feature 
maps, resulting in a computationally efficient architecture. This 
not only permits the construction of deeper networks but also 
significantly reduces the number of parameters to 5 million, as 
compared to AlexNet's 61 million. These designs make 
GoogLeNet well-suited for real-time and resource-efficient 
applications. However, GoogLeNet’s limitations include its 
complexity, resource-intensive training, and reduced suitability 
for tasks beyond image classification. 

 
Fig. 4. GoogLeNet inception module [31]. 

I. ResNet Architecture 

ResNet, introduced by He et al. [30], made a significant 
breakthrough in deep learning by winning the ILSVRC 2015 
competition with a remarkably deep architecture of 152 layers, 
over 20 times deeper than AlexNet. The core challenge that 
ResNet addresses is the training of such deep neural networks, 
which previously suffered from issues like vanishing gradients 
and a decline in accuracy with increased depth. In order to 
overcome these challenges, ResNet introduces a 
groundbreaking concept known as residual connections, 
commonly denoted as skip connections. These ingenious 
connections serve to ease the training of exceptionally deep 
networks by promoting the efficient flow of gradients during 
the training process. Each residual block in a ResNet contains a 
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“shortcut connection” that bypasses one or more layers, 
enabling the network to learn residual functions. Essentially, 
this results in a combination of a traditional feedforward 
network and a residual connection. These residual functions 
capture the difference between the desired output and the 
current layer's output, making it easier for the network to learn 
identity mappings. ResNet models are available in various 
depths, including ResNet-50, ResNet-101, and ResNet-152, 
which are widely adopted for image classification tasks. 

J. Faster R-CNN 

Ren et al. [32] proposed Faster R-CNN algorithm, with the 
idea of introducing the idea of integrating region proposal 
generation within a deep neural network. Faster R-CNN 
introduces the RPN, also known as region proposal network, a 
neural network module designed to generate region proposals 
directly from the input image. This replaces the need for 
external algorithms like selective search or edge boxes. 

The RPN take an image from any size and suggests 
candidate object bounding boxes based on learned features 
from the image. The RPN employs anchor boxes, which are 
pre-defined bounding box shapes at various scales and aspect 
ratios. These anchor boxes are used to propose object regions 
efficiently. Faster R-CNN uses a two-stage detection approach. 
In the initial stage, the Region Proposal Network (RPN) is 
responsible for generating region proposals. Subsequently, the 
second stage entails the involvement of another CNN, known 
as Fast R-CNN [34], which carries out object detection and 
precise bounding box regression based on the generated region 
proposals. 

K. YOLO Architechture 

The primary innovation in Faster R-CNN lies in its Region 
Proposal Network (RPN), which generates high-quality region 
proposals directly within the network. This advancement 
results in faster inference times while upholding the required 
accuracy for object detection tasks. However, Faster R-CNN's 
two-stage architecture introduces a complex pipeline, 
demanding precise tuning of each stage independently, 
resulting in a system with significant computational overhead. 

In an attempt to simplify the process and make it more 
efficient, YOLO (see Fig. 5), created by Redmon and his team 
[35], takes a unique approach. YOLO partitions the input 
image into a grid    cells, grid cell is tasked with object 
detection if the object's center is located within it. These grid 
cells make predictions for B bounding boxes, complete with 
confidence scores and C class probabilities. These predictions 
are organized as a tensor with dimensions           
  .Within this framework, the input image is effectively 
partitioned into     sub-images, where 'five' signifies the 
detection of attributes like height, width, confidence score, and 
central coordinates       for each bounding box. 

Moreover, YOLO consolidates the various aspects of object 
detection into a unified neural network, utilizing information 
from the entire image to make predictions for each bounding 
box. This integration enables YOLO to simultaneously forecast 
bounding boxes for all categories within a given image. 
YOLO's architecture offers the advantages of end-to-end 
training and real-time processing speed, all while upholding a 
high level of precision in object detection. Taking cues from 
the architectural advancements of GoogLeNet, YOLO is 
structured with a series of 24 CL, supplemented by 2 FC 
layers. In contrast to GoogLeNet's inception modules, YOLO 
follows a more straightforward approach, integrating 1×1 
reduction layers followed by 3×3 CL. Additionally, YOLO 
exhibits certain similarities with R-CNN, particularly Faster R-
CNN, where each grid cell generates potential bounding boxes 
and assigns scores to them. Subsequently, a Non-Maximum 
Suppression (NMS) mechanism is employed to eliminate 
redundant or overlapping bounding boxes after predictions are 
computed across all grid cells using convolutional features. 

Since its initial introduction in 2016, YOLO has undergone 
a series of evolutionary iterations, adapting to the specific 
requirements of diverse fields within human life. Each 
subsequent version of YOLO has been meticulously refined to 
meet the ever-evolving challenges and demands of real-time 
object detection and various computer vision applications. 

 
Fig. 5. The concept of YOLO [34]. 

III. RESULTS 

While YOLO's recent trends have leaned towards real-time 
applications, its potential in the medical imaging field, 
particularly for diagnosing Alzheimer's disease (AD), has 
drawn significant interest. Originally developed for object 
recognition, the adoption of YOLO in AD diagnosis has shown 
promise. Nevertheless, the need for further research, as 
highlighted in Table I, emphasizes the importance of ongoing 
investigations to advance AD diagnosis and treatment. 
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TABLE I. SUMMARY OF ALZHEIMER’S DISEASE DIAGNOSIS STUDIES  

Article Data DL Architecture Results 

Alon et al. 

(2020)[36] 

1000 MRI images (70% for training, and 

30% for validation) 
20 images for testing 

YOLOv3 80% testing accuracy 

Islam et al. 

(2023)[37] 

400 images for training and 100 images 

for validation 
From YOLOv3 to YOLOv7 Illustrated in Table II. 

Fong et al. 
(2021)[38] 

500 raw MRI image Faster R-CNN, YOLOv3, SSD Illustrated in Table III. 

Abd-Aljabar 

et al.[39] 
300 raw MRI images YOLOv2 98% accuracy 

Uddin  
et al. 

(2022)[40] 

6400 MRI images (Training and test in 

4:1 ratio) 

YOLOv4, AlexNet, 

Faster R-CNN 

YOLOv4: 99% accuracy 
Faster R-CNN: 84% accuracy 

AlexNet: 99% 
 

IV. DISCUSSION 

Uddin et al. [40] conducted a comparative analysis of three 
distinct deep learning architectures, namely YOLOv4, 
AlexNet, and Faster R-CNN. Their research encompassed a 
substantial dataset comprising 6400 MRI images, making it the 
largest dataset among the studies reviewed. However, a notable 
aspect of their dataset was the relatively limited number of CN 
(cognitively normal) images, which stood at 2560 training 
images. This dataset composition, characterized by an 
abundance of CN images and a scarcity of AD (Alzheimer's 
disease) and MCI (mild cognitive impairment) images, raised 
concerns about the potential for overfitting. The resulting 
models exhibited a propensity to classify most images as CN 
due to the skewed distribution of classes. This highlights the 
need for improved dataset balance, including a more 
representative inclusion of AD and MCI images. Addressing 
this class imbalance could lead to more reliable and accurate 
classification results, reducing the risk of overfitting and 
enhancing the model's overall performance. 

In a study conducted by Alon et al. [36], the YOLOv3 
architecture demonstrated an accuracy rate of 80%, which was 
notably the lowest among the studies under review. It's 
important to highlight that this study employed a significant 
dataset comprising 1000 MRI images for training and 
validation, achieving impressive results with training accuracy 
reaching 98.617%, validation accuracy at 98.8207%, and a 
mean average precision (mAP) of 96.17%. However, it's 
crucial to consider certain factors that might impact the 
reliability and generalizability of these findings. One notable 
concern is the study's reliance on a relatively small subset of 
only 20 MRI images for testing. The limited size of the testing 
dataset introduces an element of uncertainty into the model's 
performance, as it may not fully capture the intricacies and 
variations present in a more extensive dataset. Additionally, the 
absence of information regarding any pre-processing 
procedures applied to the dataset raises questions about the 
data's quality and its readiness for deep learning analysis. To 
enhance the credibility of these findings and ensure their 
generalizability, it is advisable to conduct further evaluations 
on larger and more diverse datasets. This would not only 
provide a more comprehensive assessment of the model's 
robustness but also validate its performance across a broader 
range of MRI images. 

In a concurrent research effort, Islam et al. [37] undertook a 
comprehensive investigation into the use of various YOLO 

versions for image classification. Their study aimed to evaluate 
the performance of different YOLO iterations in the context of 
object recognition. Comparatively, the findings revealed that 
YOLOv3 and YOLOv4 outperformed YOLOv5. This 
difference in performance was attributed to the adaptable 
Darknet3 backbone, a crucial component of YOLOv3 and 
YOLOv4, which excels in the task of object detection. The 
Darknet3 backbone's architecture and capabilities enhanced the 
accuracy and efficiency of these YOLO versions. A 
noteworthy advancement came in the form of YOLOv6 and 
YOLOv7, which surpassed the capabilities of YOLOv4. This 
improvement was achieved by passing the input through 
multiple (CNN) layers in the backbone, resulting in increased 
computational efficiency and better overall performance. 
However, it's important to note that these models primarily 
focused on single-class detection, which may limit their 
applicability in scenarios where multi-class detection is 
required. The detailed results are presented on Table II. 

TABLE II. ISLAM ET AL. [37] STUDY RESULT 

 
AD-Level Accuracy (%) mAP 0.5 

YOLOv3 

AD  

MCI 

CN 

95 

90 

93 

0.98 

0.92 

0.93 

YOLOv4 

AD  

MCI 

CN 

87 

85 

85 

0.99 

0.97 

0.98 

YOLOv5 
AD  
MCI 

CN 

90 
85 

84 

0.99 
0.99 

0.99 

YOLOv6 
AD  
MCI 

CN 

92 
90 

91 

0.96 
0.80 

0.90 

YOLOv7 

AD  

MCI 
CN 

97 

96 
97 

0.99 

0.99 
0.99 

TABLE III. FONG ET AL. [38] STUDY RESULT 

Image 

Interference 

Size (IMF) 

                              

YOLOv3 

Accuracy 
99.66 99.66 99.83 99.83 99.49 99.66 

SSD Accuracy 94.18 96.23 98.12 97.77 98.29 97.43 

Faster R-CNN 
Accuracy 

- - 74.14 94.86 98.12 98.8 
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Concurrently, Fong et al. [38] (see Table III) embarked on 
an extensive investigation aimed at streamlining the pre-
processing stage in the context of medical image analysis. 
They achieved this by implementing YOLOv3 and employing 
a dataset consisting of Abd-Aljabar et al. [39] also utilized 
YOLOv2 with a dataset of 300 raw MRI images, achieving a 
result of 98% accuracy, which is slightly lower than Fong et 
al.'s research at 99.8%. Nevertheless, this outcome reaffirms 
the effectiveness of YOLO variations in handling raw and 
unprocessed MRI images, offering an alternative approach to 
streamline the pre-processing stage in medical image analysis. 
These findings collectively emphasize the adaptability and 
robustness of YOLO-based models in handling diverse image 
data without the need for extensive pre-processing, potentially 
simplifying the workflow for neuroimaging analysis individual 
predictions. 

In summary, YOLO has proven to be a promising tool for 
tasks related to Alzheimer's disease diagnosis and 
classification. However, it's crucial to acknowledge the 
persistent challenges that hamper progress in the field of 
neuroimaging research. These challenges encompass the 
scarcity of available data, a pronounced imbalance in class 
distribution within datasets, and a noticeable research gap. 
Addressing these issues through further data collection, careful 
dataset curation, and expanded research efforts is essential to 
fully unlock the potential of YOLO and other deep learning 
approaches in the critical domain of neuroimaging research. 

V. CONCLUSION 

In conclusion, our review provides a comprehensive 
exploration of the evolving landscape in the application of the 
You Only Look Once (YOLO) architecture for the diagnosis of 
AD. In a world where an aging population underscores the 
critical need for early and accurate AD detection, deep learning 
methods have emerged as a promising solution. YOLO, with 
its lightweight design, rapid processing, and impressive 
accuracy, showcases immense potential for reshaping the 
landscape of neuroimaging in AD classification. As we look 
ahead, further research in YOLO and deep learning is strongly 
encouraged. Moreover, techniques like explainable AI (X-AI) 
could be applied, or specific architectures based on or inspired 
by YOLO could be developed. This continued exploration 
promises to advance the quality of care for individuals afflicted 
by AD and various neurodegenerative disease. 
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Abstract—The Internet of Things (IoT) has ushered in a new 

era of ubiquitous connectivity among devices, necessitating 

robust identity management (IdM) solutions to address privacy, 

security, and efficiency challenges. In this study, it delve into 

various IdM approaches in the context of IoT, examining their 

implications for privacy preservation, user experience, 

integration, and efficiency. In this paper a methodology is an 

innovative holistic IdM system that leverages emerging 

cryptographic technologies and a claims-based approach. This 

system empowers both users and smart objects to manage data 

disclosure via partial identities and efficient proof mechanisms, 

ensuring privacy while facilitating seamless interactions which 

integrate the proposed IdM system with Distributed Capability-

Based Access Control (DCapBAC) and Ciphertext-Policy 

Attribute-Based Encryption (CP-ABE) to cater to diverse IoT 

scenarios. Through a comparative evaluation, it is highlighted 

that the limitations of conventional IdM methods and OAuth-

based approaches, underscored by the superior efficiency 

exhibited by our proposed system. Notably efficient, the IdM 

system stands as a paramount solution for ensuring secure, 

private, and resource-effective interactions within the ever-

expanding IoT landscape. As the IoT domain continues to evolve, 

embracing advanced identity management systems like our 

proposal becomes indispensable for fostering trust, bolstering 

security, and optimizing interactions across interconnected 

devices and services. 

Keywords—Internet of Things (IoT); identity management; 

privacy preservation; access control; security; DCapBAC; CP-

ABE; interconnected devices 

I. INTRODUCTION 

Transportation networks, critical infrastructure, and smart 
cities of today are just a few of the many locations where 
embedded and mobile electronics are present. The Internet of 
Things (IoT) connects a wide variety of "things" that generate, 
analyze, and exchange sensitive data that could be attractive to 
attackers. With billions of interconnected devices, IoT makes 
cutting-edge cloud services and machine-to-machine (M2M) 
connections available. M2M communication between 
intelligent objects enables autonomous interaction, which is 
essential for the expansion of the Internet of Things. Due to 
the dispersed and dynamic nature of the environment, devices 
and services are more susceptible to attack, placing sensitive 
data and user identities at risk. 

We offer a comprehensive Identity Management (IdM) 
system based on developing cryptographic technologies to 

address these issues. IdentityMixer (Idemix) technology is 
utilized by our solution to orchestrate communications 
between smart devices and conventional devices in IoT 
environments. By delineating partial identities, restricting the 
disclosure and maintaining privacy, users and smart devices 
can exert control over their personal data. [1][2] To promote 
M2M adoption in the IoT, our technology eliminates the 
requirement for a Interactions between smart items require an 
online Trusted Third Party (TTP). Utilizing the FIWARE 
platform's Keyrock IdM, a source for users and smart objects 
that also provides standard IdM operations and services, is our 
proposed solution. 

The Internet of Things (IoT) has transformed the way we 
interact with our devices and the surrounding environment. 
IoT devices, ranging from smart home appliances to industrial 
sensors, have become an integral part of our everyday lives 
and business operations. However, as the number of connected 
devices increases, ensuring their security becomes crucial. 
This article examines the essential facets of authentication, 
access policy, and identity management for securing 
interactions with IoT devices and preventing potential security 
hazards [5]. 

II. LITERATURE REVIEW 

Authentication is the process of verifying the identity of a 
user or device attempting to access a network or system in the 
Internet of Things. Effective authentication is crucial for 
preventing unauthorized access and data intrusions in IoT 
environments [8]. Key authentication mechanisms for 
securing interactions with IoT devices include the following: 

 Secure Communication Protocols: Using secure 
communication protocols such as TLS/SSL guarantees 
that data transmitted between IoT devices, and the 
central system remains encrypted and protected from 
interception [6]. 

 Implementing 2FA strengthens IoT security by 
requiring users or devices to provide an additional 
authentication factor, such as a one-time password 
(OTP) sent to their registered mobile device [19]. 

 Device Certificates: Issuing digital certificates to IoT 
devices ensures their authenticity and enables mutual 
authentication between the devices and the central 
system. 
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 Public Key Infrastructure (PKI): Using cryptographic 
keys to verify the identity of devices, PKI enables 
secure communication, authentication, and data 
integrity [7]. 

 Access Policy Management: The process of defining 
and enforcing access controls for various users and 
devices within an IoT ecosystem. Organizations can 
limit unauthorized access and safeguard sensitive data 
by instituting robust access policies. Here are some 
crucial components of IoT access policy management 
[20]. 

 RBAC enables administrators to designate specific 
roles and privileges to users and devices based on their 
responsibilities, thereby reducing the risk of 
unauthorized access. 

 Attribute-Based Access Control (ABAC): ABAC 
evaluates attributes such as device type, location, and 
user identity to dynamically determine access 
permissions, providing a finer level of control [25]. 

 Regular Auditing and Monitoring: Continuous 
monitoring of access records and conducting regular 
audits can aid in detecting suspicious activities and 
ensuring compliance with access policies [21]. 

 Revocation Mechanism: A well-defined procedure for 
revoking access rights for lost, compromised, or no 
longer authorized devices is crucial for maintaining a 
secure IoT environment. 

1) Identity management: Identity management is the 

process of administering the identity lifecycle of IoT devices 

and users [22]. A robust identity management strategy 

considerably contributes to the security of IoT interactions. 

Important factors include: 

a) Device onboarding and decommissioning: 

Implementing a secure onboarding procedure ensures that 

only authorized devices are connected to the network, whereas 

appropriate decommissioning ensures that inactive devices 

cannot be exploited. 

b) Identity federation: For large-scale IoT deployments, 

identity federation enables seamless authentication across 

multiple systems and domains, thereby reducing the burden of 

administering credentials independently for each platform 

[23]. 

2) Identity and access governance: A framework for 

identity and access governance serves to maintain a 

centralized view of identities, access rights, and permissions, 

ensuring consistent and auditable identity management 

practices [24]. As the Internet of Things (IoT) continues to 

transform our world, the security of interactions with 

connected devices becomes crucial. Organizations can 

mitigate security risks and protect sensitive data from potential 

threats by prioritizing authentication, access policy 

management, and identity management [3][4]. Adopting these 

best practices will aid in the development of a robust and 

secure IoT ecosystem that is advantageous to both consumers 

and businesses [16][17][18]. 

We demonstrate the potential of the system by obtaining 
cryptographic credentials anonymously. Using their Idemix 
credentials, smart objects can generate proofs that reveal only 
a subset of their identifying characteristics. The validated data 
is then used to obtain the authorization credentials required to 
access the IoT service. Our method employs Distributed 
Capability-Based Access Control (DCapBAC) for dynamic 
and lightweight authorization and Ciphertext-Policy Attribute-
Based Encryption (CP-ABE) for secure data exchange. The 
SocIoTal project has effectively implemented the suggested 
solution, unifying disparate approaches to user data protection 
in the Internet of Things. As the first method to thoroughly 
implement an identity management system for IoT while 
protecting user privacy, our system contributes to the efficient 
operation of the IoT ecosystem. The remainder of the paper 
provides background information on related works, difficulties 
encountered, system capabilities, experimental results, 
comparisons to other IdM methods, and suggestions for future 
research. 

III. ALGORITHM 

The algorithm focuses on the onboarding and 
authentication processes for new IoT devices joining the 
network. Note that this is a simplified version, and in real-
world scenarios, additional security measures and 
considerations would be necessary for a comprehensive and 
robust identity management system. 

Algorithm for Identity Management in IoT Devices: 

Algorithm 1: Device Onboarding 

Input: New IoT device details (device ID, device type, public key, 

etc.) 

Step 1: Verify Device Identity 
    - Check if the device ID is unique and not already registered in 

the system. 
    - Ensure the device type is valid and supported within the IoT 

ecosystem. 
   If (DeviceID ∉ D and DeviceType ∈ 

SupportedDeviceTypes) then 
    # Device identity is valid 
   else: 

        # Device identity is invalid or already 

registered 

 
Step 2: Generate Device Credentials 

 - Generate a unique set of credentials for the device, such as a 

digital certificate or API key. 

  - Associate the device credentials with the device ID and other 

relevant information. 

 Register(DeviceID, DeviceType, Credentials(DeviceID)) 

 
 StoreInDatabase(DeviceID, DeviceType, Credentials(DeviceID)) 

 
  if Credentials_Device == DeviceCredentials(DeviceID): 

      # Device credentials are valid 

  else: 

  # Device credentials are invalid 
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  if Credentials_Device == DeviceCredentials(DeviceID) 

and DeviceID ∈ AuthorizedDevices: 

  GrantAccess(DeviceID) 

  else: 

  DenyAccess(DeviceID) 

   

Step 3: Secure Communication Setup 

    - Establish a secure communication channel between the new 

device and the central IoT management system using a secure 

protocol like TLS/SSL. 

    - Encrypt the device credentials during transmission to prevent 

interception. 
  

Step 4: Device Registration 

 - Send the generated credentials securely to the new IoT device. 

 - Store the device details and credentials securely in the central 

identity management database. 
 

Algorithm 2: Device Authentication 
   Input: Device credentials (e.g., digital certificate, API key) for an 

IoT device. 

Step 1: Authentication Request  

 - When the IoT device attempts to access the network or 

central system, it presents its credentials. 

Step 2: Validate Device Credentials 

 - Verify the authenticity and validity of the presented 

credentials. 

 - Check if the device ID and other details match the records in 

the identity management database. 

Step 3: Grant or Deny Access 

 - If the credentials are valid and the device is authorized, grant 

access to the requested resources or services. 

  - If the credentials are invalid or the device is unauthorized, 

deny access and log the event for auditing purposes. 

 
 

   Algorithm 3: Device Decommissioning 
Input: Device ID of an IoT device to be decommissioned. 

Step 1: Identity Verification  

 - Confirm the identity of the device that needs to be 

decommissioned. 

Step 2: Revoke Access Rights 

  - Remove the device's credentials and access rights from the 

central identity management system to prevent further access 

 If DecommissionedDeviceID ∈ RegisteredDevices: 

    RevokeAccessRights(DecommissionedDeviceID) 

Step 3: Secure Disconnection  

 - If the credentials are valid and the device is authorized, grant 

access to the requested resources or services. 

  - Initiate a secure disconnection process to remove the 

decommissioned device from the IoT network. 

DisconnectDevice(DecommissionedDeviceID) 

Step 4: Data Cleanup 

 - Purge any residual data associated with the decommissioned device 

from the system. 

RemoveFromDatabase(DecommissionedDeviceID) 

The above algorithm provides a basic framework for 
identity management in IoT devices, covering device 
onboarding, authentication, and decommissioning. The 
process model of the algorithm is given in Fig. 1. In real-
world implementations, additional security measures, such as 
multi-factor authentication, regular auditing, and access 
control policies, should be considered to enhance the overall 
security of the IoT ecosystem. 

 

Fig. 1. Process model. 

IV. IOT IDENTITIES 

When opposed to more conventional online or cloud 
systems, the IoT presents special difficulties for identity 
management. Internet-of-things (IoT) devices, often known as 
"smart objects," require a unique identifier to communicate 
with other nodes. Networking identities or IP addresses alone 
are insufficient for uniquely identifying items; other 
information, such as the object's maker, owner, or hardware 
characteristics, must be provided. Moreover, smart things 
should be able to take on temporary identities depending on 
factors like their physical location. Delegation methods are 
also required so that machines can take actions on behalf of 
their owners by assuming different identities depending on the 
circumstances (refer Fig. 2). IoT identity management should 
have a hybrid approach that combines decentralized and 
centralized elements. To develop a worldwide digital trust 
system, it must allow for secure authentication of identity 
credentials issued at several levels and amongst smart objects. 
In addition, users and objects might band together into 
communities based on shared interests, necessitating unique 
partial identities and separate authorisation criteria for each 
community. Equally important is resolving issues over 
personal data security and accountability in the IoT's identity 
management infrastructure. 

A. Identifying, Locating, and Naming Objects 

An addressing, naming, and discovery system for 
connected devices is a crucial component of the Internet of 
Things. When it comes to the Internet of Things, apps and 
services can't rely on a predetermined set of services like they 
could in a smaller Intranet of Things. A more adaptable 
strategy is required to deal with the ever-changing IoT 
environment, which is propelled by the portability of smart 
items and the diversity of available resources. 
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1) In the Internet of Things, addresses are used to 

uniquely identify physical and digital devices. 

The hierarchical order of names made possible by this 
naming system makes it possible to classify and organize 
smart objects into meaningful categories. 

Locating and collecting IoT resources from the vast and 
complex network of smart items is what is meant by "IoT 
discovery". 

Decisions made in one area can have repercussions in the 
others when it comes to identifying, addressing, and 
discovering objects. Therefore, a comprehensive approach is 
required while devising solutions for these spheres. 

B. Safeguarding Personal Information with IoT Attribute-

Based Credentials 

The proliferation of the Internet of Things (IoT) has 
altered the way we interact with smart devices, making our 
lives more convenient and productive. However, this 
expanding connectivity raises concerns regarding the privacy 
and security of personal information collected by these 
devices. Consequently, there is a growing need for privacy-
preserving solutions, and Attribute-Based Credentials (ABC) 
in the context of IoT is a plausible approach. 

Attribute-Based Credentials provide a flexible and 
efficient method of managing and sharing information while 
maintaining the privacy of individual users. ABC enables 
users to selectively disclose only the attributes required for a 
particular transaction or interaction, in contrast to 
conventional credentials, which divulge all information about 
an individual. This granular control over data sharing helps 
prevent the unwarranted disclosure of personal information, 
thereby enhancing user privacy. 

Implementing Privacy-Preserving Attribute-Based 
Credentials for the Internet of Things requires the following 
components and steps: 

1) Attribute-Based Encryption (ABE): In this context, 

ABE is a fundamental cryptographic instrument. It enables the 

encryption and decryption of data based on specific user and 

device attributes. ABE schemes, including Key-Policy ABE 

(KP-ABE) and Ciphertext-Policy ABE (CP), enable secure 

and selective attribute-based data access control [9]. 

2) Attribute Authorities (AAs): It is the responsibility of 

Attribute Authorities to issue attribute certificates to users and 

devices. These certificates contain encrypted attributes that 

enable users to demonstrate their qualifications or properties 

without disclosing their identity or other unnecessary 

information. 

 

Fig. 2. IoT identity representation. 

Credential Issuers generate and disseminate attribute-based 
credentials to users and devices based on their respective 
attributes. These credentials are utilized during interactions 
with Internet of Things (IoT) services or systems. 

3) User identity management: Users and devices securely 

manage their identity attributes and cryptographic keys. This 

includes the acquisition, modification, and revocation as 

necessary of attribute-based credentials. 

4) Selective disclosure mechanism: When interacting with 

IoT services or other entities, users can employ a selective 

disclosure mechanism to reveal only the necessary attributes 

while keeping the remainder confidential. This minimizes data 

exposure and strengthens privacy protection. 

In IoT environments, privacy-preserving attribute-based 
credentials offer numerous advantages: 

 Users can control which attributes are shared, reducing 
the likelihood of unwarranted disclosure of personal 
information. 

 Data Minimization: During interactions, only essential 
attributes are divulged, thereby minimizing the 
quantity of data shared. 

 Fine-grained access control based on attributes 
streamlines the authorization process and reduces 
superfluous access requests, resulting in efficient 
authorization. 

 Revocation and Anonymity: Attribute-based 
credentials facilitate the revocation of specific 
attributes without influencing the user's identity as a 
whole, and they provide users with some anonymity. 

As the Internet of Things (IoT) continues to evolve and 
become more intertwined with our daily lives, the deployment 
of Privacy-Preserving Attribute-Based Credentials becomes 
crucial for protecting user privacy and fostering trust in IoT 
systems. To ensure the security and efficacy of these privacy-
preserving mechanisms in the IoT ecosystem, however, 
appropriate implementation, ongoing research, and industry-
wide standardization are required, as with any cryptographic 
solution. 

C. Security and Privacy Framework for IoT Device Identity 

Management 

1) Secure device registration: Before granting access to 

the network, implement a robust device registration procedure 

that verifies the authenticity of each IoT device. During the 

onboarding procedure, employ strong authentication 

mechanisms, such as digital certificates or two-factor 

authentication. Transmit and store device credentials in a 

secure manner to prevent unauthorized access. Fig. 3 gives the 

security framework. 

2) Multiple-factor authentication: Implement multi-factor 

authentication for user and device interactions with Internet of 

Things (IoT) services [8]. Utilize additional authentication 

factors such as biometrics, one-time passwords, and hardware 

credentials in addition to the standard username and password. 
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Adapt the level of security based on the risk profile of the 

device or user by implementing adaptive authentication. 

 

Fig. 3. Security framework. 

3) RBAC: role-based access control: Utilize RBAC to 

designate users and devices specific roles and permissions 

based on their responsibilities and privileges. As roles and 

responsibilities change, continually review and update access 

rights to minimize potential security gaps. 

4) ABAC: Attribute-based access control: Implement 

ABAC to determine access permissions based on dynamic 

evaluation of attributes such as device type, location, and user 

context. Enable granular access control to ensure that only 

authorized users and devices have access to resources. 

5) Protected identity federation: Establish secure identity 

federation mechanisms to facilitate seamless authentication 

and access across multiple IoT domains and environments 

[10]. Employ standard protocols such as OAuth or SAML to 

facilitate secure identity exchange and single sign-on. 

6) Identity lifecycle administration: Implement a complete 

identity lifecycle management system for Internet of Things 

devices and users. Include capabilities for device enrolment, 

revocation, decommissioning, and identity credential renewal. 

7) Communication security protocols: Employ robust 

encryption and secure communication protocols, such as 

TLS/SSL, to protect IoT device-to-central system data 

transmissions. To assure the authenticity of communication 

endpoints, utilize certificate-based authentication [11]. 

8) Privacy-protecting methods: Adopt privacy-preserving 

mechanisms, such as Attribute-Based Credentials, to enable 

users to share only the necessary attributes while maintaining 

their privacy. Utilize data anonymization and 

pseudonymization techniques to safeguard sensitive user data. 

9) Continual auditing and monitoring: Implement 

continuous monitoring of IoT devices, access records, and 

user activities to detect potential security breaches and take 

appropriate action. Conduct routine security audits to identify 

vulnerabilities and ensure security policy compliance. 

10) Compliance with regulations and standards: Ensure 

conformity with applicable security and privacy standards and 

regulations, such as GDPR, HIPAA, and ISO/IEC 27001, 

during the design and implementation of the identity 

management framework [14]. 

A robust security and privacy framework for identity 
management in IoT devices is required to protect the integrity 
and privacy of user data and system resources. Organizations 
can mitigate security risks and establish trust in their IoT 
ecosystems by implementing multi-layered authentication, 
access controls, secure communication protocols, and privacy-

protecting techniques [12]. Regular monitoring, auditing, and 
compliance with standards will strengthen the overall security 
posture, creating a safe and privacy-focused environment for 
IoT interactions. 

D. Integrated Identity Management System for Internet of 

Things Device Interactions 

1) Identity lifecycle administration: To administer the 

entire lifecycle of IoT devices and users, implement a 

comprehensive identity lifecycle management system. Include 

device registration, authentication, authorization, revocation, 

and decommissioning functionalities. Ensure seamless 

integration with the IoT ecosystem to promote secure and 

efficient interactions. 

2) Secure device registration: Before granting network 

access to new IoT devices, ensure their authenticity and 

integrity through a secure onboarding procedure. Ensure that 

only authorized devices can join the IoT ecosystem by 

employing robust authentication mechanisms, such as digital 

certificates or biometric authentication [13]. 

3) MFA: multi-factor authentication: Enhance security by 

implementing multi-factor authentication for both users and 

devices. Establish robust identity verification using a 

combination of factors, such as passwords, biometrics, one-

time passwords, and hardware identifiers. 

4) RBAC: role-based access control: Utilize RBAC to 

designate users and devices specific roles and permissions 

based on their responsibilities and privileges. Continuously 

evaluate and revise access permissions to conform to changing 

user and device needs. 

5) ABAC: attribute-based access control: Utilize ABAC 

to make dynamic access control decisions based on attributes 

such as device type, location, user context, and environmental 

conditions. Enable fine-grained resource access control based 

on multiple attributes. 

6) Communication security protocols: Employ robust 

encryption and secure communication protocols, such as 

TLS/SSL, to safeguard IoT device-to-central system data 

transmissions. Utilize certificate-based authentication to 

ensure communication endpoint authenticity. 

7) Privacy-protecting methods: Adopt privacy-preserving 

mechanisms such as Attribute-Based Credentials (ABC) to 

enable users to share only necessary attributes without 

compromising their privacy. Utilize data anonymization and 

pseudonymization techniques to safeguard sensitive user data. 

8) Federated identity administration: Implement 

federated identity management to facilitate authentication and 

access across multiple IoT domains and environments. Utilize 

standard protocols such as OAuth or SAML to facilitate 

secure identity exchange and single sign-on. 

9) Continuous monitoring and detection of threats: 

Implement continuous monitoring of Internet of Things (IoT) 

devices, access records, and user activities in order to detect 

and respond to potential security threats. Utilize techniques for 

anomaly detection to identify suspicious behavior and 

unauthorized access attempts. 
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10) Conformity and auditing: Ensure compliance with 

applicable security and privacy regulations, standards, and 

industry best practices. Perform regular security audits and 

assessments in order to identify vulnerabilities and ensure 

continuous improvement. 

11) User awareness and instruction: Educate users on 

secure IoT device interaction best practices and the 

significance of protecting their identity and data. Raise 

awareness of the potential security hazards and privacy 

implications associated with IoT interactions. 

Identity lifecycle management, multi-factor authentication, 
access control, secure communication, privacy preservation, 
and continuous monitoring are all components of a Holistic 
Identity Management System for IoT Device Interactions. By 
implementing such a system, organizations can establish a 
robust and trustworthy IoT ecosystem, protecting user data, 
safeguarding sensitive resources, and enhancing overall 
security and privacy. Regular compliance checks, audits, and 
user education initiatives will further contribute to the 
resilience and security of the IoT ecosystem. 

The term "subject" refers to a person or object that desires 
access to IoT services but places a high priority on protecting 
their privacy and minimizing data collection. The subject is 
able to acquire Idemix credentials from multiple issuers in 
order to selectively deliver information from these credentials 
to verifier-operating target services [15]. This is attained by 
earning Idemix credentials. In conventional Web contexts, the 
term "subject" typically refers to a user. In the context of the 
Internet of Things, however, "subject" can refer to any 
intelligent device. The topic acts as a prover and transmits 
cryptographic proofs to Internet of Things (IoT) services in 
order to validate specific attributes or assertions. In their 
capacity as Idemix Recipients, they also seek credentials from 
issuers. 

The IdM system incorporates the FIWARE Keyrock IdM, 
extending it with novel privacy-protecting capabilities based 
on Idemix technology. It supports attributes for administering 
the identities of intelligent objects that are not covered by the 
SCIM model. The IdM system delegated authorization 
decisions to an external Authorization Service, which 
generates DCapBAC tokens comprising the access rights 
granted to subject entities over resources hosted by target 
entities. The service employs Web User Environment-defined 
XACML-based policies to evaluate access requests and make 
authorization decisions. Fig. 4 represents the proposed model 
access control. 

The target represents the IoT service to which a subject has 
access, and it functions as an Idemix Verifier. It enforces 
access to service data by requiring the subject to meet specific 
identity requirements based on its credentials. The subject 
generates proofs containing required attributes and 
cryptographic evidence from its Idemix credential, which are 
sent to the verifier for validation. 

The Web User Environment offers graphical interfaces for 
managing user attributes and functions as a Policy 
Administration Point (PAP) for defining and administering 
XACML authorization policies. 

In addition, the system includes a Revocation Authority 
credentials when attributes are no longer valid or when the 
identity lifecycle has concluded. Accumulators are used to 
perform revocation, and users can demonstrate the validity of 
their credentials using zero-knowledge proofs. 

Subject, IdM Service, Authorization Service, Target, Web 
User Environment, Key Manager Service, and Revocation 
Authority are some of the components that make up the 
Holistic Identity Management System for IoT Device 
Interactions. These elements collaborate to provide secure and 
private interactions between IoT devices and services, 
minimizing superfluous data exposure and ensuring proper 
access control. 

12) IdM Interactions: The purpose of this subsection is to 

provide a detailed explanation of the interactions between the 

primary entities in our IdM system, thereby ensuring the 

proposed functionality. Authentication and authorization 

procedures employing a simple method Our IdM system can 

support numerous authentication methods, including 

passwords and authentication tokens, among others. Subjects 

who possess a bearer token can use it to gain access to the 

IdM Service or the targeted resources even if they are unable 

to provide evidence that they possess a cryptographic key. To 

prevent tokens from being abused in any way, DTLS-

encrypted transmission is used. To authenticate users, the IdM 

Service will establish a connection to Keyrock IdM, an 

identity management system powered by Keystone. Users can 

subscribe for the IdM Service by utilizing either the API or the 

Web UI. A user will be issued a Keystone authentication 

bearer token after effectively proving their identity in order to 

use the IdM Service or other target services. 

Based on attributes administered by Keyrock IdM, a 
definition of credential structure including attribute structure 
is provided. The Idemix proving protocol is initiated after 
initialization, and the subject and issuer exchange 
cryptographic messages to create and store the credential. 

13) M2M claim-based authentication: The Idemix proving 

protocol is utilized for M2M authentication. The subject must 

provide cryptographic proof of possessing specified attributes 

or credentials when requesting access to an IoT service hosted 

by the target entity (verifier). The verifier sends the subject 

nonce. Using the Credential Manager module, the subject's 

The Identity Selector picks a pseudonym or a component of a 

real name. Optional, if the cryptographic engine can handle it, 

the verifier may specify a presentation policy dictating the 

required disclosure of data. The subject generates a 

cryptographic proof (consisting of a nonce and attributes) and 

transmits it to the verifier. The verifier verifies the evidence 

and reacts accordingly. 

Idemix enables the generation of pseudonyms to prove 
possession of a master secret during the proving protocol, 
thereby heightening unlikability. To demonstrate knowledge 
of, the subject computes a challenge using context and 
computed proofs and provides a response. The verifier 
examines the response for conformance with the challenge. 
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Nevertheless, some verifiers may demand non-anonymizable 
attributes, such as national ID numbers, which could 
compromise user privacy. Conforming to the principle of 
minimal disclosure, the subject may then choose to consent to 
partial identity disclosure (Idemix proof) that discloses only 
the required attributes. 

 

Fig. 4. Proposed model access control. 

Provision of Credentials Using an IdM System That 
Considers the Right of Users to Remain Anonymous The 
ability for users and smart objects to access Internet of Things 
services privately and securely is one of the primary 
objectives of our proposed IdM system. Our identity 
management system enables the secure and discriminating 
distribution of credentials. This objective can be achieved 
using two methods: 

Our IdM system is also integrated with CP-ABE 
(Ciphertext-Policy Attribute-Based Encryption) for 
confidential data outsourcing. Using the Idemix protocol, 
entities can obtain CP-ABE keys in a manner that protects 
their privacy by proving their attributes to the Key Manager 
Service. Under certain attribute policies, CP-ABE permits data 
encryption, and only entities with the required attributes and 
keys can decrypt the data. Entities authenticate offline against 
the Key Manager Service. Producers encrypt data based on 
CP-ABE policies during the online phase, and only 
subscribers with corresponding attributes can decrypt the data. 

This integrated approach safeguards privacy when 
accessing IoT services and outsourcing confidential data, 
while mitigating the security risks associated with 
conventional bearer tokens and certificates. The authentication 
and authorization procedures are transparent and secure, 
fostering confidence in the IoT ecosystem. 

V. RESULTS 

In the rapidly evolving landscape of the Internet of Things 
(IoT), effective identity management is crucial to ensure both 
user privacy and system security. Table I represents the 
comparison of various identity management approaches and 
evaluates their performance across multiple dimensions. 

A. Proposed IdM System 

The proposed identity management (IdM) system emerges 
as a promising solution for IoT environments. With a privacy 
score of 9, it excels in preserving user privacy by allowing 
selective disclosure of identity attributes. Its high scalability 

score of 8 showcases its ability to handle a large number of 
interconnected devices efficiently. User satisfaction is rated at 
4 due to its seamless integration with IoT devices, leading to 
an enhanced user experience. The system achieves strong 
security levels (5) and ease of integration (4), contributing to 
its adoption potential. Additionally, its flexibility (5) ensures 
adaptability to diverse scenarios. Performance-wise, the 
system demonstrates a response time of 150 ms, making it 
highly efficient for real-time interactions. Compatibility with 
existing infrastructure is considered high, further solidifying 
its position as a holistic solution. 

B. Traditional IdM 

The traditional IdM approach, while established, faces 
challenges in IoT environments. It receives a moderate 
privacy score of 5 due to limited control over attribute 
disclosure. Scalability (5) is also moderate, indicating 
potential issues in handling the growing number of IoT 
devices. User satisfaction ranks at 3, reflecting some user 
concerns regarding data exposure. However, the approach 
maintains a decent security level (4) and moderate ease of 
integration (3). Performance-wise, its response time is 250 ms, 
slightly slower than the proposed IdM system. Compatibility 
with existing systems is rated as medium. 

C. Attribute-based Encryption (ABE) 

ABE offers a unique approach to identity management, 
scoring a privacy level of 6. Its ability to encrypt data based 
on attribute policies contributes to partial privacy preservation. 
Scalability (7) is relatively good, accommodating a reasonable 
number of devices. User satisfaction remains at 3 due to 
complexities in policy management. Security is moderate (4), 
and ease of integration (3) is challenged by the need for 
implementing ABE schemes. The approach demonstrates a 
response time of 300 ms, making it suitable for non-real-time 
scenarios. Compatibility with existing systems is considered 
moderate. 

D. OAuth-based IdM 

The OAuth-based IdM approach falls short in several 
aspects. With a privacy score of 4, it offers limited control 
over attribute disclosure. Scalability (6) is moderate, 
accommodating a reasonable number of devices. User 
satisfaction ranks at 2 due to concerns about data exposure and 
user consent. Security levels are moderate (3), and the 
approach demonstrates a response time of 180 ms. Ease of 
integration (5) is a highlight, making it suitable for scenarios 
where user interaction is involved. Compatibility with existing 
systems is rated as low. 

As shown in Fig. 5 and 6, the proposed IdM system stands 
out as the most promising solution for IoT environments. Its 
superior privacy preservation, scalability, security, and 
compatibility make it well-suited for modern IoT ecosystems. 
While traditional IdM, ABE, and OAuth-based IdM have their 
merits, they face limitations that hinder their full effectiveness 
in IoT. Organizations seeking a comprehensive and robust 
identity management solution for IoT scenarios are advised to 
consider the proposed IdM system as a prime candidate. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

829 | P a g e  

www.ijacsa.thesai.org 

TABLE I. COMPARISON OF DIFFERENT APPROACHES 

Approach 
Privacy Score 

(1-10) 

Scalability Score 

(1-10) 

User Satisfaction 

(1-5) 

Performance 

(ms) 
Compatibility 

Security Level 

(1-5) 

Proposed IdM System 9 8 4 150 High 5 

Traditional IdM 5 5 3 250 Medium 4 

Attribute based Encryption (ABE) 6 7 3 300 Medium 4 

OAuth-based IdM 4 6 2 180 Low 3 
 

 

Fig. 5. IoT devices access control. 

 

Fig. 6. Access control protocols and tokens. 

VI. CONCLUSION 

In the ever-expanding realm of the Internet of Things 
(IoT), effective identity management emerges as a pivotal 
element to ensure data security, user privacy, and seamless 
device interactions. This paper has explored and evaluated 
various identity management approaches within the context of 
IoT, considering their implications on privacy, scalability, 
security, user satisfaction, ease of integration, and overall 
performance. 

The results of our evaluation shed light on the strengths 
and limitations of each identity management approach. The 
proposed holistic IdM system, built on emerging 
cryptographic technologies and a claims-based approach, 
showcases a groundbreaking solution that addresses the 
complex challenges of IoT environments. Through partial 
identities and efficient proof mechanisms, this system 

empowers users and smart objects to control their data 
disclosure while maintaining robust security and privacy. The 
system's integration with Distributed Capability-Based Access 
Control (DCapBAC) and Ciphertext-Policy Attribute-Based 
Encryption (CP-ABE) brings versatility and adaptability to 
diverse IoT scenarios. 

In comparison, traditional IdM mechanisms and OAuth-
based approaches demonstrate moderate performances in the 
IoT landscape. Their limitations in terms of user privacy, 
scalability, and integration become evident when juxtaposed 
with the proposed IdM system. Attribute-based encryption 
(ABE) stands as an innovative contender, offering partial 
privacy preservation through its encryption policies, yet 
requiring careful policy management and facing some 
complexity in implementation. 

The results not only underscore the necessity of evolving 
identity management methodologies to align with the demands 
of the IoT but also highlight the importance of striking a 
balance between privacy, security, usability, and scalability. 
The proposed IdM system has showcased exceptional promise 
in this regard, mitigating privacy concerns, accommodating 
the proliferation of interconnected devices, and providing a 
seamless user experience. 

While the landscape of IoT is ever evolving, it is evident 
that the proposed IdM system offers a robust foundation for 
secure, private, and efficient interactions among a vast 
network of devices. By considering the holistic system's 
attributes, including its performance metrics, privacy 
preservation capabilities, and ease of integration, we can 
confidently state that it holds the potential to shape the future 
of identity management in IoT environments. 

As the IoT continues to grow and influence various 
sectors, the adoption of an efficient and secure identity 
management system becomes imperative. The journey toward 
realizing the full potential of IoT hinges on ensuring that 
devices, services, and users can interact in a manner that 
fosters trust, privacy, and innovation. The proposed IdM 
system, with its exceptional results and comprehensive 
approach, stands as a testament to the ongoing pursuit of 
excellence in identity management within the evolving 
landscape of the Internet of Things. 

This study underscores the importance of proactive and 
adaptive identity management solutions in shaping the 
trajectory of IoT. The proposed IdM system's exemplary 
performance across a spectrum of evaluation criteria 
reinforces its role as a promising catalyst for the continued 
advancement of IoT technologies and applications. 
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Abstract—Speech Enhancement aims to enhance audio 

intelligibility by reducing background noises that often degrade 

the quality and intelligibility of speech. This paper brings 

forward a deep learning approach for suppressing the 

background noise from the speaker's voice. Noise is a complex 

nonlinear function, so classical techniques such as Spectral 

Subtraction and Wiener filter approaches are not the best for 

non-stationary noise removal. The audio signal was processed in 

the raw audio waveform to incorporate an end-to-end speech 

enhancement approach. The proposed model's architecture is a 

1-D Fully Convolutional Encoder-to-Decoder Gated 

Convolutional Neural Network (CNN). The model takes the 

simulated noisy signal and generates its clean representation. The 

proposed model is optimized on spectral and time domains. To 

minimize the error among time and spectral magnitudes, L1 loss 

is used. The model is generative, denoising English language 

speakers, and capable of denoising Urdu language speech when 

provided. In contrast, the model is trained exclusively on the 

English language. Experimental results show that it can generate 

a clean representation of a clean signal directly from a noisy 

signal when trained on samples of the Valentini dataset. On 

objective measures such as PESQ (Perceptual Evaluation of 

Speech Quality) and STOI (Short-Time Objective Intelligibility), 

the performance evaluation of the research outcome has been 

conducted. This system can be used with recorded videos and as 

a preprocessor for voice assistants like Alexa, and Siri, sending 

clear and clean instructions to the device. 

Keywords—Speech enhancement; speech denoising; deep 

neural network; raw waveform; fully convolutional neural 

network; gated linear unit 

I. INTRODUCTION 

Speech Enhancement has been a topic of interest for five 
decades. Speech enhancement aims to improve speech quality 
(reducing background noise) by various algorithms [1]. The 
purpose of enhancement is to enhance the intelligibility of the 
speech signal degraded by the noise using audio signal 
processing techniques. The conventional methods used for 
noise reduction are Spectral subtraction and the Wiener filter 
[2] and [3]. Still, both approaches leave musical artifacts in 
synthesized speech [4], need multiple sources as noise profile 
information, and distort the desired output. 

Deep Learning approaches can overcome the pitfalls of 
conventional approaches because these systems can learn to 
map between complex nonlinear functions [5]. In addition, 

they have the ability to produce desirable outputs that can be 
used to decrease the Word Error Rate (WER) of automatic 
speech recognition (ASR) systems [6], boost the performance 
of speech-to-text systems [7], and in general, increase the 
intelligibility of speech which can be beneficial for any system 
whose performance is dependent on the intelligibility of 
speech. In Deep Learning, the classical approach to suppress 
noise through the signal is mask-based signal denoising [8], in 
which DNN models produce a TF mask that filters out the 
noise and leaves the speech. Mask-based approaches are 
mostly done on magnitude spectrograms of audio [9], [10]; 
this creates a challenge of reconstructing the audio again to the 
time domain once it is filtered using the predicted spectrogram 
mask and reconstruction of audio is heavily dependent on the 
phase of noisy input audio. 

Another investigated approach is a mapping-based 
approach where a representation of a complex nonlinear noisy 
signal is directly mapped onto a clean signal [11], [12] and 
[13]. Mapping-based approaches directly map noisy signals to 
their clean representations. Due to the fast variation of 
amplitudes in raw audio waveforms, mapping-based 
approaches are based on STFT (short-time Fourier Transform) 
of audio. 

A. Proposed Approach 

Our proposed approach is a mapping-based approach in 
raw audio waveform (time-domain). The loss function is 
optimized for time and STFT of audio. This approach 
eliminates the requirement of reconstruction of the audio from 
the spectrogram output into raw audible audio waveform as in 
[11] and [12], rather it generates the audible enhanced speech 
output directly. The magnitude spectrogram of audio is 
incorporated inside of the loss function rather than as input to 
the model as in [9] and [13], which gives us leverage to do 
speech enhancement on raw audio waveform directly. Given 
an audio, our system directly generates its clean representation 
without any additional post-processing on the output of the 
model. The proposed approach focuses on enhancing the 
speech and suppressing the noise in audio sampled at 22.05 
KHz. To achieve this U-Net architecture is used. The choice 
of this architecture is due to the fact that it takes audio as raw 
waveform without any manual feature extraction and provides 
output also in the raw audio waveform, which can be 
converted to mp3 file and can be saved on disk directly. It 
consists of convolutional layers and a middle layer which is a 
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bottleneck. The middle layer (bottleneck layer) represents the 
data in encoded representation which is then decoded by the 
Decoder architecture connected to the bottleneck layer. 

The objectives of this research are two-fold: 

1) Discusses the common approach in deep learning, 

specifically mask-based signal denoising, where deep neural 

network (DNN) models generate a time-frequency (TF) mask 

to filter out noise from the audio signal. 

2) Reviews mapping-based approaches that directly map 

complex nonlinear noisy signals onto clean representations. It 

distinguishes these approaches from mask-based methods and 

notes that mapping-based methods typically rely on the short-

time Fourier transform (STFT) of audio due to the fast 

variation of amplitudes in raw audio waveforms. 

3) Introduces a novel mapping-based approach 

specifically applied to raw audio waveforms in the time 

domain 

B. Research Distribution 

Section II of this paper covers related work in speech 
enhancement, followed by Section III, which discusses the 
dataset used for this research. Section III also consists of 
discussion on the U-Net Architecture. Section IV covers 
model training, and Section V, the last section discusses 
results and concludes the paper. 

II. RELATED WORK 

Speech enhancement research has been ongoing for the 
last half-century. Earlier, classical linear noise filtering 
approaches were used for reducing noise. Two notable 
examples are spectral subtraction and wiener filter approaches 
[2] & [3]. The former needed multiple sources and works 
average with static noise and below the bar with non-
stationary noises. The latter had its pitfalls, such as it required 
two sources; one of them is a mixed signal, and the other is the 
background sound signal. With the rise of deep learning, these 
pitfalls were eliminated as deep learning made it easier to 
notably reduce the noise in the noisy speech samples. This 
approach made no assumptions regarding the statistical 
attributes of the signals and used a wide variety of noise types 
to provide a variety of noisy speech samples for training [14]. 
Moreover, these systems can learn to map between complex 
nonlinear functions. They can produce desirable outputs that 
can be used to decrease the Word error rate (WER) of 
automatic speech recognition systems (ASR). In general, it 
can increase intelligibility, which can benefit any system 
whose performance depends on speech intelligibility. 

In a notable work [15], a causal model was proposed based 
on auto-encoder architecture. They also proposed effective 
data augmentation techniques, frequency band masking, and 
reverberation. Their results suggest that the proposed system 
is comparable to the SOTA (State-Of-TheArt) model across 
all performance measures while working directly on the raw 
waveform. It also discovered that up-sampling the audio 
before feeding it into the encoder improves accuracy, and then 
they downsampled the outputs by the same amount. 

Another innovative approach, presented in [16] proposed a 
new deep learning-based framework for real-time speech 
enhancement on dual-microphone mobiles for close-talk 
scenarios. They used a masking-based approach using a 
computationally efficient CRN (Convolutional Recurrent 
Neural Network), which was trained for intra-channels and 
inter-channels. Their experimental results showed that their 
proposed approach outmatched the DNN-based and other 
traditional methods. 

Alternatively, authors in [17] used a hybrid approach using 
DSP techniques and deep learning for noise suppression. The 
deep recurrent neural network with four hidden layers was 
used. The resulting lower complexity made it practical to be 
used in video-conferencing systems. Their results showed a 
significant improvement in quality from deep learning, 
especially for non-stationary noise types. 

The authors of [7] also used a hybrid approach consisting 
of noise estimation and speech-to-text block. This paper’s 
focus was on spontaneous speech in the medical domain. As 
the medical terms used in the area are complex, and speech 
recognition systems often fail to recognize those words, the 
idea here was to propose an algorithm that resolves this issue. 
Non-linear spectral subtraction for noise reduction and the 
Hidden Markov Model (HMM) were incorporated for 
converting the speech to text to reduce the word error rate. 

This paper [18] discussed the classical approaches for 
noise reduction by using filters. It also discusses stationary 
and non-stationary noise and its subtypes. This approach [19] 
combined a short-time Fourier transform (STFT) and a learned 
analysis and synthesis basis in a stacked-network method with 
less than one million parameters for real-time noise 
suppression. [20] an improved approach to their previous 
research was proposed, where the Deep Denoising 
Autoencoder (DAE) is trained on only clean speeches. In this 
paper, they trained DAE on pairs of noisy signals and clean 
output using a mapping-based approach stack AE approach 
where AE is stacked to form DAE to estimate the noise from 
the noisy signal. This paper [21] explores a greedy layer-wise 
pretraining strategy to train a DAE for speech restoration and 
then applies that restored speech for noisy robust speech 
recognition. 

III. METHODOLOGY 

A. Dataset 

Datasets consist of pairs of corresponding audios sampled 
at 22.05 KHz stored in WAV format in a Linux environment. 
The dataset is created using two publicly available datasets. 
From one dataset noisy environment audio samples are 
obtained and from another dataset, clean human speech audio 
samples are obtained later these two samples of datasets are 
mixed together using simple arithmetic addition in order to 
create noisy simulated environments and their corresponding 
clean speech pairs. 

Noise samples are from the DEMAND dataset to generate 
simulated noisy environments [22]. The DEMAND dataset is 
recorded with an array of sixteen microphones with an 
original sampling rate of 48kHz. It is publicly available in 
48kHz or a downsampled version of 16kHz. In this paper, the 
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48khz version is downsampled to 22.05kHz utilizing the 
librosa module of Python and later used in the dataset. Three 
noise profiles (noise environments) are chosen from the 
DEMAND dataset namely DKITCHEN, PRESTO, and 
OMEETING. DKITCHEN includes recordings of kitchen 
noises while cooking. At the same time, PRESTO consists of a 
set of noise recordings taken from the university restaurant 
during lunchtime, and OMEETING, consisting of meeting 
room sounds during discussions from the microphone array. 
At first, all 16 channels of DKITCHEN, PRESTO, and 
OMEETING are mixed together respectively in order to create 
a single noise profile for each environment. 

Next, the first eight channels of PRESTO and 
OMEETING are mixed together. This was done because it is 
observed that in the case of PRESTO and OMEETING with 
all sixteen channels added together, the noise profile was 
overruling the speech components in raw audio and also in 
spectrograms. Our proposed model takes 2.97sec windows of 
inputs, so eight sections of length equal to 2.97sec are used 
from each noise profile. Eight sections are used because for 
each speaker eight utterances are chosen. Later these noise 
sections are mixed with each speaker. 

For clean speech representations, eight unique utterances 
of 47 notable speakers from the Valentini dataset are used 
[23]. Then mixed the noisy environment samples and the clean 
samples from the Valentini dataset, to create simulated noisy 
environment signals, and their correspondence clean speech 
representation. These pairs of audio are converted to pickle 
format and saved on the disk. 

There are a total of five batches of data, each with 376 
utterances of 47 unique speakers. Batch-1 represents the 
DKITCHEN (sixteen channels mixed) noise condition, Batch-
2 represents the PRESTO (sixteen channels mixed) noise 
condition, Batch-3 represents the OMEETING (sixteen 
channels mixed) noise condition, Batch-4 represents PRESTO 
(eight channels mixed) noise condition and Batch-5 represents 
OMEETING (eight channels mixed) noise condition.  

B. Notations and Problem Settings 

Targeting speech enhancement in mono-aural signals, 
where x ∈ RT is the given signal composed of additive 
background noise as n ∈ RT and clean speech y ∈ RT. so that x 
= y + n. The length T is of a fixed duration, which equals 
65536 samples when audio is sampled at 22.05 KHz. Our 
main objective is to find a function f through the non-linear 
architecture of the neural network that reduces the 
enhancement function to f(x) ≈ y. 

In this problem set, the function f is the neural network 
architecture, producing the clean speech y at its output layer. 

C. UNET Architecture 

As presented in Fig. 1, the adopted neural network 
architecture is a one-dimensional UNET encoder-to-decoder 
architecture with skip connections [24] and gated linear units. 
The input shape of the model is equal to the number of 65536 
samples when audio is sampled at 22.05 KHz; the output 
shape is also the same as this is an end-to-end approach.  

Gated Linear Units [25] are incorporated in the encoding 
and decoding blocks of the model; there are no GLU in the 
bottleneck section of the model; convolution layers throughout 
the model are one-dimensional. 

A detailed overview of the proposed Fully Convolutional 
Gated Encoder-to-Decoder architecture is shown in Fig. 2. 
The proposed model has three sections Encoder Section, 
Bottleneck section, and Decoder section, which is in the end is 
connected to the output layer producing clean speech output. 
Each section of the model and their connection with each 
other is discussed as follows. 

 

Fig. 1. Proposed fully convolutional gated encoder-to-decoder architecture 

with bottleneck for speech enhancement. Input and output shapes are the 

same. 

1) Encoder section: The encoder section compresses the 

data of the input from a higher dimension to a lower 

dimension while reducing the noise from the data. The input 

of the encoder is the raw audio, and its output is a compressed 

data format that represents the input raw audio. Leaky ReLU 

is used as an activation function so that the model can learn to 

flow the gradient from most neurons. Most of the input data 

consists of negative values and the range of input data is [-

1,1]. ReLU was also used as an activation function in order to 

obtain a sparse network but with ReLU, a dead ReLU problem  

was observed as input data is in the range of [-1, 1]. One-

dimensional convolutional layers are used with batch 

normalization, Leaky Relu activation, and Gated linear Units 

are applied. The encoder section contains two layers of 

convolution than the max pooling layer. 

2) Bottleneck section: The tanh activation function is used 

in the bottleneck section to apply a non-linear transformation 

on the signal at the most encoded layer. The input of the 

bottleneck section is the output of the encoder section, there 

are no Gated linear units applied at the bottleneck section, and 

it is also fully convolutive as the encoder section. In the 

bottleneck section, the one-dimensional convolutive layer is 

used with batch normalization, and the tanh activation 

function is applied. The bottleneck section contains two 

convolution layers only. 

3) Decoder section: Transpose one-dimensional 

convolution is applied to convert back the original shape of 

the data. The decode section consists of one-dimensional 

convolution transpose along with gated linear units and 
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concatenation layers which serve as skip connections so that 

the model uses the features learned in the encoder section of 

the model. 

4) Output layer: The output layer consists of a single 

channel focusing on mono-aural speech enhancement; Tanh 

activation is applied at the output layer, which provides the 

final denoised signal. In the output layer, a single one-

dimensional convolutional layer is used which acts as a dense 

layer with a shape of (65536,1). The output layer is connected 

to the decoder layer. And it gives the same data shape as the 

input layer. 

D. Objective 

Mean Absolute Error (L1 Loss) is used as a loss function 
to minimize the error between the predicted signal y' and the 
clean signal y. L1 loss is incorporated over the time domain of 
signals to reduce the loss over the sequential time domain and 
to minimize the loss over the spectral domain, L1 loss is used 
over on STFT (short-time Fourier transform) of the signals. 

 

Fig. 2. Detailed overview of each separate block of the model and their 

connections with each other. The input and output shapes are the same. 

Lastly, these L1 losses are added together to optimize the 
model in both the time domain (on amplitude vectors) and the 
spectral domain (on STFT). 

A minimal epsilon value = 1e-10 is used to omit the 
undefined log error. 

𝐿𝑠𝑡𝑓𝑡 (𝑦, 𝑦′) = 𝐿𝑚𝑎𝑔  (𝑦, 𝑦′) 

𝐿𝑚𝑎𝑔  (𝑦, 𝑦′) ⇒
1

𝑇
|| 𝑙𝑜𝑔 |𝑆𝑇𝐹𝑇(𝑦)|  + 𝜀 − 𝑙𝑜𝑔|𝑆𝑇𝐹𝑇(𝑦′)|  

+ 𝜀||1  
And, 

𝐿𝑡𝑖𝑚𝑒  (𝑦, 𝑦′) = ||𝑦 − 𝑦′||1 

Overall, we wish to minimize the following: 

𝐿1 ⇒ 𝐿𝑚𝑎𝑔  (𝑦, 𝑦′) + 𝐿𝑡𝑖𝑚𝑒  (𝑦, 𝑦′)  

IV. TRAINING 

Proposed model is trained on our custom dataset, 100 
epochs for each of the three batches. The best model is saved 
for each of the three batches while monitoring the lowest L1 
loss over the spectral domain, as discussed in Section 3.3.  

Table I reports the training parameters, using the Adam 

optimizer, which has a learning rate of 1
e-4

, with a momentum 

of β1=0.9 and a denominator momentum of β2=0.999.  

TABLE I. TUNING HYPER-PARAMETERS OF ADAM OPTIMIZER USED FOR 

TRAINING THE UNET MODEL 

Optimizer Tuning hyper-parameters 

optimizer Adam 

lr (learning rate) 1e-4 

β1 (momentum) 0.9 

β2 (denominator) 0.999 

 

The audio samples used for training are sampled at 22.05 
KHz. The first 282 samples are used for the training set and 
the remaining 94 samples are used for the validation set. A 
batch size of 4 is used, dividing the data into 71 batches, each 
consisting of four unique utterances of the same speaker and 
the next batch containing the. The model optimizes the loss 
function and adjusts the weights. The next batch includes four 
different unique utterances of the previous speaker. After that, 
the next batch focuses on different speakers. The random 
order of data was not utilized. In each training session with 
varying noise conditions, the utterances' order remains 
consistent with their corresponding pairs in the noisy 
environment. 

Gated linear units are used in order to control the 
information flow inside the model. It is observed that Gated 
liner units act as voice activity detection layers. Where clean 
speech is present, the neurons have greater weight and lower 
weight where noise is present. The output layer acts as a 
normalization layer for the denoised output. 

V. RESULT 

The performance of the model is calculated over 
cumulative loss of Mean Absolute Error of predicted and 
actual audio samples in both the time domain which is WAV 
MAE and also is spectral domain which is STFT MAE. 

It is observed that the addition of STFT MAE in loss 
function improved the audible quality of speech in noisy 
environments and preserved the speech components of audio 
by making them sound less distorted. 

Firstly, performance is evaluated over sixteen channels of 
respective noise environments that were present in the 
DEMAND dataset [22], this is reported in Table II. Then 
performance is evaluated over only eight channels of 
respective noise environments. It is observed that in the case 
of 16 channels of PRESTO and OMEETING audile quality of 
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audio was distorted, the reason behind this is that in the case 
of PRESTO and OMEETING noise environment babble noise 
is present and when it gets mixed with human speech it is hard 
for model to differentiate between noise and speech. We 
reported the performance of PRESTO and OMEETING with 
eight channels mixed together in Table III and a significant 
drop in Loss is observed while preserving the speech quality 
with less distortion. 

TABLE II. PERFORMANCE OVER SIXTEEN CHANNEL MIX 

Noise 

Environment 

All Sixteen 

Channel 

Mixed 

Train Test 

LOSS 
WAV 

MAE 

STFT 

MAE 
LOSS 

WAV 

MAE 

STFT 

MAE 

DKITCHEN 0.755 0.011 0.744 0.777 0.012 0.764 

PRESTO 0.734 0.017 0.716 0.811 0.018 0.792 

OMEETING 0.537 0.010 0.527 0.573 0.010 0.563 

This table represents the cumulative loss, the wav loss over signals, and the STFT loss of the signals. 

This metric represents the performance of the model where the lowest STFT MAE is observed in each 

noise condition. All sixteen channels of noise are added together in all of three noise profile cases.  

TABLE III. PERFORMANCE OVER EIGHT CHANNEL MIX 

Noise 

Environment 

First Eight 

Channel Mixed 

Train Test 

LOSS 
WAV 

MAE 

STFT 

MAE 
LOSS 

WAV 

MAE 

STFT 

MAE 

PRESTO 0.665 0.012 0.653 0.744 0.013 0.730 

OMEETING 0.494 0.008 0.486 0.510 0.009 0.500 

This table represents the cumulative loss, the wav loss over signals, and the STFT loss of the signals. 

This metric represents the performance of the model where the lowest STFT MAE is observed in each 

noise condition. Eight channels of noise are added together in all of the two noise profile cases. 

A significant drop in STFT Loss is observed in Table III. 
When the first eight channels are mixed, and the output audio 
quality is better than the previous setting in the case of 
PRESTO and OMEETING. Reducing the number of channels 
in DKITCHEN is not tested because the audible intelligibility 
of the clean speeches was satisfactory, this shows that the 
model is giving better results on the DKITCHEN environment 
despite higher STFT MAE as reported in Table II. 

On Objective measures, intelligibility, and speech quality 
is measured as reported in Tables IV and V. The metrics used 
are PESQ [26] and STOI [27]. Baseline PESQ and STOI are 
calculated over denoised signals by using the noisereduce 
library of Python. Then it is compared with PESQ and STOI 
of denoised signals of the model. 

TABLE IV. PERFORMANCE ON OBJECTIVE MEASURES USING PESQ AND 

STOI (SIXTEEN CHANNELS MIXED) 

Noise Environment All Sixteen 

Channel Mixed 

Test Set 

PESQ wb STOI 

Baseline_DKITCHEN 1.16 0.83 

DKITCHEN 1.60 0.85 

Baseline_PRESTO 1.30 0.66 

PRESTO 1.31 0.73 

Baseline_OMEETING 1.30 0.82 

OMEETING 2.46 0.88 

Objective measures of enhanced speech on PESQ and STOI.  Sixteen channels of noise are added 
together in all three noise profile cases. 

TABLE V. PERFORMANCE ON OBJECTIVE MEASURES USING PESQ AND 

STOI (EIGHT CHANNELS MIXED) 

Noise Environment First Eight 

Channel Mixed 

Test Set 

PESQ wb STOI 

Baseline_PRESTO 1.24 0.74 

PRESTO 1.38 0.81 

Baseline_OMEETING 1.35 0.85 

OMEETING 3.24 0.90 

Objective measures of enhanced speech on PESQ and STOI.  Eight channels of noise are added 
together in all of the two noise profile cases. 

In Tables IV and V, our performance of the model in 
objective measures using PESQ and STOI is reported. 
Improvement in the audible quality of denoised speech is 
observed when the human voice is more prominent (audible) 
in signal than in the noise environment. There is a significant 
improvement in both objective measures over the baseline 
model, baseline measurement is carried with PESQ and STOI 
on our test set using spectral gating. 

VI. DISCUSSION 

In summary, this research addresses the challenges in 
speech enhancement by examining a mapping-based approach 
on raw audio waveforms using the U-Net architecture. The 
study identifies limitations in conventional methods like 
Spectral subtraction and the Wiener filter, prompting an 
exploration of deep learning solutions. 

The proposed approach optimizes the loss function for 
both time and short-time Fourier transform (STFT) of audio, 
enabling the direct generation of clean audio representations 
without additional post-processing. The research 
systematically evaluates mask-based and mapping-based deep 
learning approaches, revealing the effectiveness of the latter in 
various noise environments through a comprehensive metric. 

Objective measures, including PESQ and STOI, indicate 
notable improvements in audible quality and intelligibility of 
denoised speech compared to baseline models. The research 
findings have practical implications for applications such as 
automatic speech recognition and speech-to-text systems. The 
mapping-based approach on raw audio waveform emerges as a 
viable strategy for addressing the inherent challenges in 
speech enhancement, offering tangible advancements in audio 
quality assessment. 

VII. CONCLUSION 

The proposed approach can be scaled by incorporating all 
the noise profiles into one single dataset and training a model 
in a single pass over the entire dataset, the hypothesis is that 
the model may generalize better to each noise condition, and a 
reduction in Loss is observed. It is observed that the 
intelligibility of output speech samples is improved when 
STFT is included with the Loss Function, as discussed in the 
objective of this paper. In the future, the proposed approach 
can be scaled with the use of multiple-resolution STFT loss as 
used in [28, 29]. 
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Abstract—It is important to extract hotspots in urban traffic 

networks to improve driver route efficiency. This research aims 

to identify hotspot pick-up and drop-off (PUDO) areas in ride-

hailing transportation services using a clustering approach. 

However, there are challenges in applying clustering algorithms 

to trajectory data in the coordinates of the Global Positioning 

System (GPS). So this research proposes modifications to the 

Density-Based Spatial Clustering of Applications with Noise 

(DBSCAN) algorithm by considering the radius from the center 

of the cluster to determine the presence of amenities around the 

cluster. We used a dataset containing 55,988 trip trajectories of 

Grab drivers over a two-week period in Jakarta. A preliminary 

statistical analysis was carried out to understand the distribution 

of trips. Next, we identify the PUDO point of each trip for use in 

the clustering analysis. The research explores the various 

parameters and settings of the clustering method and their 

impact on the results. The study found that the results obtained 

from the clustering method are sensitive to parameter selection, 

including epsilon radius and minimum number of points needed 

to form a cluster. The optimal cluster with the best parameters 

(eps: 0.25, minpts: 100) in the pick-up (PU) location analysis 

produced 17 clusters with the silhouette coefficient of 0.752, while 

in the drop-off (DO) location there are 18 clusters with a 

silhouette coefficient of 0.694. Overall, the research highlights the 

potential of the clustering analysis method for ride-hailing 

transportation. 

Keywords—Hotspot identification; ride-hailing; transportation; 

PUDO location; clustering analysis 

I. INTRODUCTION 

A. Background 

The rise of application-based transportation services, such 
as ride-hailing has revolutionized the way people move around 
in modern cities [1]. In the context of transportation services, 
"pick-up" often denotes the time when a vehicle (such as a taxi, 
or ride-hailing service) arrives at a designated location to 
collect passengers or packages. While “drop off” can refer to 
the time when a vehicle arrives at the destination location, and 
passengers or packages are left at that location.  

The exponential growth in the use of these services has 
created enormous opportunities to analyze and understand 
urban mobility patterns [2]. In the study of Zhang et al [3], 
mobility-based data analysis has become the main focus in 
uncovering complex urban movement patterns. There have 
been many studies that use taxi data to examine urban mobility, 
such as Veloso et al [4] use of taxi trajectory data from Lisbon 
to discuss the spatiotemporal variation of taxi services, 
correlations between pick-up and drop-off (PUDO) sites, and 

driver behavior, and Liu et al [5] use of taxi trajectory data 
from Shanghai to explore human movement patterns. The taxi 
traces were also mined for characteristics and behaviors of the 
vehicular network, including anomalous and driver behavior, 
dynamics of mobility patterns, interactions between vehicles, 
and the relationship between gender and mobility [6]. 
Additionally, Keler et al [7] examined where automobile routes 
connect at specific rush hours in urban locations. 

By identifying origin and destination (OD) flow clusters in 
urban travel data, it is possible to determine prospective routes 
for public transportation service settings [8]. In order to locate 
the taxi OD hotspot, the available OD pairs from empirical 
mobility traces are first grouped [9]. A deep understanding of 
hotspots, namely areas with heavy travel activity, has great 
potential for shaping more efficient transportation planning and 
better traffic management [10]. Although there have been 
previous studies exploring hotspot analysis in urban mobility, 
Dutta et al [11], use of more sophisticated and comprehensive 
clustering methods is still an important area of exploration.  

Exploring urban mobility patterns has become a main focus 
in recent years, with previous research analyzing trajectory 
data [12]. Therefore, in this context, it is essential to define 
several key terms and assumptions that will form the basis of 
this study before presenting the main theorem. We define a 
hotspot as a location with a high concentration of PUDO points 
are adapted from [13]. We assume that the dataset used in this 
study is representative of the overall ride-hailing transportation 
system in the study area. Additionally, we assume that 
variables like the time of day, day of the week, and the location 
of well-known destinations have an impact on drivers' PUDO 
patterns.  

B. Motivation 

The majority of previous research on ride-hailing has been 
on the routing method, with little emphasis paid to optimizing 
PUDO locations that are sensitive to the spatial and temporal 
need distribution [14]. When taking a shared trip with multiple 
riders, the PUDO optimization is vital to prevent pointless 
detours. Whereas in the conventional system, the vehicle is 
frequently obliged to pick up passengers at certain locations 
[15]. Detours are made in order to pick up additional riders 
frequently result in longer travel times and higher costs. The 
PUDO position, where all potential PUDO points must 
therefore be optimized urgently. 

Shen et al [2], suggests a cluster analysis approach for 
identifying various metropolitan online ride-hailing operation 
trends. Based on the suggested intensity and stability indicators 
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of ride-hailing vehicle operational characteristics, k-means++ 
clustering technique is applied. The results show that there are 
three distinct operating patterns for online ride-hailing services. 
In the study of Zhang et al [3], the goal is to identify the 
distribution of areas with high travel demand as well as the 
relationship between travel demand and Point of Interest 
(POIs). Tang [16], utilizes taxi GPS trajectory data to analyze 
urban human activity and mobility in Harbin city. The 
researchers employ the DBSCAN algorithm for PUDO 
location clustering and develop four spatial interaction models 
to understand pick-up location searching behavior.  

However, with the rise of ride-hailing services, there is a 
need to develop new methods for analyzing PUDO patterns of 
drivers. Gunawan and Susilawati [17], addresses limitations in 
current ride-hailing PUDO location selection practices, which 
often prioritize spatial distribution and company interests over 
passenger needs. Research using neural networks was carried 
out by [18], seeks to examine the integration of clustering 
models and deep learning techniques. The model, which can 
concurrently capture the spatial and temporal fluctuations of 
taxi hotspots, was proposed for taxi hotspot prediction.  

There have been several studies interested in discussing the 
applications for the clustering analysis method in transportation 
systems. Zhang et al [19], used DBSCAN to cluster PUDO 
data from a ride-hailing service in China. A pick-up points 
recommendation model (PPRM) is introduced, utilizing 
DBSCAN to cluster historical orders. This clustering enables 
finding contextually relevant candidate PU points. The other 
research by Wang and Ren [20], introduces a two-level divide 
approach and enhances the K-means++ algorithm to refine the 
clustering of taxi passenger hot spots based on GPS location 
data. The method is validated using a week of New York City's 
green taxi data, demonstrating superior accuracy and 
comparable time efficiency when compared to traditional K-
means and DBSCAN methods.  

Based on previous research, clustering analysis method has 
become an increasingly popular approach in the field of data 
mining and machine learning. Rafiq and McNally [21], use 
clustering these data points, ride-hailing companies can gain 
insights into traffic patterns and usage trends of their 
customers, which can help them optimize their operations and 
improve their overall service quality.  

To build on prior research that examined trajectory data to 
investigate urban mobility patterns, this study employs a 
clustering approach to identify hotspot PUDO areas for ride-
hailing transportation services. The DBSCAN algorithm was 

chosen due to its ability to identify clusters of varying shapes 
and sizes. However, it has limitations in handling spatial 
datasets, therefore, this study proposes modifying the 
DBSCAN algorithm to take into account the radius from the 
cluster's center to determine the presence of facilities in the 
cluster's vicinity. Our method identifies concentrations of 
PUDO locations that can be used to determine potential 
hotspots. While this study does not provide a direct comparison 
with previous methods, the proposed method is superior to 
previous approaches because it considers the radius from the 
center of the cluster to determine the presence of amenities 
around the cluster, uses a large dataset of ride-hailing 
trajectories. 

The paper is structured as follows. Section II describes data 
processing, and proposed method. The findings and results 
gleaned from the methodology are discussed in Section III. 
Section IV concludes by summarizing the work and offering 
recommendations for the future. 

II. METHODOLOGY 

A. Data Collection 

The dataset is derived from Grab's food delivery and 
logistics in Jakarta, and it includes 4,000 daily trajectories 
collected from 2019-04-08 to 2019-04-21 (inclusive, UTC/ 
Universal Time Coordinated). The trajectories were gathered 
from drivers' phones while they were on the road. The total 
number of GPS pings in the collection is 61.549.964; each GPS 
ping has values for its trajectory ID, latitude, longitude, 
timestamp, accuracy level, bearing, and speed [22]. The raw 
data sample is shown in Table I. 

The names of the fields in Table I are covered below. 

1) Trajectory ID: A number used to identify different GPS 

mobility trajectories.  

2) Latitude: A GPS location's latitude coordinate. 

3) Longitude: A GPS location's longitude coordinate. 

4) Timestamp: Time the GPS locations were recorded is 

shown by the timestamp. The UTC standard is used in the 

format. One second is the quickest sample interval for each 

GPS point. 

5) Accuracy level: Shows the radius of the circle that, 

with a certain probability, contains the real location. 

6) Bearing: The degrees relative to true north. 

7) Speed: The immediate speed is expressed in meters per 

second. 

TABLE I. TEST RAW DATA 

Trajectory ID Latitude Longitude Timestamp Accuracy Level Bearing Speed 

4820 -6.591032 106.834468 09/04/19 10.33 4 194 20.42 

46324 -6.247526 106.977663 10/04/19 05.22 10.72 101 4.22 

15007 -6.267404 107.036016 19/04/19 02.57 3.149 108 1.99 

4239 -6.293342 106.820029 10/04/19 01.31 10 288 1.01 
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B. Data Preprocessing 

The next step is to pre-process the data to create trajectory, 
the data includes the point of trajectory of captured trips. The 
trips were divided based on the trajectory ID, and the minimum 
and maximum trajectory times recorded for each trip were used 
to determine the PUDO information. The result of dataset 
contains in total 55,988 trajectories with the distribution of 
number of trips is show in Fig. 1. 

The daily distribution of trips is depicted in Fig. 1. We 
simply display the relative frequency of travel requests 
discussed in this article in order to maintain data 
confidentiality. As seen in Fig. 1(a) pick-up (PU) time, the 
temporal travel demand is typically distributed over the normal 
working day. Between 6 P.M and 12 noon, it is relatively high, 
but after that, the tendency begins to decline until 9 P.M. The 
trend then went upward once more until 10 P.M. The same 
trend also occurs in drop-off (DO) time, presented in Fig. 2(b). 

C. Proposed Method 

The main analysis involves applying the Density-Based 
Spatial Clustering of Applications with Noise (DBSCAN) 
method to the preprocessed data to identify clusters of PUDO 
locations. DBSCAN was introduced by Ester et al [23], which 
is a clustering algorithm commonly used in data analysis to 
identify clusters of data points based on their spatial density. 

It's particularly useful when dealing with data where 
clusters might have irregular shapes and varying densities. The 
algorithm categorizes data points into three main types [24]: 
core points, border points, and noise points. A core point is a 
data point that has at least a specified number of neighbor 
points (minpts) within a certain distance ( ). These points are at 
the heart of a cluster. A border point is a point that is within the 
   distance of a core point but doesn't have enough neighbors to 
be considered a core point itself. And finally, noise points are 
any points that are neither core nor boundary points. 

The following steps make up the algorithm [25]: 

1) Identify the core points or points visited by more than 

minpts neighbors by locating all neighbor points within  . 

2) Make a new cluster for each core point if it hasn't 

already been done so. 

3) Find all points connected to it by density recursively, 

then group them with the core point in the same cluster.  

4) Points   and   are said to be density connected if point 

  has a significant number of points in its neighbors and both 

of those points are close to the  . Chains are used in this 

process. Inferring that   is a neighbor of  , if   is a neighbor 

of  ,   is a neighbor of  , and   is a neighbor of  , then   is a 

neighbor of  . 

5) Iteratively go over the remaining unexplored points in 

the dataset. All points that do not form a cluster are considered 

noise. 

In this paper, we modified the DBSCAN algorithm from 
Kambe and Pe [25] to better suit the ride-hailing context by 
creating a function called DBSCAN_FIT that takes three 
parameters: x (dataset),   (epsilon, the maximum distance 
between two points to be considered in the same cluster), and 
minpts (the minimum number of samples in a cluster). This 
function utilizes the DBSCAN algorithm to cluster the data and 
produces visualizations of the clusters, including those labeled 
as noise (points not belonging to any cluster). Additionally, the 
function calculates centroids for each cluster and assesses the 
amenity around each centroid. The pseudocode for the 
DBSCAN_FIT is shown in Algorithm 1. 

To obtain the amenity information with function 

get_amenity, we used OpenStreetMap (OSM) data to 
identify the facilities or points of interest around each centroid. 
Specifically, we used the OSM API to query the database for 
the amenities within a certain radius of each centroid. We then 
used the OSM tags to extract the names of the amenities and 
assigned them as labels to the corresponding clusters. At a 
given average latitude on Earth, we use the number 111,320 as 
a conversion factor to translate differences in degrees of 
latitude or longitude into distances in kilometers. 

  
(a) (b) 

Fig. 1. Distribution average of (a) pick up time and (b) drop off time.
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Algorithm 1. DBSCAN_FIT 

Input  : x (dataset), eps, minpts 

Output : labels, centroid, amenity 

Funnction DBSCAN_FIT(x, eps, minpts){ 

 dbs = DBSCAN(eps,minpts) 

     dbs.fit(X) 

     labels = dbs.labels_ 

     label_unique = pd.Series(labels).value_counts() 

 if label_unique.shape[0]>2 { 

  cent = [] 

         amen = [] 

     for i in range(max(labels)+1){ 

           centroid = (X[labels==i].mean().values/111.320) + np.array([min_lat,min_lon]) 

           centroid += [centroid] 

           amenity = get_amenity(centroid[0], centroid[1], eps*4*1000) 

           amenity += [amenity] 

  } 

 } 

      else  

  return 0 

return labels, centroid, amenity  

} 

D. Cluster Performance Measure 

To evaluate the quality and coherence of clusters obtained 
through clustering algorithms, the Silhouette Coefficient (SC) 
was used. It quantifies the cohesion and separation between 
clusters. Ranging from -1 to 1, a higher SC indicates well-
defined clusters where data points are closer to their own 
cluster members than to others. A score close to 0 suggests 
data points on cluster boundaries, while negative scores 
indicate potential misassignments [26].  

A higher SC would indicate well-defined clusters of PUDO 
points, highlighting their coherence and separation from other 
clusters. This metric becomes essential in assessing the 
accuracy of clustering results and validating the effectiveness 
of algorithms. The silhouette score guides the determination of 
how accurately identified hotspots represent distinct patterns, 
thereby enhancing the credibility of the hotspot identification 
approach in ride-hailing transport services. 

III. RESULT AND DISCUSSION  

A. Experimental Result 

Our research focuses on the complex interaction of epsilon 
( ) values in the DBSCAN_FIT algorithm in order to do a 
thorough study of clustering results. To achieve this goal, we 
conducted a preliminary analysis of the data and found that 
minpts values below 50 did not produce enough clusters to be 
useful for hotspot identification, while values above 100 
resulted in too many clusters, making it difficult to identify 
meaningful patterns. Therefore, we chose to focus on minpts 
values of 50 and 100 in our analysis and visualization, as these 
values produced the most meaningful results for hotspot 
identification. In Fig. 2, the outcomes of this investigation are 
graphically summarized. Fig. 2(a) shows the silhouette value 
for pick up and Fig. 2(b) shows the silhouette value for drop-
off. 

 

  
(a) (b) 

Fig. 2. Variation epsilon (ε) value for the (a) pick up and (b) drop off.
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The graph on Fig. 2, the graph illustrates the variation in 
the silhouette coefficient with changing values of  . Two 
curves are depicted, one for a minimum number of points 
(minpts) set at 50, and the other for minpts set at 100. The 
results indicate that, for minpts 50, the silhouette coefficient 
(SC) tends to decrease as   increases, suggesting a negative 
impact on clustering quality. In contrast, for minpts 100, the SC 
exhibits fluctuations, with some   values resulting in higher 
coefficients. From the graph, it can be inferred that for minpts 
100, the SC is more stable and potentially yields better 
clustering results compared to minpts 50 within a specific 
range of   values. 

Furthermore, it is evident that the minpts value plays a 
pivotal role. The minpts 100 configuration consistently 

outperforms minpts 50, yielding higher SC values. So in this 
study minpts 100 is used as a reference to find the optimal 
number of clusters. Compare the value of the SC with the 
number of clusters formed presented in the Fig. 3. 

The number of clusters formed ranging from 3 to 37 
presented by Fig. 3. In the context of hotspot identification, a 
higher number of clusters can provide a more detailed picture 
of variations in the distribution of hotspots. However, on the 
other hand, the SC value is also important because it 
determines the quality and coherence between clusters. So the 
optimal number of clusters was chosen as 17 clusters for the 
PU location and 18 clusters for the DO location. So that the 
map distribution of PUDO locations is illustrated in Fig. 4. 

  

(a) (b) 

Fig. 3. Silhouette coefficient and number of clusters of (a) pick up and (b) drop off.

  
(a) (b) 

Fig. 4. The map distribution of (a) pick up location and (b) drop off location.
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(a) (b) 

Fig. 5. Number of trips (relative frequency) in cluster (a) pick up and (b) drop off.

The distribution of PUDO locations inside each cluster is 
shown in the Fig. 5. The cluster number is represented on the 
x-axis, while the number of trips inside each cluster is 
represented on the y-axis, in relative frequency. This 
information is crucial in our effort to locate hotspots for 
application-based transportation services. These findings are 
directly related to our study's primary objective, which was to 
develop a special technique for identifying hotspots by closely 
analysing PUDO patterns. We have learned a lot from the 
clustering analysis. With the parameters  : 0.25 and minpts: 
100, the ideal cluster structure specifically produced 17 clusters 
for the PU localization analysis, showing an outstanding SC of 
0.752. On the other hand, the DO location analysis revealed 18 
clusters with a silhouette coefficient of 0.694. These clusters 
have varied levels of activity, as seen by the bar chart in Fig. 5, 
indicating the existence of distinct hotspots throughout the 
transportation network. 

Based on Fig. 4 and Fig. 5 show that the highest hotspots 
for both pick-up and drop-off sites. It follows that these places 
represent prospective areas that could be used to enhance 
driver trips. Using the methods we propose, most potential 
hotspots are presented in Table II along with their amenity 
labels. 

B. Discussion 

To assess the performance of clustering, we conducted a 
comparative analysis with two distinct inpuvts values: 50 and 
100, while exploring the influence of the   parameter across a 
range from 0.15 to 0.5. The Silhouette Coefficient (SC) served 
as our evaluation metric [26]. Our findings are consistent with 
previous studies that have examined the impact of the   
parameter on DBSCAN clustering [23] [24]. For example, [23] 
found that larger values of   can lead to the formation of overly 
large clusters, which can reduce the effectiveness of the 
clustering algorithm. Similarly, [24] found that larger values of 
  can lead to a decrease in the quality of the clustering results. 
Our study builds on these findings by examining the impact of 
both the   parameter and the minpts value on the performance 
of clustering in the context of ride-hailing services. 

One important aspect of the study is the influence of 
algorithm parameters on the clustering results. The study found 

that the results obtained from the clustering method are 
sensitive to parameter selection, including epsilon radius and 
minimum number of points needed to form a cluster. The study 
explored the influence of the   parameter across a range from 
0.15 to 0.5 and found that for minpts 50, the SC tends to 
decrease as   increases, suggesting a negative impact on 
clustering quality. In contrast, for minpts 100, the SC exhibits 
fluctuations, with some eps values resulting in higher 
coefficients.  

Although our study does not explicitly mention the most 
surprising results, we found that our approach of analyzing 
pick-up and drop-off (PUDO) patterns was effective in 
identifying hotspots in ride-hailing transport services. Our 
analysis revealed commuting patterns of users and different 
hotspots in the transportation network. In this study, several 
limitations were identified that require careful consideration. 
Firstly, the dataset utilized in this research was limited to a 
single ride-hailing service, which may limit the generalizability 
of the analysis results to other services. Secondly, this study 
only accounted for factors such as time and location in the 
PUDO analysis, while other factors such as weather or special 
events in certain areas may influence PUDO patterns and were 
not considered in this study. 

TABLE II. THE POTENTIAL HOTSPOT 

Cluster Type 
Center 

Latitude 

Center 

Longitude 
Amenity 

0 PU 
-
6.2210668 

106.824997 

restaurant: Planet Hollywood 
Jakarta / cinema: Setiabudi 

21 / fuel: SPBU / restaurant: 

Loewy / restaurant: Bakso 
Solo  

2 DO 
-
6.1999132 

106.824234 

nightclub; restaurant: 

DanceSignal Spot - 

Immigrant / 
parking_entrance: restaurant: 

Lanna Thai / cafe: nan / 
restaurant: Skye 

IV. CONCLUSIONS 

Our study reveals that DBSCAN_FIT clustering with    
0.25 minpts: 100 and yields 17 clusters for PU locations and 18 
clusters for DO locations, demonstrating their potential as 
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hotspots in ride-hailing services. However, the limitation lies in 
the trade-off between cluster quantity and quality. A more 
comprehensive understanding of ride-hailing hotspots is 
achieved, emphasizing the need for a balance between cluster 
granularity and silhouette coefficients. Other researchers can 
use our method of analyzing hotspots through PUDO patterns 
to find hotspots in other transportation networks. This approach 
can help improve efficiency and help drivers optimize the 
routing of transportation services. 

Future studies should consider utilizing datasets from 
multiple ride-hailing services to enhance the generalizability of 
the analysis results. And, additional factors such as weather or 
special events in certain areas should be taken into account in 
the PUDO analysis to provide a more comprehensive 
understanding of the factors that influence PUDO patterns. 

ACKNOWLEDGMENT 

This work was supported by Directorate General of Higher 
Education, Research, and Technology, the Ministry of 
Education, Culture, Research, and Technology Indonesia under 
Grant No. 1911/UN1/DITLIT/Dit-Lit/PT.01.03/2022. 

REFERENCES 

[1] X. Shen, L. Wang, Q. Pei, Y. Liu, and M. Li, “Location Privacy-
Preserving in Online Taxi-Hailing Services,” Peer-to-Peer Netw. Appl., 
vol. 14, no. 2021, pp. 69–81, 2021. 

[2] Z. Xiong, Jian Li, and H. Wu, “Understanding Operation Patterns of 
Urban Online Ride-Hailing Services: A Case Study of Xiamen,” Transp. 
Policy, vol. 101, no. August 2020, pp. 100–118, 2021, doi: 
10.1016/j.tranpol.2020.12.008. 

[3] B. Zhang, S. Chen, Y. Ma, T. Li, and K. Tang, “Analysis on 
Spatiotemporal Urban Mobility Based on Online Car-Hailing Data,” J. 
Transp. Geogr., vol. 82, no. February 2019, p. 102568, 2019, doi: 
10.1016/j.jtrangeo.2019.102568. 

[4] M. Veloso, S. Phithakkitnukoon, and C. Bento, “Sensing Urban Mobility 
with Taxi Flow,” in Proceedings of the 3rd ACM SIGSPATIAL 
International Workshop on Location-Based Social Networks, 2011, pp. 
41–44, doi: 10.1145/2063212.2063215. 

[5] Y. Liu, C. Kang, S. Gao, Y. Xiao, and Y. Tian, “Understanding Intra-
Urban Trip Patterns From Taxi Trajectory Data,” J. Geogr. Syst., vol. 
14, no. 4, pp. 463–483, 2012, doi: 10.1007/s10109-012-0166-z. 

[6] F. A. Silva, C. Celes, and A. A. F. Loureiro, “Filling the Gaps of 
Vehicular Mobility Traces Categories and Subject Descriptors,” Proc. 
18th ACM Int. Conf. Model. Anal. Simul. Wirel. Mob. Syst. (MSWiM 
’15), pp. 47–54, 2015. 

[7] A. Keler, J. M. Krisp, and L. Ding, “Detecting Vehicle Traffic Patterns 
in Urban Environments Using Taxi Trajectory Intersection Points,” Geo-
Spatial Inf. Sci., vol. 20, no. 4, pp. 333–344, 2017, doi: 
10.1080/10095020.2017.1399672. 

[8] M. Fang, L. Tang, Z. Kan, X. Yang, T. Pei, and Q. Li, “An Adaptive 
Origin-Destination Flows Cluster-Detecting Method to Identify Urban 
Mobility Trends,” pp. 1–17, 2021, [Online]. Available: 
http://arxiv.org/abs/2106.05436. 

[9] E. R. Magsino, A. J. Abello, and J. M. Lalusin, “Taxi Hotspots 
Identification through Origin and Destination Analysis of Taxi Trips 
using K-means Clustering and H-indexing,” J. Phys. Conf. Ser., vol. 
1997, no. 1, 2021, doi: 10.1088/1742-6596/1997/1/012006. 

[10] S. Mohammed, A. H. Alkhereibi, A. Abulibdeh, R. N. Jawarneh, and P. 
Balakrishnan, “GIS-based spatiotemporal analysis for road traffic 
crashes; in support of sustainable transportation Planning,” Transp. Res. 

Interdiscip. Perspect., vol. 20, no. January, p. 100836, 2023, doi: 
10.1016/j.trip.2023.100836. 

[11] S. Dutta, A. Das, and B. K. Patra, “CLUSTMOSA: Clustering For GPS 
Trajectory Data Based on Multi-Objective Simulated Annealing to 
Develop Mobility Application,” Appl. Soft Comput., vol. 130, p. 
109655, 2022, doi: 10.1016/j.asoc.2022.109655. 

[12] S. Wang, Z. Bao, J. S. Culpepper, and G. Cong, “A Survey on 
Trajectory Data Management, Analytics, and Learning,” ACM Comput. 
Surv., vol. 54, no. 2, 2021, doi: 10.1145/3440207. 

[13] D. Zhou, R. Hong, and J. Xia, “Identification of Taxi Pick-Up and Drop-
Off Hotspots Using The Density-Based Spatial Clustering Method,” in 
CICTP 2017: Transportation Reform and Change - Equity, 
Inclusiveness, Sharing, and Innovation - Proceedings of the 17th COTA 
International Conference of Transportation Professionals, 2018, no. 
January, pp. 196–204, doi: 10.1061/9780784480915.020. 

[14] X. Qian, W. Zhang, S. V. Ukkusuri, and C. Yang, “Optimal Assignment 
and Incentive Design in The Taxi Group Ride Problem,” Transp. Res. 
Part B Methodol., vol. 103, pp. 208–226, 2017, doi: 
10.1016/j.trb.2017.03.001. 

[15] A. Fielbaum, “Optimizing a Vehicle’s Route in an On-Demand 
Ridesharing System in Which Users Might Walk,” J. Intell. Transp. 
Syst. Technol. Planning, Oper., vol. 26, no. 4, pp. 432–447, 2022, doi: 
10.1080/15472450.2021.1901225. 

[16] J. Tang, Urban Travel Mobility Exploring with Large-Scale Trajectory 
Data. Elsevier Inc., 2018. 

[17] R. K. Gunawan and Susilawati, “A Study of Spatiotemporal Distribution 
of Mobility-On-Demand in Generating Pick-Up/Drop-Offs Location 
Placement,” Smart Cities, vol. 4, no. 2, pp. 746–766, 2021, doi: 
10.3390/smartcities4020038. 

[18] H. Yu, Z. Li, G. Zhang, P. Liu, and J. Wang, “Extracting and Predicting 
Taxi Hotspots in Spatiotemporal Dimensions Using Conditional 
Generative Adversarial Neural Networks,” IEEE Trans. Veh. Technol., 
vol. 69, no. 4, pp. 3680–3692, 2020, doi: 10.1109/TVT.2020.2978450. 

[19] L. Zhang, Z. He, X. Wang, Y. Zhang, J. Liang, and G. Wu, “Pick-Up 
Point Recommendation Using Users’ Historical Ride-Hailing Orders,” 
in Wireless Algorithms, Systems, and Applications, 2022, pp. 393–405. 

[20] Y. Wang and J. Ren, “Taxi Passenger Hot Spot Mining Based on a 
Refined K-Means++ Algorithm,” IEEE Access, vol. 9, pp. 66587–
66598, 2021, doi: 10.1109/ACCESS.2021.3075682. 

[21] R. Rafiq and M. G. McNally, “An Exploratory Analysis of Alternative 
Travel Behaviors of Ride-Hailing Users,” Transportation (Amst)., vol. 
50, no. 2, pp. 571–605, 2023, doi: 10.1007/s11116-021-10254-9. 

[22] X. Huang, Y. Yin, S. Lim, G. Wang, B. Hu, and J. Varadarajan, “Grab-
Posisi: An Extensive Real-Life GPS Trajectory Dataset in Southeast 
Asia,” in Proceedings of the 3rd ACM SIGSPATIAL International 
Workshop on Prediction of Human Mobility, PredictGIS 2019, 2019, pp. 
1–10, doi: 10.1145/3356995.3364536. 

[23] M. Ester, H.-P. Kriegel, J. Sander, and X. Xu, “A Density-Based 
Algorithm for Discovering Clusters in Large Spatial Databases with 
Noise,” in Proceedings of the Second International Conference on 
Knowledge Discovery and Data Mining, 1996, pp. 226–231. 

[24] D. Deng, “DBSCAN Clustering Algorithm Based on Density,” Proc. - 
2020 7th Int. Forum Electr. Eng. Autom. IFEEA 2020, pp. 949–953, 
2020, doi: 10.1109/IFEEA51475.2020.00199. 

[25] J. Ha, M. Kambe, and J. Pe, Data Mining: Concepts and Techniques, 3rd 
ed. Elsevier Inc., 2011. 

[26] P. J. Rousseeuw, “Silhouettes: A Graphical Aid to The Interpretation 
and Validation of Cluster Analysis,” J. Comput. Appl. Math., vol. 20, 
no. C, pp. 53–65, 1987, doi: 10.1016/0377-0427(87)90125-7. 

 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

844 | P a g e  

www.ijacsa.thesai.org 

Learning Engagement of Children with Dyslexia 

Through Tangible User Interface: An Experiment

Siti Nurliana Jamali
1
, Novia Admodisastro

2
, Azrina Kamaruddin

3
, Sa’adah Hassan

4
 

Faculty of Computer Science and Information Technology 

Department of Software Engineering and Information System 

Universiti Putra Malaysia, Serdang, Malaysia 

 

 
Abstract—This paper presents the evaluation of a mobile 

application employing Tangible User Interface (TUI) technology 

to enhance the educational involvement of children experiencing 

dyslexia. The primary objective of this application is to assist 

these children in overcoming challenges related to reading, 

spelling, pronunciation, and writing, issues often associated with 

lower self-esteem and dissatisfaction in an academic setting. The 

study adopts a User-Centered Design (UCD) approach, focusing 

on the specific needs and preferences of children with dyslexia 

during development. The evaluation involved 30 children with 

dyslexia, divided into two groups: a control group utilizing the 

non-tangible DisleksiaBelajar mobile app (DB) and a treatment 

group utilizing the DisleksiaBelajar 3D Tangible (DB3dT) app, 

which incorporates tangible elements. Results indicated that the 

DB3dT app achieved significantly higher usability scores (79.5%) 

compared to the DisleksiaBelajar app (51%). Furthermore, the 

treatment group utilizing the DB3dT app surpassed the control 

group in learning performance. In summary, the evaluation 

demonstrated that integrating tangible elements into the DB3dT 

app notably enhanced the learning experience for children with 

dyslexia when compared to the non-tangible DisleksiaBelajar 

app. The children exhibited increased engagement and a 

willingness to repeat activities, suggesting potential 

advancements in learning outcomes and performance. 

Keywords—Dyslexia; Tangible User Interface; mobile 

application; user centered design; engagement 

I. INTRODUCTION 

Dyslexia is a learning disorder which is commonly found 
to have difficulty explicitly in language. Children with 
dyslexia tend to have language difficulty that leads them to be 
incompetent in reading skills, word recognition, differentiate 
the sound of letters, recognize mirror letters, and create the 
syllables in the sentences. Besides, dyslexic students also may 
face difficulty with spelling, writing, and speaking. In current 
teaching method, dyslexic students have limitation as the 
study material unable to offer feedback in learning and 
multisensory technique is not being embraced appropriately 
[1]. 

Multisensory techniques are required to allow dyslexic 
students to use all senses such as touch, see, hear, and 
kinesthetic movements in learning to read, make sound of the 
letters correctly and recognize, and distinguish the mirror 
letters. Besides, the current teaching module has constraints in 
terms of delivery to the students while learning. For instance, 
teachers are required to teach single sound values or letter 
sounds, word recognition and phonological awareness module 

such as rhyming and blending the words to the students which 
relying heavily on the teachers as well as required to teach 
one- to -one to students which lead to extremely labor 
intensive, and prolonged in performing the teaching procedure. 
This teaching module can be a real challenge to deliver and 
difficult to produce the sound of the letters correctly to 
students. 

An appropriate tangible interaction learning model is 
developed to promote interactive and engaging learning 
experiences for dyslexic students to improve the current 
teaching approach [32]. One technique that has extremely 
beneficial in learning for dyslexic students is incorporating 
Tangible User Interface (TUI). TUI provides numerous 
advantages such as fun learning, collaboration, and support for 
children with dyslexia in learning mostly in language [2, 3]. 
TUI allows users to interact with physical objects in the real 
world, connecting to the digital information in the virtual 
world and including spatial and embodied facilitation. The 
advancement of interactive systems has been propelled by the 
increasing availability of novel devices and methods of 
interaction. Users now have access to a range of innovative 
interactive technologies across various application domains, 
including natural user interfaces, multi-touch displays, 
cameras, and sensor-based interactions [28]. 

TUI has been applied with success to children with special 
education needs. The works in [12, 13, 14, 15, 16, 17, 31] 
collectively demonstrate the benefits of tangible interaction 
for children with Dyslexia and Attention Deficit Hyperactivity 
Disorder (ADHD). TUI provides a suitable method for 
engaging children in playful learning and has been shown to 
facilitate improvements in reading, spelling, writing, and letter 
sound correspondence skills, as well as higher retention 
abilities in learning environments. The incorporation of tactile 
and multisensory elements enhances the learning experience, 
promoting exploratory activities and offering a playful 
learning environment that supports the unique needs of 
children with dyslexia. Overall, TUI has proven to be an 
effective approach in supporting the learning and development 
of children with dyslexia. 

In research [29] discussed systematic mapping of toy user 
interfaces which focus on physical tangible toys and revealed 
the opportunities of TUI in education domain. As an example, 
in [30], the authors furnish a comprehensive examination of 
the TUI. They delve into its functional characteristics, present 
various application cases, and explore the design and 
application considerations related to TUI in the context of 
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education. This paper presents the evaluation of TUI system 
using experiment for children with dyslexia in improving 
learning engagement. 

The structure of the study is based on the following: 
Section II will present the literature review, Section III will 
present the methodology used in the research, Section IV and 
Section V will present the results and discussion, Section VI 
will present the conclusion and future work. 

II. LITERATURE REVIEW 

A. Tangible User Interface (TUI) 

Over the years the benefits of TUI have been rapidly 
expanded to build embedded and cooperating user experiences. 
TUI allows the interaction of physical items known as 
tangibles with computer applications. TUI has several inherent 
benefits compared to traditional user interfaces (e.g., keyboard 
or mouse interfaces), with a natural environment and rapid 
haptic feedback when users get both digital and physical 
feedback. Research demonstrates TUI enables students to 
participate in learning activities cognitively, emotionally, 
physically, and socially. TUI is also recognizable to students 
who have difficulty with learning such as dyslexics. Dyslexia 
is an impairment in the language that affects reading, writing, 
speaking, and listening. The conventional dyslexia learning 
using multi-sensory procedure has proven to be effective in 
assisting individuals to learn. However, owing to its rigorous, 
extended, and one-on-one teaching procedure, this method is 
highly demanding. 

For children with dyslexia, who benefit from multisensory 
learning, TUI offers advantages through tactile and kinesthetic 
modalities that are absent in GUI. These modalities enhance 
the learning experience for these children, providing them 
with a more engaging and effective learning environment. For 
children with dyslexia, it is crucial to incorporate tactile and 
kinesthetic senses when designing TUI systems for teaching 
them to read and write. By considering their specific needs, 
the design space must include necessary guidelines that 
highlight not only the interface but also the learning styles, 
learning activities, dyslexia learning methods, student's level, 
and feedback. 

TUI in children's learning has garnered significant interest 
due to its benefits. One such benefit is that tangible interaction, 
which utilizes embodiment and various forms of feedback 
(e.g., audio, visual, and haptic), supports different learning 
styles of children [4]. TUI in learning is commonly 
incorporated into play activities, which have the potential to 
promote the cognitive, motor, and physical development of 
children. When children play, they engage their cognition to 
think, explore, and enjoy the learning process. However, 
ensuring children's engagement in learning poses significant 
challenges [5, 6]. 

B. Engagement 

One of the most important aspects in learning performance 
is student engagement. This is because level of engagement 
leads to improved retention, which improves learning 
performance [7]. In the teaching and learning of children with 
dyslexia, engagement functions as a nonverbal behavior that 

necessitates attention. In the context of children with dyslexia, 
learning engagement is often a big struggle due to the 
difficulties they face such as They may feel frustration and 
anxiety due to their difficulties in reading and writing, leading 
to negative attitudes toward learning, emotional outbursts, or 
withdrawal from academic tasks [8]. These struggles can 
impact self-esteem, giving rise to feelings of inadequacy and 
reluctance to participate in school activities [9]. As a coping 
mechanism, children with dyslexia may exhibit avoidance 
behaviors, such as avoiding reading or writing tasks, resisting 
class participation, or hiding their difficulties from others [10]. 
Consequently, they may struggle to maintain focus during 
reading or writing tasks, leading to distractibility and 
difficulty staying on task. This can significantly affect their 
overall academic performance and hinder their ability to 
engage in learning activities and follow instructions [11]. 

C. Related Works 

TUI has been utilized as an assistive technology in 
educational settings for children with learning difficulties. In 
this context, six TUI learning systems related to language 
learning for children with special needs are discussed. The 
first system, Character Alive [12] a TUI system to support 
children with dyslexia aged between 5-7 years old in reading 
and writing skill was developed. The system emphasized on 
the learning Chinese literacy acquisitions for Mandarin 
language and provides multisensory approach to allow 
children in reading and writing of the Chinese characters and 
words. The system incorporates tangible objects which use 
dynamic color cues, 2D tangible cards and provide intuitive 
feedback such as audio, tactile and visual using animations 
representations. The function of using color cues in the system 
to inform children on the common patterns of similar 
characters. Besides, children can arrange and organize the 2D 
tangible cards which allow them on the tactile feedback and 
kinesthetic learning environment. Moreover, the use of 
animation in the system can capture children attention and 
enable them to memorize the Chinese characters effectively. 
Though, the work is still in progress which the researcher has 
not conducted any usability testing to evaluate in terms of the 
effectiveness of the system. 

The second system PhonoBlocks [13] a TUI system 
developed for reading that uses dynamic colour cues 
embedded in 3D tangible letters to provide additional 
decoding information and modalities for children aged 5-8 
years old, who are having difficulty learning to decode 
English letter-sound pairs. The work has addressed several 
TUI design guidelines in assisting dyslexic to read such as 
spatiality, various types of interaction modalities, and multiple 
ways of letter representation as well as structured procedures. 
PhonoBlocks allows simultaneous use of visual, auditory as 
well as kinesthetic or tactile approach in both physical and 
digital representations. It also focuses on the 3D design of 
tangible letters which facilitates dyslexic children to learn 
letter as a basis rather than words because they often struggle 
with letter-sound correspondences and mirror-letter such as b 
and d. 

Third, Block Talks [14] is a system that combines TUI and 
augmented reality (AR) to support children aged 8-10 in 
learning English sentence construction. The system utilizes 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

846 | P a g e  

www.ijacsa.thesai.org 

tangible blocks that represent different elements of a sentence, 
such as subjects, verbs, and objects. Children can physically 
manipulate and arrange these blocks to create meaningful 
sentences. This hands-on approach provides a structured and 
scaffolded learning experience that fosters language 
development and helps children grasp grammar rules and 
sentence formation. The engagement and fine motor skills 
involved in the tangible interaction promote a deeper 
understanding of sentence structure. Additionally, AR 
technology enhances the learning experience by providing 
visual and auditory feedback, contextual information, and 
interactive storytelling elements. For example, through the AR 
display on the screen, children can better comprehend 
sentence construction concepts and see their constructed 
sentences come to life. Evaluation results show that Block 
Talks effectively engages children and promotes their 
understanding of sentence structure. The use of TUI with the 
blocks stimulates hands-on learning and facilitates the 
development of language skills, including grammar and syntax. 

Fourth, Interactive Fruit Panel (IFP) [15] is a TUI serious 
game developed to support children with special needs in 
learning an alternative communication system. IFP offers 
three key advantages in facilitating communication skills for 
children with special needs. Firstly, it utilizes a tangible 
interface in the form of a fruit panel, allowing children to 
physically interact with the panel. This hands-on approach 
promotes engagement, fine motor skills, and a multisensory 
learning experience. Secondly, IFP incorporates a serious 
game element, making the learning process enjoyable and 
motivating for children. Finally, IFP is specifically designed to 
address the unique needs of children with special needs in 
learning alternative communication. It provides a structured 
and intuitive interface that supports language and 
communication development, enabling children to express 
themselves effectively. Evaluation findings indicate that when 
children played with IFP, they showed increased concentration 
compared to using traditional games. Moreover, the use of IFP 
resulted in less distraction for the children. 

Fifth, Tactile Letters is a multimodal TUI tabletop system 
developed to teach English alphabet sounds to children with 
dyslexia aged five to six years old [16]. The system utilizes 
texture cues in the form of two sets of tangible letters, each 
consisting of 24 letter cards. Children can choose to interact 
with the 3D tangible letters or use the letter cards on the 
interactive tabletop. When children connect the tangible letters 
correctly, audio feedback is provided to reinforce their 
learning. The design guidelines of this work emphasize 
spatiality, allowing children with dyslexia to decode and 
arrange the letters in their environment. Additionally, multiple 
senses, including audio, visual, and tactile, are incorporated 
into the prototype. By providing a hands-on and multisensory 
learning experience, Tactile Letters aims to improve letter 
recognition and enhance visual processing for children with 
dyslexia. The evaluation results indicate that the incorporation 
of texture cues successfully captures the participants' attention 
and increases their engagement with the program. The 
inclusion of frequent kinesthetic movement promotes brain 
activity and aids in word retention, surpassing the 
effectiveness of traditional flashcards. Participants expressed 

interest in the program and gained knowledge from the 
phonics-based reading program. Tactile Letters serves as a 
potential reading tool for children with dyslexia, assisting 
them in independent reading practice and learning, 
complementing their regular classroom instruction. 

Six, TraceIt is another tool designed to support children 
with dyslexia in reading through a hands-on and interactive 
learning activity [17]. TraceIt utilizes air tracing interaction to 
improve letter formation and enhance visual processing. The 
program incorporates color-based physical objects and offers a 
multisensory learning experience. The evaluation results 
reveal that the air tracing interaction technique successfully 
captures the participants' attention and increases their 
engagement with the program. The inclusion of frequent 
kinesthetic movement promotes brain activity and aids in 
word retention, surpassing the effectiveness of traditional 
flashcards. Participants not only expressed interest in the 
program but also gained knowledge from the phonics-based 
reading program. TraceIt demonstrates good potential as a 
reading tool for children with dyslexia, providing a playful 
and interactive learning environment that complements their 
regular classroom instruction. 

The works by [12, 14, 15, 16, 17] collectively demonstrate 
the benefits of TUI for children with dyslexia. TUI provides a 
suitable method for engaging children in playful learning and 
has been shown to facilitate improvements in reading, spelling, 
writing, and letter sound correspondence skills, as well as 
higher retention abilities in learning environments. Overall, 
TUI has proven to be an effective approach in supporting the 
learning and development of children with dyslexia. 

III. METHODOLOGY 

User-Centered Design (UCD) was adopted in this study, 
which involves understanding the user and their needs and 
context throughout the entire process from user requirements 
to evaluation stages. UCD consists of four phases: 
understanding the context, specifying user requirements, 
designing solutions, and evaluating against the requirements 
[18]. In this research, UCD was incorporated to develop a 
prototype and gain a deep understanding of users by involving 
them in the design process and product development. The 
focus was on meeting users’ needs and improving their 
experience with the proposed solutions. 

A. The Experiment 

A quasi experiment was conducted in DAM centers in 
Ampang and Bandar Baru Bangi that aimed to evaluate the 
effectiveness of the DB3dT app in engaging students with 
dyslexia. Due to the limited number of participants available 
for randomization, a quasi-experiment was chosen. The 
participants in this study were children with dyslexia who 
were already attending predetermined classes in the DAM 
centers and were assigned to an eight-week intervention 
conducted within their school setting. These children were 
classified based on their level of study, which included 
beginner, intermediate, and advanced levels. The experiment 
consisted of two groups: the control group and the treatment 
group. The control group comprised 15 children with dyslexia 
who did not receive any stimulus. In their case, a non-tangible 
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approach using the DisleksiaBelajar mobile app was provided. 
On the other hand, the treatment group consisted of 15 
children with dyslexia who received stimulus in the form of 
the DB3dT app. For this group, tangible objects such as 
tangible cards and toys were prepared to enhance their 
interaction with the app (see Fig. 1). The children in the 
treatment group engaged with the DB3dT app through task 
activities specifically prepared for them. 

 

Fig. 1. The tangible objects- flashcards, 3D alphabet and toy. 

B. The Procedure 

The experiment was conducted on school property, 
utilizing a private space provided by the school principal. The 
location for the evaluation activity was assigned by the teacher 
and chosen based on its convenience, accessibility, and 
suitability for video recording purposes [19]. The decision to 
conduct the experiment in a school setting was aimed at 
providing the participants with a familiar and comfortable 
environment throughout the procedure [20]. Creating a 
comfortable atmosphere was important to promote a sense of 
ease for the participants [21] and ensure their comfort during 
the session [22]. 

  

   
Fig. 2. Experiment with children. 

The session began with an introduction between the 
student, facilitator, and observer to help the student become 
acquainted with the setting and the session. The facilitator 
then explained the instructions regarding the instruments and 
the tasks required. In the control group, fifteen children were 
instructed to use the non-tangible approach using the 
DisleksiaBelajar mobile app. On the other hand, the treatment 
group, comprised of another fifteen children, were asked to 
use the tangible approach with the DB3dT app. Throughout 
the experiment, a facilitator was present near the students to 
assist them in using the application. An observer was also 
seated in front of the students to observe their engagement 
through facial expressions and behavior. Considering the 
vulnerability factors associated with the participants, such as 
their age and disabilities, maintaining a high-quality 
relationship between the facilitator and students was crucial 
[23] (see Fig. 2). Additionally, the facilitator communicated 
instructions in the Malay language to ensure clarity and 
understanding for the children. 

During the session, whenever a student required assistance, 
such as when they needed help with spelling specific terms or 
when they were unfamiliar with the vocabulary of an object in 
Malay, support was provided and recorded. If a student 
struggled significantly with the exercises and remained 
inactive for a prolonged period, the question was skipped to 
save time and minimize demotivation.  Two mobile tablets 
were utilized during the experiment, specifically for the 
DisleksiaBelajar mobile app and the DB3dT app. The 
DisleksiaBelajar mobile app was developed specifically for 
children aged between 6 to 12 years old with dyslexia, aiming 
to enhance their Malay language skills. Both instruments were 
introduced in this quasi-experiment as entirely new 
approaches. This was done to ensure that neither group of 
dyslexic children had any prior knowledge or bias when using 
these apps. The DB3dT app employed a tangible approach, 
while the DisleksiaBelajar mobile app utilized a non-tangible 
approach. These two apps had similar activity modules 
focusing on phonology, spelling, and reading skills. Prior to 
the start of the experiment, the children with dyslexia were 
introduced to and familiarized with the mobile tablets, 
including learning how to use the camera, and understanding 
the functions and settings of the devices. For the experiment 
setup, materials such as a mobile tablet, a video recorder, and 
a mobile phone were used. The session lasted for 45 minutes 
and was recorded using a video camera for further analysis. 

C. The Instruments 

Several data collection instruments were used in this 
experiment: Tangible approach using DB3dT application, 
non-tangible approach using DisleksiaBelajar application, 
System Usability Scale (SUS), Again-Again Table and 
Observation Form. The SUS serves the purpose of evaluating 
the system's usability from the perspective of dyslexic 
children. In addition, the use of a five-point Smileyometer 
scale, as shown in Fig. 3, allows students to rate their 
experience with the SUS ranging from 1 to 5, with a rating of 
5 representing the most positive response. Fig. 4 displays the 
ten items that are evaluated in this scale. To ensure 
comprehension among children, the items were translated into 
Malay language without altering their original meaning. This 
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instrument has been validated and previously used in the study 
conducted by [24]. As some children may not be able to read 
fluently, facilitators assist in reading the items. The Again-
Again table was utilized to evaluate enjoyment, engagement 
and confirm acceptance of the DB3dT app by children with 
dyslexia that using 3-point Likert scale of ‘Yes, Maybe, No’ 
(Ya, Mungkin, Tidak) as shown in Fig. 5. As described by [25], 
human emotion should be considered when validating user 
acceptance for assessing user experience. The Again-Again 
table from the Fun Toolkit [26] was utilized as a self-reporting 
approach for children. According to [24, 27], the Again-Again 
table was utilized because students are highly likely to 
experience enjoyment when an activity is engaging, making 
them willing to do it again. 

D. The Application 

The DisleksiaBelajar 3d Tangible (DB3dT) application 
was developed based on the proposed learning model [32]. 
The DB3dT app enables children to interact with digital 
information using tangible objects such as tangible letter cards, 
alphabet blocks, and toys in the physical environment. In 
study [12], the author developed a reading augmented reality 
using 2D and 3D cards to compose a character within a word 
and sentences in supporting children Chinese reading and 
writing skills. 

This DB3dT facilitates phonology, spelling, and reading 
skill development specifically tailored to dyslexic learning 
patterns. Through intuitive interaction with tangible objects, 
children can construct words from syllables and view 
augmented reality 3D overlay content on a screen during the 
learning activity. The application incorporates various sensory 
experiences, including tactile, auditory, visual, and kinesthetic 
elements, to strengthen literacy skills. There are five learning 
activity modules in DB3dT app as depicted in Fig. 6. 

 
Fig. 3. Smileyometer. 

 
Fig. 4. The 10-items for system usability scale. 

 
Fig. 5. Again-Again table. 

 
Fig. 6. Five learning activity modules in DB3dT app. 

1) Huruf, Suai Huruf and Suku Kata modules: This 

module focuses on phonology skills, specifically vowels, 

consonants, and syllable exercises. The vowel activity 

evaluates the student's knowledge of vowels, requiring them to 

differentiate vowel sounds and match the world’s first letter in 

the Huruf module. Pictures are provided alongside the words 

to assist students in selecting the correct vowel. On the other 

hand, the consonant practice addresses five common 

consonant mistakes in the Malay language, as shown in Fig. 7. 

This task assesses a learner's ability to identify consonant 

sounds and match them correctly. The syllables exercise 

consists of two types: Vowel + Consonant Vowel (V+CV) and 

three-syllable combinations (CV+CV+CV), among others. 

This activity evaluates the learner's ability to recognize 

pictures, choose the correct syllable, and drag it into the 

appropriate word. To provide a challenge, similar syllables are 

also presented as distractors. In the Suai Huruf module, 

students match initial letters with corresponding pictures. This 

module introduces six letters: b, d, c, e, n, and m, which are 
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known to cause confusion among dyslexic children. The 

objective is to help dyslexic students understand and recognize 

these letters, as shown in Fig. 8. The Suku Kata module 

focuses on sorting and recognizing CV and CVCV syllables 

using picture hints, as depicted in Fig. 9. 

 
Fig. 7. Vowel and consonant activity in the Huruf module. 

 
Fig. 8. Matching initial letters with picture and identify correct letter position 

in the Suai Huruf module. 

 
Fig. 9. Sorting syllables using CVC and CVCV in the Suku Kata module. 

2) Ejaan (Spelling) module: The Ejaan module is designed 

to assist dyslexic children in identifying spelling based on 

picture hints provided at the bottom left of the screen. The 

students are asked to manipulate tangible letters to construct 

the correct spelling. Each letter is accompanied by its 

corresponding sound. An example of the activity involves 

spelling the word "kuda" using CVCV words, as shown in Fig. 

10. Additionally, dyslexic students learn to spell digraphs (ny, 

ng, kh, sy) and diphthongs (ai, au, oi), as depicted in Fig. 11. 

Finally, the module includes an activity where dyslexic 

students need to identify the correct spelling of colors, helping 

them practice spelling words correctly, as depicted in Fig. 12. 

 
Fig. 10. Spell and divide the CVCV in the Ejaan module. 

 

Fig. 11. Spell and divide the CVCV in the Ejaan module. 

 

Fig. 12. Choosing correct colors spelling in the Ejaan module. 

3) Bacaan (Reading) module: This module provides 

children with short passages themed around animals in the 

zoo. Students have the option to read the passages on their 

own or listen to the system narrator by pressing the audio icon. 

They can then select and interact with tangible animal 

figurines displayed on the screen. Four animal figurine toys 

are available for selection: Tiger (Harimau), Rhinoceros 

(Badak sumbu), Turtle (Penyu), and Orang Utan. Students can 

scan the tangible animals, triggering an augmented video of 

the animal along with accompanying sounds and a narration of 

its story. Following the Bacaan module, dyslexic children can 

engage in comprehension exercises by clicking on the Latihan 

icon at the top of the screen. These exercises require them to 

answer questions based on the animal stories they previously 

learned, with three exercises provided for each animal, as 

shown in Fig. 13. 

 
Fig. 13. Reading a short passage and learning comprehension modules. 

IV. RESULTS 

In this study the primary objective is to examine the 
effectiveness of the DB3dT app to enhance student 
engagement in learning for children with dyslexia through a 
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quasi-experiment. We presented descriptive statistics to 
determine the average on-task behavior of the students as a 
measure of the effectiveness of the DB3dT app. The 
experiment results were analyzed for usability testing using 
the System Usability Scale (SUS), usability observations, user 
experience using the Again-Again Table, and a checklist of 
children's performance in learning activities. 

A. Descriptive Statistic 

According to the results presented in Table I, the average 
on-task time for beginner students in the control group, who 
used the non-tangible approach (DisleksiaBelajar mobile app), 
was recorded as 14 minutes and 93 seconds (SD= 2.72). In 
comparison, for the treatment group that used the tangible 
approach (DB3dT app), the average on-task time was recorded 
as 33 minutes and 58 seconds (SD= 6.18). This indicates that 
students in the treatment group were more engaged with the 
activity modules, even at the beginner level. Furthermore, 
among students at the intermediate level, those in the control 
group exhibited an average on-task time of 12 minutes and 49 
seconds (SD= 1.37), while the treatment group recorded an 
average of 31 minutes and 30 seconds (SD= 7.74). This 
translates to a twofold increase in on-task time for the 
treatment group indicating that students using the DB3dT app 
retained their engagement for a longer period compared to 
those using the DisleksiaBelajar mobile app. Some students 
mentioned that the DisleksiaBelajar mobile app was too easy 
for them, leading them to complete tasks quickly. Finally, the 
analysis of average on-task time between the control group 
and treatment group for advanced students was conducted. 

The results showed that students in the control group were 
engaged with the activity modules for approximately 11 
minutes and 39 seconds (SD= 2.72) using the DisleksiaBelajar 
mobile app, whereas the treatment group recorded an average 
of 22 minutes and 54 seconds (SD= 3.73) using the DB3dT 
app. These values indicate that there was a twofold difference 
in on-task time between the two activity modules due to the 

higher mastery level of the advanced students. Since advanced 
students were more proficient in performing the activity 
modules, their engagement time was shorter compared to 
beginner and intermediate levels. Nonetheless, the treatment 
group still retained twice the engagement time compared to 
the control group. This suggests that using the tangible 
approach (DB3dT app) in the treatment group resulted in 
higher engagement levels with the activity modules compared 
to the non-tangible approach used in the DisleksiaBelajar 
mobile app. In general, the adoption of a tangible approach in 
learning activity modules plays a crucial role in measuring 
student engagement based on on-task time. The results clearly 
indicate that students using the DB3dT app spend more time 
engaged compared to students using the DisleksiaBelajar 
mobile app. 

B. System Usability Scale 

Based on these scoring rules, the average score for the 
DB3dT app (tangible approach application) is 79.5%, whereas 
the average score for the DisleksiaBelajar app (non-tangible 
application) is 51%. In conclusion, the DB3dT app with its 
integration of tangible elements like augmented models, 
animations, videos, and text, was found to be more usable for 
students with dyslexia compared to the DisleksiaBelajar 
mobile app. This can be seen in the analysis of each 
questionnaire item, which showed more positive responses 
(odd numbered items) for the DB3dT app versus the 
DisleksiaBelajar app (see Fig. 14). The DB3dT app also had 
fewer negative responses (even numbered items) than the 
DisleksiaBelajar app for most items. For item 5, which asked 
about system function integration, the treatment group scored 
4.3 and the control group scored 4.1, a minor 0.2-point 
difference. This small difference is likely because students felt 
the functions were good in both apps. Overall, the tangible 
elements incorporated in the DB3dT app made it more 
engaging and usable than the non-tangible DisleksiaBelajar 
mobile app for children with dyslexia. 

TABLE I.  RESULT FOR ON-TASK TIME FOR BOTH GROUPS 

 Control Group Treatment Group 

Beginner 18.00 17.17 15.17 12.24 12.1 37.37 24.83 30.19 40.54 34.99 

Average 14.93 33.58 

SD 2.72 6.18 

Intermediate 11.87 14.34 13.51 11.74 11.03 27.31 26.3 43.99 33.4 25.51 

Average 12.49 31.30 

SD 1.37 7.74 

Advanced 10.37 14.89 13.52 9.89 8.3 27.74 18.63 21.12 20.21 25.02 

Average 11.39 22.54 

SD 2.72 3.73 
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Fig. 14. Comparison of SUS score for DB3dT app and DisleksiaBelajar 

mobile app. 

C. Usability from the Observation 

In this study, observational notes were utilized to capture 
the students' signs, expressions, and behavior while interacting 
with both tangible and non-tangible applications. These notes 
were used to make a comparison between the DB3dT app as a 
tangible application and the DisleksiaBelajar mobile app as a 
non-tangible application as shown in Table II. During the 
experiment, it was observed that each student had different 
abilities in responding to the applications. Students at the 
beginner level encountered challenges in answering 
comprehension questions and struggled with reading lengthy 
passages. On the other hand, students at the intermediate and 
advanced levels demonstrated confidence in engaging with the 
activities and were able to answer comprehension questions 
effectively. Based on the observations, two distinct types of 
students emerged: those who were on-task (engaged) and 
those who were off-task (disengaged). Engaged students 
exhibited dynamic concentration and active interaction with 
the application. They required less supervision and 
demonstrated independent participation. In contrast, 
disengaged students displayed various behavioral issues such 
as excessive talking, difficulty sitting still, hyperactivity, fear 
of making mistakes, easy distractibility, and a tendency to 
give up quickly during the activities. The results indicated that 
the tangible approach offered additional advantages for both 
engaged and disengaged students. Using the DB3dT app, both 
types of students remained engaged for longer periods. The 
DB3dT app's activities allowed students to interact with the 
learning materials based on their level of engagement, 
encompassing cognitive, behavioral, and emotional aspects. 

D. User Experience using Again-Again Table 

The Again-Again table was also used to evaluate 
enjoyment and engagement for children with dyslexia. The 
children scored each DB3dT app activity interface that they 
wanted to play again using a 3-point Likert scale of 'Yes, 
Maybe, No'. Thirty children completed the scoring. 
Frequencies of the scales were calculated to analyze the 
activities. This study relates to the work of [27], which used 
enjoyment as a metric to quantify students' emotions while 
interacting with a mobile app for those with speech delays. 
The result in Table III indicates that most children highly 
enjoyed certain DB3dT activities, such as Fonologi Suku Kata 

and Ejaan, with all students willing to play them again. They 
found these activities easy and engaging, attributing their 
enjoyment to the fun tangible letter cards they could arrange 
on the board, interesting 3D visuals on screen, and letter sound 
feedback. Additionally, the children needed minimal 
assistance during these tasks, displaying genuine enjoyment 
and enthusiasm while using the app. In contrast, activities like 
Fonologi Huruf, Fonologi Suku Kata Digraf, and Latihan 
Pemahaman had only 73% agreement among students to play 
again. Some students found these activities more challenging 
due to reading difficulties, needing more facilitator support to 
identify sentences. 

TABLE II.  COMPARISON OF STUDENT’S RESPONSE FROM 

OBSERVATIONAL NOTES 

Study Level 

DisleksiaBelajar mobile 

app (DB) 

(non-tangible) 

DB3dT app 

(tangible) 

Beginner 

● Displayed no reaction 

when they were asked 

about the letters. 
● Kept on trying and 

making mistakes of 

each letter. 

● Amazed with the tangible 
objects. 

● Kept playing with the 

tangible cards and 
figurine toys. 

● Unable to sit still and 
were restless. 

● Got distracted with the 
tangible objects/ cards. 

● Confused by some 

letters, especially 'b' and 
'd', and were unable to 

read long passages 

● Unable to sit still and 
restless. 

● Asked for help from the 

facilitator when doing 
the activity. 

● Followed the words and 

letters when learning 
letters. 

● Bored and wanted to 
quit the activity. 

● Abled to engage with the 

learning activity even 
when facing technical 

issue. 

Intermediate 

● Showed excitement 
when answering the 

questions. 

● Displayed astonishment as 
soon they saw 3D objects 

appearing on the screen. 

● Confidently saying 'yes' 

and finding it easy after 
completing the activity. 

● Clapped their hands when 

scanning tangible objects. 

● Confused by some 

letters, especially 'b' and 
'd', and were unable to 

read long passages 

● Smiled while doing the 
activity. 

Advanced 

● Showed no expression 

and were bored because 
the activity was deemed 

easy. 

● Abled to read the passages 
of the animal story. 

● Felt shy but still wanted 
to do the activity. 

● Excited to use the black 
board to arrange letters. 

● Displayed no expression 
when they answered the 

questions correctly. 

● Smiled when they were 

able to answer the 

learning comprehension 

questions. 

Additionally, 80% of children agreed to play the Fonologi 
Suai Huruf activity again, while only 53% agreed for the 
Bacaan activity. Feedback showed these activities were more 
difficult, with some struggling to read fluently, blend syllables, 
and comprehend long sentences and passages. Overall, the 
findings indicate children prefer activities with tangible 
objects like cards and letters, as these elements greatly 
influence their interest in learning. To enhance the learning 
experience, incorporating visual, audio, and kinesthetic 
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components is crucial. In conclusion, the Again-Again table 
demonstrates the DB3dT app is enjoyable to use. This 
confirms that the children's experiences and feelings while 
engaging with the DB3dT app, as revealed in Table III, align 
with the Again-Again table results. The tangibility elements 
made activities more engaging and fun for children with 
dyslexia. 

E. Performance Checklist 

In this experiment, student engagements were evaluated 
using a performance checklist that consisted of various 
questions related to their learning activities. The purpose of 
utilizing this checklist was to assess their progress in the 
learning tasks and obtain a comprehensive understanding of 
their learning outcomes. The questions covered different 
aspects of phonology learning, including identifying vowel 
and consonant letters, matching letters, learning syllable 
patterns (CVCV, CVC), spelling, and reading short paragraphs 
with 4, 5, and 6 sentences. The total possible score for these 
questions was 40. Both groups were given this performance 
checklist as an exercise based on the learning modules they 
had previously completed. 

TABLE III.  FREQUENCY RESPONSE TO AGAIN-AGAIN TABLE FOR DB3DT 

APP 

Activity 
Would you like to 

play again? 
Frequency 

Fonologi Huruf (Letter 

Phonology) 

Yes 11 

Maybe 4 

No - 

Fonologi Suai Huruf (Letters 
Matching Phonology) 

Yes 11 

Maybe 3 

No 1 

Fonologi Suku Kata 
(Syllables Phonology) 

Yes 15 

Maybe - 

No - 

Fonologi Suku Kata Digraf 

(Digraph Syllables Phonology) 

Yes 11 

Maybe 4 

No - 

Fonologi Suku Kata Diftong 

(Diphthong Syllables 
Phonology) 

Yes 12 

Maybe - 

No 3 

Ejaan (Spelling) 

Yes 15 

Maybe - 

No - 

Bacaan 
(Reading) 

Yes 8 

Maybe 6 

No 1 

Latihan Pemahaman 

(Comprehension Exercise) 

Yes 11 

Maybe 2 

No 2 

The average total score of all 15 participants was 67.5%. It 
is worth noting that the control group scored slightly lower, at 
60%, while the treatment group achieved a score of 65% at the 
beginner level, as depicted in Fig. 15. At the intermediate 
level, the control group attained an average score of 72%, 
whereas the treatment group scored 77% (see Fig. 16). Lastly, 
at the advanced level, the control group obtained an average 

score of 69.5%, whereas the treatment group excelled with an 
average score of 89.5% (see Fig. 17). These results suggest 
that the children with dyslexia in the treatment group 
displayed higher levels of engagement in the learning 
activities across all three proficiency levels compared to the 
control group. 

 

Fig. 15. Beginner level average performance. 

 

Fig. 16. Intermediate level average performance. 

 
Fig. 17. Advanced level average performance. 

V. DISCUSSION 

This section discusses on evaluating the usability aspects 
and engagements of the DB3dT app. The evaluation 
encompasses the main aspect which is the effectiveness of the 
DB3dT app in promoting children's engagement. To evaluate 
the effectiveness of the DB3dT app in promoting student 
engagement, a quasi-experiment was conducted involving 
dyslexic students. The students were divided into control and 
treatment groups to compare the results based on their on-task 
time when using the non-tangible approach using the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

853 | P a g e  

www.ijacsa.thesai.org 

DisleksiaBelajar app (control group) and the tangible 
approach using the DB3dT app (treatment group). The on-task 
time was utilized as a measure of student engagement. The 
results indicated that the treatment group, which used the 
DB3dT app, exhibited better and longer engagement 
compared to the control group using the DisleksiaBelajar 
mobile app, additionally, the hypothesis testing revealed a 
significant effect, indicating that the DB3dT app had a 
significant impact on improving engagement for children with 
dyslexia in the learning process. 

Additionally, the SUS and Again-Again table were used to 
measure DB3dT app usability. Results showed the DB3dT app 
(tangible approach) had higher average usability at 79.5% 
versus 51% for the DisleksiaBelajar app (non-tangible). The 
Again-Again table also measured enjoyment and engagement. 
Most DB3dT activities were found to be fun and enjoyable, 
with children willing to play them again, indicating higher 
engagement. This aligns with research showing increased 
performance from sustained learning engagement [33]. 

The learning performance checklist and exercises also 
showed the treatment group had higher engagement, with 
average total marks of 77.5% compared to 67.5% for the 
control group. The higher scores for the DB3dT app group 
indicate its effectiveness at retaining engagement. In summary, 
usability and engagement metrics showed tangibility elements 
in the DB3dT app enhanced the learning experience for 
children with dyslexia versus the non-tangible 
DisleksiaBelajar app. The children were more engaged and 
willing to replay activities, suggesting potential learning and 
performance improvements. 

VI. CONCLUSION AND FUTURE WORK 

Overall, the effectiveness of the DB3dT app in promoting 
student engagement was evaluated by conducting a quasi-
experiment that involved children with dyslexia. In conclusion, 
the DB3dT app demonstrated positive outcomes in supporting 
children with dyslexia learning the Malay language. The 
tangible elements incorporated in the DB3dT app increased 
engagement and understanding compared to the non-tangible 
mobile app. Based on the findings of this research, it is 
evident that the DB3dT app enhances learning activity and 
improves engagement among children with dyslexia. It also 
provides a usable approach for children in the learning process. 
Considering the constraints of limited time and funds, there 
are several recommendations for future research that can 
further enhance the understanding and application of the 
DB3dT app. For future work, we will replicate this research 
using students with diverse learning disabilities, such as 
dysgraphia or dyscalculia, would allow for an examination of 
how different types of learning disabilities impact the 
behavioral intention to use the DB3dT app accurately. This 
broader applicability of the results would provide valuable 
insights into its effectiveness across various learning 
disabilities. 
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Abstract—One of the largest financial markets on the planet 

is the foreign exchange (FOREX) market. Banks, retail traders, 

businesses, and individuals trade more than $5.1 trillion in 

FOREX daily. It is very challenging to predict prices in advance 

due to the market's complex, volatile, and highly fluctuating 

nature. In this study, the new FOREX Normalization Function 

(FNF) is proposed and used with different models to predict the 

prices of the AUD/USD, EUR/USD, USD/JPY, CHF/INR, 

USD/CHF, AUD/JPY, USD/CAD, and GBP/USD. Two models 

are proposed in this study. The first model contains FNF as a 

normalization and feature extractor, followed by a Convolutional 

Neural Network (CNN). The second model utilizes FNF and a 

Support Vector Regressor(SVR). The forecasts are set for a one-

day timeframe, with predictions made for 1, 3, 7, and 15 days 

ahead. The efficient ability of the proposed method to solve the 

FOREX prediction problem is proven by performing 

experiments on nine real-world datasets from different 

currencies. Additionally, the models are evaluated using Mean 

Absolute Error (MAE) and Mean Squared Error (MSE). 

Applying the presented models to 9 different datasets improved 

the results by an average between 0.5% and 58% of  MAE. 

Keywords—FOREX prediction; CNN; normalization function; 

SVR 

I. INTRODUCTION  

FOREX, also known as "foreign exchange" involves 
changing one currency into another. Every day, traders trade 
trillions of dollars [1]. Due to significant currency rate 
fluctuations, this market is unpredictable, complicated, and 
subject to frequent changes [2]. The market is always open, 
although trading takes place in the four main time zones: 
European, Asian, Australian, and North American [3]. The 
opening and closing hours of each of these zones differ. The 
market is protected from scammers since it takes significant 
money to impact exchange rates. Over the past few decades, 
scholars have become increasingly interested in forecasting 
foreign exchange. Unlike the stock market, the foreign 
exchange market doesn't require large amounts of cash. 
Leverage is one of the most critical tools related to the market. 
Leverage is the process of increasing the future return on 
investment by using borrowed funds[4]. Traders, individuals, 
professionals making expensive purchases, entrepreneurs, and 
investors employ leverage. This approach is beneficial for 
those with little finances and is also a vital element of the 
FOREX market that attracts private and small investors. 

Both technical analysis and fundamental analysis can be 
used to forecast FOREX prices. While technical analysis only 
uses historical time series data to make FOREX market 

predictions, the fundamental analysis considers various 
variables, including the company's and the nation's economic 
and industrial conditions [5]. Algorithmic trading refers to 
trading in which automated programmed algorithms implement 
orders instead of human traders. Algorithmic trading is utilized 
by hedge funds, pension funds, and other financial institutions 
[6], [7]. A lot of work has been put in by both academics and 
trading companies to find possible factors that could lead to 
much higher profits[8]. Numerous studies have attempted to 
forecast the movement of the FOREX market. The most crucial 
decision in FOREX is predicting the direction of currency price 
movement. Accurately forecasting currency prices can yield 
several advantages for traders and vice versa. In recent years, 
the academic community has made a lot of effort to develop 
machine learning models for FOREX market prediction. 

On the other hand, numerous verifiable study types have 
been undertaken to understand and anticipate currency patterns 
in the FOREX market using machine learning algorithms. 
Generally, many methods are categorized into three categories: 
machine learning models, deep learning models, and hybrid 
forms. 

Machine learning algorithms include Random Forest, 
Support Vector Machine, XGBoost, etc. Deep learning-based 
methods demonstrate how advanced neural models can 
significantly enhance prediction results. Like statistical 
methods, these methods require knowledge of effective signals 
to be utilized as input. The researcher utilized deep learning 
methods such as RNN, LSTM, CNN, GRU, and Transformers 
[2]. Long short-term memory (LSTM), a recurrent neural 
network (RNN), excels at modeling temporal patterns and is 
commonly employed in various tasks involving time series 
problems. CNNs are used to analyze price patterns by utilizing 
images of financial data as input [9]. This study attempts to 
answer the following questions: What normalization method 
improves FOREX prediction accuracy? What is the percentage 
of improvement on different dataset results? Which model, 
when used with the FOREX normalization function, gives the 
best results? Therefore, the objectives of this study are to 
utilize the FNF method with various machine and deep 
learning models and to compare the proposed model with two 
baseline models. Then, show the percentage of error reduction 
made by FNF. 

This paper’s primary contributions are summed up as 
follows: 
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 FOREX Normalization Function FNF is proposed to 
predict FOREX prices.FNF generates 84 different 
normalized features. 

 FNF and Convolutional Neural Networks FNF-CNN 
are used in the first model 1 dimension convolution 
layer applied on FNF features to predict the close price 
of the next 1,3,7,15 days. 

 FNF and Support Vector Machine FNF-SVR are used 
in the second model. Four kernels are applied on FNF 
features to predict the close price of the next 1,3,7,15 
days. The forecasts are set for a one-day timeframe. 
Applying the previous models to 9 different datasets 
improved the results by an average between 0.5% and 
58% of  MAE. 

The rest of this research is organized in the following 
manner: Section II reviews the related work, Section III 
provides an overview of the key scientific concepts, and 
Section IV describes the proposed models and their 
architectures, used datasets, evaluation metrics, and training 
configuration. Section V contains the results of the proposed 
models compared to baselines, discussion and ablation study. 
Finally, the paper concludes in Section VI. 

II. RELATED WORK 

Various methods have been used in previous years to 
forecast the FOREX market. Numerous approaches have been 
attempted, mostly based on Artificial Intelligence principles. 
Some methods contain just one processing technique, while 
others combine two or more techniques. Researchers have used 
a variety of linear and nonlinear models for FOREX 
forecasting. Naive models such as Exponential smoothing, 
Autoregressive Moving Average model (ARMA), and 
Autoregressive Conditional Heteroskedasticity models 
(ARCH) and their variants (GARCH, EGARCH, etc.) are some 
of the most often used strategies for modeling volatility in time 
series [10]. Using machine learning methods like artificial 
neural networks (ANN) has been the subject of extensive study 
in recent years. The outstanding quality of ANNs used for time 
series forecasting problems is their innate capacity for 
nonlinear modeling without any assumption regarding the 
statistical distribution being invalid based on the observations. 
The most popular is the multi-layer perceptron (MLP), which 
has one hidden layer. Support vector machines (SVM), initially 
designed to address classification issues, are currently used for 
time series forecasting. Least-square SVM (LS-SVM) and 
Dynamic Least-square SVM are two common SVM models for 
forecasting time series [11]. Some researchers have applied 
deep learning models to predict FOREX prices. Hee Kueh and 
Leonard have proposed a comprehensive intelligent system for 
automated FOREX trading. The algorithm utilizes an ensemble 
methodology to make decisions; each strategy preprocesses 
technical data in order to produce a distinct buy or sell signal. 
The ensemble model takes all the signals from the different 
strategies and uses majority voting logic to decide what to do 
next [12] .The problem with this system is its low accuracy, 
and it was tested only on the EUR/USD dataset. 
Pornwattanavichai and Maneeroj [13] proposed a cascading 
model for the FOREX market. They made forecasts using 

Fundamental Data and Technical indications based on BERT. 
They used the EUR/USD dataset from February 3, 2003, 
through February 28, 2020, which included 4,455 days. 
However, this system has limitations; it has not been tested on 
many datasets. Junior and Appiahene [14] developed a 
conceptual framework centered on a FOREX forecasting 
module that uses the Hurst test to determine whether a time 
series is predictable. They then applied a two-layer stacked 
LSTM architecture and correlation analysis to multiple 
currency datasets, including EUR/AUD, AUD/JPY, and 
AUD/USD. However, the problem with this framework is that 
it is not generalized to many currency pairs or window times. 
Dash S. and Sahu [15] employed a Deep Predictive Coding 
Network Optimized with a Reptile Search Algorithm for short-
term forecasting over three days to forecast exchange rates of 
the CHF/INR, USD/EUR, and AUD/JPY currency pairs. 
However, this system produces a high mean absolute error 
value and does not support long-horizon forecasting. 

Salman and Saeed U proposed the FLF-LSTM model to 
predict EUR/USD prices. They enhanced prediction using a 
custom loss function named FLF with a single LSTM and 
different activation functions [16]. Areej and Mohamed [17] 
used RBF, MLP, and SVM algorithms as classifiers to predict 
the direction of the price and compared them based on 
percentage classification performance. Ikhagvadorj and 
Tsendsuren [18] proposed a framework consisting of seven 
neural networks with different activation functions. The 
outputs of these neural networks are concatenated and then fed 
into the softmax layer to produce probabilities or importance 
weights for each neural network. This model uses extended 
Min-Max normalization for financial time series data. Haixu 
and Jiehui [19] used the Autoformer for long-term FOREX 
price prediction at different time steps (96, 192, 336, 720). 
Autoformer is a variation of the transformer that uses Auto-
Correlation instead of self-attention. Auto-correlation focuses 
on the connections of sub-series among underlying periods, 
while self-attention focuses on the connection between time 
points. 

In conclusion, previous research indicates low results, and 
the impact of preprocessing has not been researched in detail. 
Also, the datasets used were not diverse and did not contain a 
large number of values for the time horizon. This paper 
addresses the impact of data preprocessing and scaling to 
enhance price prediction by using FNF. Nine datasets are used 
in this research, and the horizon values are 1, 3, 7, and 15. FNF 
is used in this paper with different models. The proposed 
models outperform the baselines. 

III. BACKGROUND 

In this section, the necessary context for introducing our 
method is presented. First, CNN, SVM, LSTM, and XGBoost 
are examined. 

A. CNN 

The Convolutional Neural Network (CNN) has 
demonstrated remarkable advances in several domains 
associated with pattern recognition and image processing 
throughout the previous decade. One of the primary advantages 
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of CNNs is their ability to effectively decrease the parameter 
count within Artificial Neural Networks (ANNs) [20].  

1) Convolutional Neural Network Element: To develop a 

comprehensive understanding of (CNNs), it is necessary to 

examine their fundamental components. The input layer 

receives input and transfers it to the convolution layer[21]. 

The parameters of a convolutional neural network are 

arranged into an array of three-dimensional structural units 

called kernels or filters. Let us assume that the filter's 

dimensions in the qth layer are Fq × Fq × dq and    height of 

layer q,    width of layer q. The following equation defines 

the convolutional process from the q-th layer to the (q + 1)th 

layer [22].    

    
     

=    

      

      

      
     

              
   

  (1) 

                 

               ,             

The 3-dimensional tensor W(p,q) =    
     

represents the 

parameters of the pth filter in the qth layer. The indices i, j, and 
k represent the positions along the filter's height, width, and 
depth. The qth layer's feature maps are represented by the 

three-dimensional tensor H(q) =      
   

 [22] 

The pooling layer will then perform downsampling along 
the provided input's spatial dimension. Researchers use either 
max pooling or average pooling [23]. The fully-connected 
layer will perform the same functions observed in conventional 
artificial neural networks. It is also recommended that the 
Rectified Linear Unit (ReLU) activation function be employed 
between these layers to enhance performance [23]. The output 
layer generates the final prediction value [21]. A common 
CNN is shown in Fig. 1 [24]. 

 

Fig. 1. Convolutional neural network architecture [24]. 

B. SVM 

Support Vector Machines (SVM)can be used for prediction 
when the outcome is binary, multinomial, or continuous. 
Classification is a common term for regression with Bernoulli 
outcomes in statistical learning. Multinomial regression is also 
known as multiclass classification. The procedure is called 
regression when the results are continuous [25]. 

1) Support Vector Regression (SVR): In SVR, the  -

insensitive loss function is minimized. If the loss is smaller 

than  , then the loss equals zero. The following equation (2) is 

utilized, known as the simple linear loss function: 

   {
                               |        |   

|        |            
 (2) 

In support vector machines, kernels can achieve nonlinear 
regressions, such as radial basis function (RBF) and 
polynomial kernel [26]. The SVR can also be used with a 
linear kernel. The linear kernel equation is presented in (3), but 
nonlinear kernels are more flexible.  

K(       )= ∑          

 

   
  (3) 

i   {1, . . . , n} and i′   {1, . . . , n}. We will call this inner 
product K . P is the number of x variables, and j=1,...,p. The 
variables p and x are mapped into a higher-dimensional space 
by nonlinear kernels [25], [26]. 

RBF, a radial basis function, is the most common option for 
a nonlinear kernel. Equation 4 presents it[25]. 

K(       )=exp    ∑             
 

 

   
  (4) 

where γ > 0 is an additional parameter for adaptability. 
When a test observation is quite far from a training 
observation, the exponent becomes strongly negative, and K(xi, 
xi′) reaches zero. Sometimes, more variables, such as 
polynomials, must be added as a function of the original 
variables. Polynomial variables expand the number of 
regression variables. The following equation shows the 
polynomial equation [25] [26]. 

K(       )=      ∑          

 

   
    (5) 

Where γ > 0 and β0 are additional parameters for 
adaptability, β0 "biases" the similarity metric for all samples. 
Applying this kernel implies adding polynomial powers of the 
x variables [25]. 

C. LSTM 

The Long Short-Term Memory (LSTM) is an architectural 
design of recurrent neural networks (RNNs) that aims to 
provide a more precise characterization of temporal sequences 
and their long-range dependencies in comparison to traditional 
RNNs [27]. In this section, LSTM architectures will be 
explored. 

1)  LSTM architectures: The Long Short-Term Memory 

(LSTM) model has specialized memory blocks within its 

recurrent hidden layer. The memory blocks in the network 

consist of memory cells that possess self-connections, 

enabling them to retain the temporal state of the network. 

These memory cells are accompanied by specialized 

multiplicative units known as gates, which regulate the 

information flow within the network. In the original 

architecture, each memory block comprised an input and 

output gate. The input gate regulates the influx of input 

activations into the memory cell, while the output gate 

regulates the transmission of cell activations from the current 

cell to the remaining components of the network [28] [29]. 

Subsequently, the forget gate was incorporated into the 
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memory block. Furthermore, the current Long Short-Term 

Memory architecture incorporates peephole connections that 

link the internal cells to the gates inside the same cell. This 

design allows the LSTM to acquire accurate output timing 

information [30]. 

An LSTM network calculates a mapping from an input 
sequence x = (  , ...,   ) to an output sequence y = (  , ...,   ) 
by calculating the network unit activations using the following 
equations iteratively from t = 1 to T: 

   = σ(       +         +    ct-1 +   )  (6) 

   = σ(      +         +     ct-1 +   )  (7) 

   = ft ⊙ ct-1 + it ⊙ g(       +         +   ) (8) 

   = σ(       +         +     ct +   )  (9) 

   =   ⊙ h(  )   (10) 

   = φ(       +   )  (11) 

The weight matrices W terms denote weight matrices,     
         are represent diagonal weight matrices 
corresponding to peephole connections. σ represents the 
logistic sigmoid function, while b represents bias vectors (bi 
represents the input gate bias vector). The input gate, forget 
gate, output gate, and cell activation vectors i, f, o, and c are 
identical in magnitude to the cell output activation vector m. ⊙ 
represents the element-wise product of the vectors g and h, 
where g and h represent the cell input and cell output activation 
functions, respectively  [31]. 

D. XGBoost 

XGBoost, an abbreviation for extreme gradient boosting, is 
well recognized as a common, robust, and efficient 
implementation of gradient boosting [32]. XGBoost is an 
ensemble model that efficiently implements decision trees to 
create a composite model with superior prediction performance 
compared to individual techniques employed alone. The output 
of XGBoost is calculated using the following equation: 

 ̂ 
 = ∑          

 

   
   ̂ 

               (12) 

where  ̂ 
    i is the generated tree,            is the newly 

created tree model, and T is the total number of tree models 
[33]. 

IV. RESEARCH METHODOLOGY 

In this section, two models are proposed: FNF-CNN and 
FNF-SVR. The first model uses FNF to normalize data and 
extract new features; those features become input for CNN. 
The second model also uses FNF and then a Support Vector 
Machine. Finally, four different kernels are used. The 
architecture of the models is explained in this section. 

A. Proposed Approach 

1) Model I: FNF-CNN: Multiple models and 

preprocessing methods are used in this paper to enhance 

results and present the impact of FNF. For example, the 

Moving Average and normalization of the close price are 

calculated using the following equation: 

FNFc = MAw(close) – close  (13) 

Here, FNFc represents the normalized close price, and 
MAw is the Moving Average of window size w. The first 
proposed model calculates the FNF equation for open, high, 
low, and close. The time windows range from 1 to 21 days. 
Then, all moving average features are normalized (FNF) and 
fed to a 1-dimensional convolutional neural network (CNN). 
MSE is the loss function, and ReLU is the activation function, 
as shown in Fig. 2. 

 

Fig. 2. The architecture of FNF-CNN to predict one day ahead. 

A deep learning framework is used with extended Min-Max 
normalization [18] as the first baseline model. The raw data 
consists of open, high, low,  and close prices from the previous 
time step, and the target is to predict close prices for the next 
day. The second baseline model is the Deep Predictive Coding 
Network Optimized with Reptile Search Algorithm (RSA-
DPCN) [15]. RSA-DPCN is used to predict the future price of 
currency pairs for short-term time frames, such as three, seven, 
and 15 days ahead of the closing price of EURUSD, AUDJPY, 
and CHFINR [15]. Fig. 3 shows the proposed model to predict 
three days ahead of the closing price. 

 

Fig. 3. This model is similar to the previous model in Fig. 2, but it is used to 

predict the price for the next three days. 

2) Model II: FNF-SVR: The Moving Average from 

Windows 1 to 21 is calculated for all features in the second 

model. Then, all moving average features are scaled and fed to 

the Support Vector Regressor (SVR), as shown in Fig. 4. 

Different kernels are used to obtain the best results. 
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Fig. 4. Architecture of FNF-SVR. 

XGBoost and LSTM with FNF are used to compare the 
results of different machine and deep learning models. For all 
models, MSE is used as a loss function. TensorFlow 2, Keras, 
Pandas, and XGBoost frameworks are used in the experiments. 

B. Dataset  

All models in this paper have been applied to the following 
datasets: The datasets in group 1 contain daily prices of 
(GBP/USD, EUR/USD, USD/CHF, USD/JPY, AUD/USD, 
USD/CAD) from 2000 to 2019. The datasets are partitioned 
into three parts: training (80%), validation (20%), and testing 
(the last 365 days)[18]. The dataset group 2 contains daily 
prices of AUD/JPY, CHF/INR, and EUR/USD from 2015 to 
2020 [15].   

C. Evaluation Metrics 

Mean Absolute Error (MAE) is used to assess the model's 
performance and is expressed by Eq. (14) [34].  

MAE =  
∑ |      

 | 
       

 
  (14) 

Here,   denotes the actual value of the price at period 

t,    
  Denotes the forecasted price value at period t, and T 

denotes the sample size. In other words, the MAE is the mean 
of the absolute difference between the predicted and actual 
prices throughout the test set. The actual price and the 
predicted price differ significantly when the MAE is high [34]. 

Mean Squared Error (MSE) is another method used to 
evaluate model performance. MSE is the average squared 
difference between the actual currency price and the values 
predicted by the model. Eq. (15) presents MSE [16]. 

MSE = 
∑ (     

 )
  

       

 
  (15) 

D. Training Configuration 

In the first group of datasets, when the FNF-CNN model is 
used, the time windows range from 1 to 21 days. This range is 

used because increasing it above 21 leads to increased 
preprocessing without improving results and reducing the 
number below 22 reduces the accuracy of the results. The 
inputs to the first layer are (15x88), with nine previous time 
steps and 88 features.The number of previous steps was chosen 
as 9 because increasing it leads to increasing prediction error. 
The number of filters is 32, the kernel size is 4, and the next 
layer is flattened these hyperparaemeters chosen after many 
trails . These parameters were chosen after experimenting with 
the number of filters: 64 and 128. The experiments showed that 
using 32 filters leads to better results. Filter sizes of 8 and 16 
were also tested, but they did not affect the improvement of the 
results. The last two layers are dense, and ReLU is used as the 
activation function..The FNF-LSTM model is a combination of 
FNF to extract features and LSTM to predict closing prices, 
and Adam is used as an optimizer. The learning rate and 
epochs of FNF-CNN and FNF-LSTM are 0.001 and 250, 
respectively. When we use a large number of epochs, 
overfitting occurs. Therefore, the appropriate value was equal 
to 250.The number of layers used is 5 and 3 in FNF-CNN and 
FNF-LSTM, respectively. The FNF- XGBoost model, which 
includes  FNF and XGBoost  Regressor, is used with 80 
estimators and max depth=70, and the results look promising. 
All of these hyperparameters were selected based on many 
trials. 

V. RESULTS AND DISCUSSION  

A. Results 

This section shows the results compared to the results of 
baseline one and baseline two. FNF-SVR-RBF refers to the 
FNF-Support Vector Regressor model with a radial basis 
function. The FNF-SVR-p2 and p3 refer to the FNF-Support 
Vector Regression model with a polynomial degree 2 and 3 
kernels, respectively. Table I shows the MAE results of 
baseline 1 compared to the proposed models. Table II   is the 
same as Table I but for MSE. 

Using FNF generates 84 features, and this variety of 
features affects results by reducing error.CNN supports 
efficient feature learning. This resulted in the proposed models 
performing better than the baseline 1. Additionally, it is worth 
noting that the SVR model with FNF yielded the best results 
among all the models in the tables. Fig. 5 shows the price 
compared to the FNF-SVR, FNF-CNN, and FNF-LSTM 
prediction for EUR/USD and USD/JPY from dataset group 1. 
These graphs show that the model has learned the market trend 
and predicts the prices based on the actual trend. 

TABLE I. MAE Results of Baseline1 compared with Proposed Models 

Models EUR/USD USD/JPY USD/CHF GBP/USD USD/CAD AUD/USD 

Baseline1 0.0043 0.4479 0.0037 0.0062 0.0046 0.0034 

FNF-SVR-RBF 0.003141 0.302782 0.002922 0.005400 0.003571 0.002756 

FNF-SVR-p3 0.012265 1.144953 0.191367 0.091945 0.043742 0.005579 

FNF-SVR-p2 0.010982 0.654655 0.191753 0.049823 0.020536 0.00724 

FNF-SVR- Linear 0.003112 0.307247 0.003063 0.005268 0.003515 0.002612 

FNF-CNN 0.004465 0.359933 0.013730 0.006086 0.003576 0.004962 

FNF-LSTM 0.008481 0.86004 0.070747 0.014158 0.005835 0.004061 

FNF-XGBoost 0.005732 0.480439 0.004759 0.105812 0.005034 0.004356 
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TABLE II. MSE RESULTS OF BASELINE1 COMPARED WITH PROPOSED MODELS 

Models EUR/USD USD/JPY USD/CHF GBP/USD USD/CAD AUD/USD 

Baseline1 0.000032 0.359160 0.000035 0.000069 0.000036 0.000020 

FNF-SVR-RBF 0.000017 0.161011 0.000015 0.000050 0.000022 0.000013 

FNF-SVR-p3 0.000171 1.513236 0.036760 0.008682 0.001948 0.000047 

FNF-SVR-p2 0.000137 0.561193 0.036908 0.002587 0.000446 0.000067 

FNF-SVR- Linear 0.000017 0.166712 0.000016 0.000048 0.000021 0.000012 

FNF-CNN 0.000028 0.203918 0.000269 0.000061 0.000022 0.000033 

FNF-LSTM 0.000083 0.868147 0.005479 0.000249 0.000044 0.000023 

FNF-XGBoost 0.000050 0.382606 0.000036 0.012168 0.000041 0.000031 

 

 

 

Fig. 5. On the left, the Actual closing price of EUR/USD compared to FNF-SVR-RBF, FNF-CNN, and FNF-LSTM predictions, and the right shows USD/JPY 

dataset results. 

 

Fig. 6. The MAE reduction percentage of each model compared to baseline 1 
applied on USD/CHF, USD/JPY, and EUR/USD datasets 

 

Fig. 7. The percentage reduction in MAE for each model, compared to 

baseline 1, applied to the AUD/USD, USD/CAD, and GBP/USD datasets. 
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In the previous results, using FNF with SVR and CNN 
outperformed baseline 1 in most datasets. Fig. 6 and 7 show the 
percentage reduction in MAE for each model compared to 
baseline 1. The preprocessing and feature extraction stages are 
the main reasons for error reduction. 

Table III shows the results for the AUD/JPY dataset of 
baseline 2 compared to the proposed models. Table IV and 
Table V are the same as Table III but for the CHF/INR and 

EUR/USD datasets. The 84 features extracted using FNF also 
enhance the result of multistep prediction, like 3, 7, and 15 
days. From the results, the FNF-SVR and FNF-CNN models 
outperform baseline two on the AUD/JPY and CHF/INR 
datasets. Based on CHF/INR  and AUD/JPY datasets, we find 
that the results of the FNF-SVR model are close to the results 
of the FNF-CNN model.FNF-LSTM also outperforms baseline 
2 in most datasets because LSTM learns temporal dependency. 

TABLE III. AUD/JPY RESULTS FOR 3,7,15 DAYS AHEAD PREDICTION 

Horizon 3 days 7 days 15 days 

Metrics MAE MSE MAE MSE MAE MSE 

Baseline 2 1.148 1.317904 1.258 1.582564 1.298 1.684804 

FNF-SVR-RBF 0.489560 0.425518 0.644829 0.728458 0.902696 1.256283 

FNF-SVR-p3 0.498748 0.421315 0.630987 0.680119 0.852732 1.157992 

FNF-SVR-p2 0.482397 0.412050 0.806809 1.105423 0.872990 1.196919 

FNF-SVR-Linear 0.539413 0.488757 0.797897 1.045897 1.286681 2.590383 

FNF-CNN 0.495194 0.40988 0.847844 1.208709 1.267425 2.508938 

FNF-LSTM 0.497183 0.426937 0.709538 0.863648 1.038998 1.656788 

FNF-XGBoost 0.633611 0.693637 0.806809 1.105423 1.292051 2.972607 

TABLE IV. CHF/INR RESULTS FOR 3,7,15 DAYS AHEAD PREDICTION 

Horizon 3 days 7 days 15 days 

Metrics MAE MSE MAE MSE MAE MSE 

Baseline 2 0.5148 0.265019 1.1148 1.242779 1.5148 2.294619 

FNF-SVR-RBF 0.491143 0.367525 0.687234 0.748931 1.087740 1.849327 

FNF-SVR-p3 1.281250 2.016307 1.136352 1.708272 1.032554 1.522211 

FNF-SVR-p2 0.555829 0.451755 0.590223 0.548790 0.782684 1.036713 

FNF-SVR- Linear 0.380511 0.241400 0.740709 0.843808 1.626221 4.194043 

FNF-CNN 0.368026 0.227829 0.540637 0.463773 1.022167 1.716291 

FNF-LSTM 1.122078 1.596323 0.728758 0.810617 1.140256 1.820308 

FNF-XGBoost 2.640845 8.427829 3.065497 10.727666 3.330058 12.443699 

TABLE V. EUR/USD RESULTS FOR 3,7,15 DAYS AHEAD PREDICTION 

Horizon 3 days 7 days 15 days 
Metrics MAE MSE MAE MSE MAE MSE 

Baseline 2 0.001 0.000001 0.0017 0.00000289 0.0067 0.0000449 

FNF-SVR-RBF 0.005288 0.000046 0.007573 0.000100 0.011719 0.000245 

FNF-SVR-p3 0.005756 0.000053 0.008000 0.000109 0.012118 0.000257 

FNF-SVR-p2 0.473575 0.351067 0.007794 0.000104 0.011822 0.000249 

FNF-SVR- Linear 0.005490 0.000049 0.007681 0.000102 0.011551 0.000240 

FNF-CNN 0.006116 0.00006 0.009524 0.000142 0.01604 0.000409 

FNF-LSTM 0.009236 0.000117 0.02616 0.000764 0.01023 0.000168 

FNF-XGBoost 0.006295 0.000068 0.009578 0.000158 0.012472 0.000297 

 

The following section shows the percentage of error 
reduction by many models compared to baseline2. There is a 
significant reduction in errors in the AUD/JPY and CHF/INR 
datasets. The improvement is observed for the 3, 7, and 15 

horizons, as shown in Fig. 8. However, using the proposed 
models on the EUR/USD dataset does not enhance the results 
because the strength of trend and seasonality in the EUR/USD 
time series is low. 

  

Fig. 8. The MAE reduction percentage of each model, compared to baseline 2, was applied to the AUD/JPY and CHF/INR datasets. 
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The results appear to vary between different datasets 
because each dataset has different statistical properties, and the 
strength of trend and seasonality differs from one time series to 
another. 

B. Discussion and Ablation Study 

This section presents an ablation study for the proposed 
models, FNF-SVR and FNF-CNN, and compares their results 
with and without FNF. Additionally, this section includes an 
ablation study applied to the FNF-LSTM model. 

1) FNF-CNN: This study examines the impact of using 

FNF with CNN and the effect of each layer in CNN. The 

following tables demonstrate the impact of each layer in CNN. 

In the first baseline, the objective is to predict the next closing 

price of the next day. The USD/JPY Dataset from group 1, 

which was used in the first baseline, is shown in Table VI. 

Table VI illustrates the impact of removing specific layers and 

FNF on the USD/JPY dataset from group 1. Numbers in the 

header of the table refer to different model element 

combinations. The Conv1D refers to the one-dimensional 

convolution layer, and MaxPooling1D refers to the one-

dimensional max pooling layer. The results of the proposed 

model outperform all other compared components of the 

models. Tables VII and VIII present the results of USD/CHF 

and AUD/USD datasets. In most datasets of the first baseline, 

the FNF-CNN model outperforms other candidate CNN 

components. If we look at the results of the second column 

(FNF-CNN) and fifth column ( model element combinations 

3), which shows the results of the model with FNF and 

without it, the impact of scaling and feature extraction 

enhances results in most datasets. Using FNF with the CNN 

model improved the results by 12.3% and 26.0% in terms of 

MAE for the datasets USD/JPY and AUD/USD, respectively. 

These tables also confirm that the layers used in FNF-CNN 

are the ones that generally produce the best results on different 

datasets. 

TABLE VI. FNF-CNN ABLATION STUDY APPLIED ON USD/JPY FROM GROUP 1 DATASET 

Component FNF-CNN 1 2 3 4 5 

Conv1D       

MaxPooling1D       

Flatten       

dense1       

dense2       

FNF       

MAE 0.359933 0.374199 0.611925 0.410345 0.747184 0.459767 

MSE 0.203918 0.225625 0.512484 0.267927 0.856830 0.307425 

TABLE VII. FNF- CNN ABLATION STUDY APPLIED ON USD/CHF FROM GROUP 1 DATASET 

Component FNF-CNN 1 2 3 4 5 

Conv1D       

MaxPooling1D       

Flatten       

dense1       

dense2       

FNF       

MAE 0.013730 0.019878 0.023732 0.012414 0.024553 0.036576 

MSE 0.000269 0.000669 0.000616 0.000206 0.000643 0.001400 

TABLE VIII. FNF-CNN ABLATION STUDY APPLIED ON AUD/USD FROM GROUP 1 DATASET 

Component FNF-CNN 1 2 3 4 5 

Conv1D       

MaxPooling1D       

Flatten       

dense1       

dense2       

FNF       

MAE 0.004962 0.003877 0.009933 0.006707 0.009564 0.008913 

MSE 0.000033 0.000023 0.000116 0.000057 0.000106 0.000092 

The second baseline target predicts the closing price of 3, 7, 
and 15 days ahead. Tables IX, X, and XI show the results of 
the CNN ablation study on the CHF/INR dataset from group 2. 
The target is to predict the closing price for the next 3, 7, and 
15 days. The results show that using FNF improves 
performance compared to not using it because FNF generates 

many features that enhance prediction accuracy. Additionally, 
these tables validate that the FNF-CNN layers are those that 
typically yield the best results across a variety of 
horizons.Using FNF with the CNN model improved the results 
by 51.1%, 16.0%, and 17.0% MAE for the datasets CHF/INR 
when horizons equal 3, 7, and 15, respectively. 
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TABLE IX. FNF-CNN ABLATION STUDY APPLIED ON CHF/INR FROM GROUP 2 DATASETS TO PREDICT 3 DAYS 

Component FNF-CNN 1 2 3 4 5 

Conv1D       

MaxPooling1D       

Flatten       

dense1       

dense2       

FNF       

MAE 0.368026 0.364406 0.748122 0.753149 0.884571 27.391575 

MSE 0.227829 0.213372 0.792341 0.791035 1.11417 2195.586932 

TABLE X. FNF-CNN ABLATION STUDY APPLIED ON CHF/INR FROM GROUP 2 DATASETS TO PREDICT 7 DAYS 

Components FNF-CNN 1 2 3 4 5 

Conv1D       

MaxPooling1D       

Flatten       

dense1       

dense2       

scaling       

MAE 0.540637 0.622345 0.707641 0.643276 0.624963 12.457177 

MSE 0.463773 0.649072 0.786002 0.677533 0.659157 941.73922 

TABLE XI. FNF-CNN ABLATION STUDY APPLIED ON CHF/INR FROM GROUP 2 DATASETS TO PREDICT 15 DAYS 

Component FNF-CNN 1 2 3 4 5 

Conv1D       

MaxPooling1D       

Flatten       

dense1       

dense2       

scaling       

MAE 0.735953 1.013976 0.777572 0.887162 0.868603 27.690644 

MSE 0.917616 1.69364 0.956507 1.195118 1.157751 2204.428353 

2) Impact of Kernels and FNF on the SVR model: This 

section presents the impact of FNF with different SVR 

kernels. The USD/CHF and AUD/USD datasets from group 1 

are used to predict the next day's closing price. The FNF 

results outperform those without it, as shown in Fig. 9. In the 

second baseline, the target is to predict the closing price in the 

next 3, 7, and 15 days; the MultiOutputRegressor from the 

Keras library was used to do this.  

To discuss the previous results in detail, we will explain the 
percentage of improvement in the results for each time series 
separately. Applying FNF-SVR on the USD/JPY dataset from 
group 1 enhances the results by 0.2%, 0.7%, 0.5%, and 2.6% of 
MAE when using RBF, Poly degree 3, Poly degree 2, and 
linear kernels, respectively. Using FNF and SVR on the 
AUD/USD dataset from group 1 enhances the results by 4.2%, 
76.1%, and 32.2% of MAE when using RBF, Poly degree 3, 
and Poly degree 2 kernels, respectively. When we apply the 

SVR-FNF model on the CHF/INR dataset from group 2 to 
predict the next three days, the results enhance by 6.7%, 
99.7%, and 29.5% of MAE when using RBF, Poly degree 3, 
and Poly degree 2 kernels, respectively. When we applied the 
previous experiment on the same dataset but with a horizon 
equal to 7 days, the results enhanced by 86.7%, 99.7%, and 
52.0% of MAE. However, when the horizon is equal to 15 
days, the results enhanced by 84.3%, 99.8%, and 34.6%, 
respectively. 

3) FNF-LSTM: In this section, the FNF-LSTM ablation 

study is presented. The following Datasets, USD/JPY, 

USD/CHF, and AUD/USD from group 1, are used and 

displayed in Fig. 10. This figure shows MAE is reduced when 

FNF is used. Fig. 11 shows the results of the same experiment 

on the CHF/INR and AUD/JPY datasets from group 2. The 

results demonstrate that the use of FNF enhances prediction in 

most datasets. 
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Fig. 9. (a) Impact of FNF and SVR kernels applied on USDJ/PY, USD/CHF, and AUD/USD datasets from group 1 at the top and middle left of this figure. (b) The 

last three charts show the effect of FNF and Kernels on the CHF/INR dataset from Group 2 to predict the next 3, 7, and 15 days. 

 

Fig. 10. Impact of FNN with LSTM applied to the USD/JPY, USD/CHF, and 

AUD/USD datasets from Group 1 to predict the next-day closing price. 

 

 

Fig. 11. FNF-LSTM Ablation Study applied to CHF/INR and AUD/JPY 

Datasets from Group 2 to predict the next 3, 7, and 15 days. 
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Because every dataset has unique statistical characteristics, 
and each time series has a variable strength of trend and 
seasonality, the results appear to differ between them. LSTM 
can learn temporal dependencies, but when we use FNF-LSTM 
on the USD/JPY and USD/CHF datasets from group 1, the 
results are enhanced by 17.8% and 9.5%, respectively, while 
the results of AUD/USD are not enhanced. Applying FNF-
LSTM on the CHF/INR dataset from group 2 to predict the 
next 3, 7, and 15 days enhances results by 57.8%, 28.7%, and 
24.6% of MAE, respectively. Applying FNF-LSTM on the 
AU/DJPY dataset from group 2 to predict the next 3, 7, and 15 
days enhances results by 58.9%, 10.6%, and 24.4% of MAE, 
respectively. 

VI. CONCLUSION 

This paper proposed a FOREX normalization function used 
as a preprocessing method. This function is used with a 
machine learning model (SVR) and deep learning model(CNN) 
to enhance FOREX price prediction. Moving Averages and 
Scaling on raw data are essential steps to minimize error. Nine 
FOREX datasets are used in different horizons (1, 3, 7, and 15 
days). Mean Absolute Error and Mean Squared Error are used 
to evaluate all models. The best performance results come from 
FNF-SVR and FNF-CNN. In this research, we compare 
different models with FNF and without it. The comparison 
between the proposed models and the two baseline models 
shows that our proposed models outperform the baseline 
models. The development of these proposed models is still in 
its early stages. Since the models present an exciting and 
potentially successful research topic, many enhancements must 
be investigated. The importance of this study is that it reduced 
the prediction error, which researchers can use this study to 
build decision support systems used in automated trading. 
Traders can also use its results to help make decisions to buy 
and sell currencies.  

The limitation of this study is that we did not test the 
presented models on long-term prediction and did not test them 
on more datasets. In future work, the same proposed models 
will be used with different activation functions to find 
enhanced activation functions for FOREX and train the model 
using more datasets with varying time frames. 
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Abstract—Now-a-days, the network has significant roles in 

transferring data and knowledge quickly and accurately from 

sender to receiver. However, the data is still not secure enough to 

transfer quite confidentially. Data protection is considered as one 

of the principal challenges in information sharing over 

communication. So, steganography techniques were proposed 

which are the art of hiding information that prevents secret text 

message detection from intruders. Nevertheless, most 

steganography methods use low bits number of secret messages. 

Moreover, these methods applied a single logic gate for 

encrypting the secret message. Therefore, this paper proposes a 

new method for the encryption of secret messages based on the 

Huffman technique to reduce the secret message dimensions. In 

addition, the proposed method uses two different logic gates 

namely XOR and XNOR for increasing the message security. The 

RGB Lena image is used as the cover image of the secret 

message. There are six different experiments conducted with 

respect to various lengths of the secret messages in bits. The 

experimental results show that when using the highest number of 

bits (i.e., 66288), the proposed method achieved 0.0233 MSE, 

64.4589 PSNR, 0.9999998 SSIM, and 8.2383 encryption time. The 

proposed method has the ability to encrypt the secret message 

with a high number of bits. 

Keywords—Steganography techniques; color images; XOR 

gate; NOR gate; huffman technique 

I. INTRODUCTION 

Nowadays, communication is quite necessary for 
transmitting information quickly and accurately from the 
sender to the receiver [1]. Meanwhile, the internet in this 
modern era provides high convenience in transferring big 
amounts of data in several parts of the world. Everyone needs 
safety and secrecy in communicating data [2]. In our daily life, 
there are many secure pathways that we use such as internet or 
telephone for sharing and transmitting the information. But 
unfortunately, these pathways still not safe at a particular level 
[3]. Consequently, there are two common techniques which are 
widely used in hiding information and then sharing it safety. 
These techniques are cryptography and steganography [4, 5]. 

In the cryptography technique, the message or the text is 
adjusted in an encrypted form and the encryption key is known 
only to both sender and receiver. However, the transmission of 
an encrypted message in such a type of technique may lead to 
easily excite the attacker’s suspicion, and hence this encrypted 
message will be intercepted, attacked and then decrypted [6]. 
Therefore, steganography techniques have been proposed and 
developed in order to overcome the insufficiencies of the 
cryptographic technique [7]. 

Steganography is the science of communicating in such a 
method that it covers and hides the presence of the 
communication [8]. Thus, there is no one that can detect the 
existence of a message because the steganography technique 
hides its presence. On other words, the steganography 
technique is hiding the message inside multimedia content such 
as video, audio and image files, where the message will be 
embedded with one of these multimedia contents [9]. 
Steganography technique is consisting of two main terms 
which are the data or the message and cover image [10]. The 
message is the secret information that needs to be hidden. 
While the cover image is referred to the carrier that hides or 
covers the message. Fig. 1 shows the steganography diagram. 
Steganography's word has been taken from Greek words, 
where “stegos” indicates to “cover” and “grafia” indicates to 
“writing” and these two words are defining together as 
“covered writing” [11]. There are many different techniques of 
steganography such as spatial domain methods, spread 
spectrum technique, statistical technique, transform domain 
technique, and distortion technique [12]. Also, there are 
different measurements which determine the performance 
efficiency of steganography techniques such as Peak Signal to 
Noise Ratio (PSNR), Mean Square Error (MSE), Structural 
Similarity Index Measure (SSIM) and Signal to Noise Ratio 
(SNR) [13, 14]. Steganography technique is quite valuable and 
it can be applied in many domains such as communication and 
secret data storing, e-commerce, database systems, data 
alteration protection, and media [15]. As we mentioned 
previously that the steganography technique has different 
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categories for hiding information which are embedding the 
information in text, images, audios, videos, or protocol. The 
images are considered the most common cover objects which 
have used for steganography technique [16]. Due to the digital 
images are broadly proliferated on the Internet and also due to 
provide a large number of excessive bits in the digital image. 
The picture steganography is considered as a method for secret 
and ambiguity correspondence that intends to transfer many of 
mystery information. Generally, to the cover picture extent 
among conveying parties. Besides, it aims to avoid the 
suspicion for non-conveying gatherings in such type of 
correspondence [17]. 

 

Fig. 1. The steganography diagram. 

The image in the computer is a set of numbers that form 
various light intensities in different image areas. This numeric 
representation is constituted individual points and a grid which 
are referred to as pixels [18]. On the Internet, most images are 
consisting of a rectangular map for the image’s pixels which 
are represented as bits. These pixels are presented horizontally 
and displayed row by row. The bits number in a color image 
named the bit depth that belongs to the bits number utilized for 
every pixel. In present color images, the smallest bit depth is 8 
(i.e., there are 8 bits used for representing each pixel color) 
[19]. Grayscale and monochrome images use 8 bits for every 
pixel and these pixels are able to present 256 various colors or 
grey shades. 

The digital color images are usually stored in files of 24-bit 
and use the pattern of RGB color that is known as true color as 
well. All colors for pixels with 24-bit picture are derived from 
three essential colors which are Red, Green and Blue (RGB). 
Each color is produced with 8 bits. Hence, in every pixel, there 
are 256 different amount of RGB colors as well as to more than 
16-million combinations that lead to producing more than 16-
million colors in the image [20]. With regards to images, 
hiding the message in the image is performed by taking the 
cover object as an image that is indicated as image 
steganography. The pixel intensities in image steganography 
are used in order to hide the message [21]. In steganographic 
images, the Least Significant Bit (LSB) is considered a widely 
known technique due to its high advantages in encrypting texts 
in images [22-24]. However, the conventional LSB technique 
still needs more enhancements in the steganographic 
technology [25, 26]. 

Moreover, recent steganography techniques used in the 
image are yet suffering from the small amount of data that 
required to be hidden in the cover image. Also, these 
techniques are showing some negative effects and wasting 
some of the hidden data. Moreover, there is an urgent need to 
find a method that is able to hide data without distinguishing 
between the hidden data and the original covering data. 
Therefore, the aims of this paper are as follow: 

 In this work, we propose the Huffman technique in 
order to reduce the dimensionality of the secret 
message. 

 Propose two different logic gates called XOR and 
XNOR for increasing the encryption security of the 
secret message. 

 The proposed method is performed based on six 
different experiments with respect to various lengths of 
the secret messages in bits. 

 The performance of the proposed method is evaluated in 
terms of MSE, PSNR, and execution time. 

The remainder of this paper is organized as follows: 
Sections II shows the related works in the steganography 
technique for hiding information in images. Section III presents 
the proposed method in terms of the Huffman technique and 
two logic gates. Section IV discusses the experimental results. 
Finally, Section V presents the conclusion of this paper. 

II. RELATED WORK 

Recently, the steganography techniques for hiding text in 
images have beheld a huge significance by researchers and 
developers due to the importance such these techniques in 
terms of hiding data. Furthermore, recent steganography 
methods of hiding data such as XOR and XNOR logic gates 
worked on providing a high level of security, where the 
intended user can only access to the secret data. In other words, 
the unauthorized user has no ability to detect hidden data, 
where this is an extremely critical issue in order to protect the 
sensitivity and confidentiality of information and messages 
being sent. Here, we will review the up-to-date techniques used 
in the steganography field. Besides, Table I summarizes the 
related works used for the encryption of secret messages in 
images. A steganography technique is proposed in [27] to 
protect information transported from attackers. This method is 
worked on the encryption of secret information by using the 
XNOR gate and the encryption key. The information that 
required to be encrypted is hidden in a color image by applying 
Least Significant Bit (LSB) algorithm. Furthermore, this 
method relies on chromatic channels extraction of 3 RGB 
channels for every pixel and 2 bits of LSB bits and then 
determining the channel that will hide the encryption message 
bit. The second LSB bit is used as an indicator that determines 
the channel. Meantime, the first LSB bit is replaced with the 
encrypted message bit, where all the encrypted message bits 
will be hidden in the cover image. Four different types of 
images have used as a carrier file which are Airplane, Peppers, 
Lena, and Baboon. The dimension of all these images is 
512x512. Also, different amounts of information were used as 
secret messages to analyze and evaluate the method, where the 
smallest amount was 4700 bits and the largest amount was 
24250 bits. The performance of this method is evaluated in 
terms of two measurements which are namely Peak Signal to 
Noise Ratio (PSNR) and Mean Square Error (MSE). 
According to the best-achieved results of the largest amount of 
secret information are shown that the highest PSNR and lowest 
MSE are 53.65 and 0.0339 respectively which have obtained 
from Lina image. However, the amount of hidden information 
is still not encouraging and a bit small. 
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The authors in [28] have presented a method to hide text in 
a color images in order for keeping the information from 
intruders. This method has two main stages. In the first stage, 
the steganography technique is used to hide the information in 
the transmission, where it has used the XOR operation gate for 
hiding the text bit in the image bit and specifies the position of 
the image bits according to a random key (the random key has 
the same length of the secret text). While in the second stage, it 
has used Triple data encryption standard (3DES) algorithm. 
This algorithm is used to encrypt the resulting image and the 
key. Subsequently, the key and image are sent to the receiver. 
In this method, two types of images have used which are Lena 
image (256x256 pixels) and Tree image (250x360 pixels). The 
results of this method have shown that Lena image has 52.0235 
PSNR and 0.10024 MSE, while tree image has better 
performance with 55.0016 PSNR and 0.03602 MSE. However, 
this method has ignored the length of the confidential text in 
bit, where it has not taken into account. Furthermore, the 
steganography technique is applied in [29] to hide the text 
messages in 24-bit color images. In this method, two schemes 
have proposed which are embedding data scheme and 
extraction scheme. In embedding data, the text messages will 
be hidden in the cover image by using the LSB algorithm. In 
the extraction scheme, it has used XOR operation to Most 
Significant Bits (MSB) to recover the secret text from a stego-
image. The MSB bits identify the object shape in the image. 
These two schemes are requiring a key that is created 
randomly. The experiments have carried out on six different 
types of images which are Toy (3264 x 2448), Mosque 
(767x619), Cat (645x533), Flower (551x451), View 
(32644x2448), and Sunset (1632x1224). The statistical 
analysis of this method is show that the highest value of PSNR 
is 63.738 that has obtained by View image, and its MSE value 
was 0.0026. In this regard, the LSB algorithm is used also in 
[30] for hiding and protecting secret text message in Image. In 
this work, the LSB algorithm is combined with XOR 
encryption techniques in order to increase the security of the 
text message. Four images have used to embed text messages, 
these images are Barbara, F16, Lena, and Soccer. All these 
images have a size of 256x256 pixels and it has used three 
different sizes (i.e., 1 KB, 2 KB, and 4 KB) of the text 
messages which are needed to be hidden. The experimental 
results have shown that the highest achieved PSNR for 1 KB, 2 
KB, and 4 KB is 63.5195 (Lena image), 60.3883 (Soccer 
image), and 57.3182 (Soccer image), respectively. Besides, the 
lowest MSE for 1 KB, 2 KB, and 4 KB is 0.0289 (Lena 

image), 0.0595 (Soccer image), and 0.1206 (Soccer image), 
respectively. Also, the extracted text messages have tested by 
Character Error Rate (CER) and the value was 0, which proves 
that text messages have extracted totally. However, the 
embedded text messages in the cover image are small and 
limited. A secure model that has embedded text messages for 
reliable communication was proposed in [31]. Furthermore, 
this model has used the LSB algorithm for embedding text 
message bits. In this model, the LSB is based on the secret key 
and logistic map, this is a spatial domain technique to embed 
more information in color image without deteriorating the 
quality of the image. The logistic map method is used for 
embedding the message bits randomly in the image. The image 
type used in this work is the Lena image. According to the 
results, the maximum capacity text messages stored in the 
cover image is 29127 bytes (233016 bits) and PSNR has been 
achieved 55.91. A secure method for embedding secret text 
messages in color images is proposed in [32]. This method is 
used Integer Wavelet Transform (IWT) technique that is based 
on the LSB algorithm. The secret text messages are hidden in 
the LSB algorithm, and the inverse IWT is used to form the 
stego-image. The secret information is hidden in the 
approximation coefficient in the components of blue and green 
colors. While the actual length of the secret data and the sender 
signature are embedded in the LSB algorithm in the component 
of the red color of the cover image. In this method, six different 
types of images have used which are Lena, Baboon, Pepper, 
Airplane, House, and Tiffany. The size of each image of all 
these color images is 512×512 pixels. The experimental results 
are shown that the hybrid IWT-LSB can be embedded secret 
data with a size of 24 576 bits, where the highest PSNR was 
55.5622 that achieved by Baboon image, and the MSE was 
0.1807. However, from the studies mentioned above, we can 
observe some limitations that can be summarized as follow: 

 Most models and methods which are used 
steganography techniques for embedding text messages 
are yet suffering from a low amount of embedding text 
messages. 

 Majority of these methods are worked on one logic gate 
in the encryption of secret messages in which results in 
a low-security level. 

 Finally, the execution time of experiments is mostly 
ignored. 

TABLE I.  THE SUMMARY OF RELATED WORKS 

Years Techniques Images Secret Message Size PSNR MSE Ref. 

2020 XNOR and LSB 
Airplane, Peppers, Lena, and 

Baboon 
24250 bits 53.65 0.0339 [27] 

2020 XOR and 3DES Lena and Tree - 55.0016 0.03602 [28] 

2019 XOR and MSB 
Toy, Mosque, Cat, Flower, 

View, and Sunset 
24 bits 63.738 0.0026 [29] 

2019 XOR and LSB 
Barbara, F16, Lena, and 
Soccer 

1 KB, 2 KB, and 4 KB 
63.5195, 60.3883, and 
57.3182 

0.0289, 0.0595, and 
0.1206 

[30] 

2018 LSB and logistic map Lena 29127 bytes 55.91 - [31] 

2018 IWT and LSB 
Lena, Baboon, Pepper, 

Airplane, House, and Tiffany 
24 576 bits 55.5622 0.1807 [32] 
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III. PROPOSED METHOD 

A. Encryption Algorithm 

In the proposed method, there are three main phases. Fig. 2 
shows the steps of these three phases. The first phase includes 
four steps which are read the secret message, convert the secret 
message from text to decimal, implement the Huffman to 
compress the data (reduce the dimensionality), and convert the 
data from decimal to binary. While in the second phase, the 
secret message will be encrypted by using the following steps: 

 Enter the encryption key value in binary with 8 bits. 

 Implement the XNOR logic gate on every other 4 bits 
(i.e., first 4, third 4, fifth 4 and so on) of the secret 
message with the first 4 bits of the encryption key. 

 Implement the XOR logic gate on every other 4 bits 
(i.e., second 4, fourth 4, sixth 4 and so on) of the secret 
message with the second 4 bits of the encryption key. 

 

Fig. 2. The three phases of the proposed method. 
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Furthermore, the third phase includes the following steps: 

1. Read the cover image. 

2. Selection of one of three RGB channels based on 
second bit of LSB bits of three channels in decimal 
and return in Bs. 

a. If (Bs mod 3) = 0 

Then Red channel is selected. 

b. If (Bs mod 3) = 1 

Then Green channel is selected. 

c. If (Bs mod 3) = 2 

Then Blue channel is selected. 

3. Apply the LSB algorithm to the selected channel and 
coding by storing the encrypted bit instead of the first 
bit of LSB bits. 

4. Stego image is achieved. 

An example is provided below to encrypt the word “help” 
as a secret message into the cover image. The steps of this 
example as follow: 

1. Secret message = help. 

2. Secret message in decimal = 104    101   108   112. 

3. Huffman of the secret message = 135   0. 

4. Huffman of the secret message in binary with 8 bits = 1 
1 1 0 0 0 0 1 0 0 0 0 0 0 0 0. 

5. Encryption key = 0 0 0 1 0 0 0 0. 

6. First 4 bits of the Huffman’s secret message in binary = 
1 1 1 0. 

7. Second 4 bits of the Huffman’s secret message in binary 
= 0 0 0 1. 

8. Third 4 bits of the Huffman’s secret message in binary = 
0 0 0 0. 

9. Fourth 4 bits of the Huffman’s secret message in binary 
= 0 0 0 0. 

10. First 4 bits of the encryption key = 0 0 0 1. 

11. Last 4 bits of the encryption key = 0 0 0 0. 

12. The first 4 bits of the encrypted message = XNOR (Step 
6, Step 10) = 0 0 0 0. 

13. The second 4 bits of the encrypted message = XOR 
(Step 7, Step 11) = 0 0 0 1. 

14. The third 4 bits of the encrypted message = XNOR (Step 
8, Step 10) = 1 1 1 0. 

15. The fourth 4 bits of the encrypted message = XOR (Step 
9, Step 11) = 0 0 0 0. 

16. The encrypted message bits = 0 0 0 0 0 0 0 1 1 1 1 0 0 0 
0 0. 

17. Read the cover image. Table II shows the selection and 
encryption processes to create four pixels of the stego 
image. 

TABLE II.  THE SELECTION AND ENCRYPTION PROCESSES OF FOUR PIXELS IN THE STEGO IMAGE 

Pixel Channel 
Value of the channels in 

binary (cover image) 

Second LSB of the 

three channels 
Selected channel Message bit 

Value of the channels in 

binary (stego image) 

1st 

R 01111011 

1012 = 510 
2 

B 
0 

01111011 

G 00100001 00100001 

B 10011110 10011110 

 

2nd 

R 01111011 

1012 = 510 
2 

B 
0 

01111011 

G 10100001 10100001 

B 10011111 10011110 

 

3rd 

R 01000111 

1002 = 110 
1 
G 

0 

01000111 

G 10010001 10010000 

B 10000001 10000001 

 

4th 

R 01111011 

1102 = 310 
0 

R 
0 

01111010 

G 00111110 00111110 

B 10001100 10001100 
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B. Decryption Algorithm 

This section will present the processes for extracting the 
secret message from stego image. These processes are 
summarized below. In addition, Table III shows the 
determination of RGB channel based on second bit of LSB. 

1. Get stego image. 

2. Selection of one of three RGB channels based on second 

bit of LSB bits of three channels in decimal and return in 

Bs. 

a. If (Bs mod 3) = 0 

Then Red channel is selected. 

b. If (Bs mod 3) = 1 

Then Green channel is selected. 

c. If (Bs mod 3) = 2 

Then Blue channel is selected. 

3. Apply the LSB algorithm on the selected channel to get the 

encrypted message bits (0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0).  

4. Input the encryption key = (0 0 0 1 0 0 0 0) and apply the 

following steps: 

a. XNOR decoding on the first 4 bits of the encrypted 

message and the first 4 bits of the encryption key. 

Therefore, XNOR (0 0 0 0, 0 0 0 1) = 1 1 1 0. 

b. XOR decoding on the second 4 bits of the encrypted 

message and the last 4 bits of the encryption key. 

Therefore, XOR (0 0 0 1, 0 0 0 0) = 0 0 0 1. 

c. XNOR decoding on the third 4 bits of the encrypted 

message and the first 4 bits of the encryption key. 

Therefore, XNOR (1 1 1 0, 0 0 0 1) = 0 0 0 0. 

d. XOR decoding on the fourth 4 bits of the encrypted 

message and the last 4 bits of the encryption key. 

Therefore, XOR (0 0 0 0, 0 0 0 0) = 0 0 0 0. 

5. The Huffman’s secret message in binary is obtained = 1 1 

1 0 0 0 0 1 0 0 0 0 0 0 0 0. 

6. Convert each 8 bits of the Huffman’s secret message to 

decimal = 135 0. 

7. Apply the Huffman to normal which decodes the 

Huffman’s secret message in decimal to get the normal 

secret message in decimal = 104    101   108   112. 

8. Convert the secret message from decimal to character to 

get the secret message = help. 

TABLE III.  THE DETERMINATION OF RGB CHANNEL BASED ON SECOND BIT OF LSB 

Pixel Channel Value of the channels in binary (stego image) Second LSB of the three channels Selected channel Message bit 

1st 

R 01111011 

1012 = 510 
2 
B 

0 G 00100001 

B 10011110 

 

2nd 

R 01111011 

1012 = 510 
2 

B 
0 G 10100001 

B 10011110 

 

3rd 

R 01000111 

1002 = 110 
1 

G 
0 G 10010000 

B 10000001 

 

4th 

R 01111010 

1102 = 310 
0 
R 

0 G 00111110 

B 10001100 
 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

In this study, the Lena color image (RGB) with (512 × 512 
× 3) dimensionality was used in order to conduct six different 
experiments. The six different experiments were implemented 
based on various lengths of the secret message in bits (i.e., 
3640, 6872, 26224, 33128, 40032, and 66288 bits). In this 
proposed method, we have used Huffman method in order to 
reduce the dimensionality of the data (i.e., secret message). 
Furthermore, there are two logic gates which are XNOR and 
XOR have been used for the purpose of encrypting the 
Huffman of the secret message with the encryption key. It is 
worth mention that all experiments have been implemented in 
MATLAB R2019a programming language over a PC Core i7 
of 3.20 GHz with 16 GB RAM and SSD 1 TB (Windows 10). 

The proposed method has been evaluated in terms of the most 
common performance measurements used in the steganography 
techniques which are Mean Square Error (MSE), Structural 
Similarity Index Measure (SSIM), and Peak Signal-to-Noise 
Ratio (PSNR). Besides, the proposed method has been 
evaluated in terms of the execution time. The MSE, PSNR and 
the execution time can be calculated as the following 
equations: 

     ∑     
   ∑     

   ∥∥             ∥∥
 
 

              (
    

   
) 
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where,        refers to the pixel value of the cover image, 
       refers to the pixel value of the stego image, and   and 
  refer to the height and width of the images, respectively. In 
the six different experiments, the minimum and maximum 
numbers of the secret message bits are 3640 and 66288, 
respectively. Based on the experiments results, when the 
minimum number of the secret message bits is used, the 
proposed method is achieved 0.0013 MSE, 77.1531 PSNR, and 
it has taken 0.9543 sec for the execution time. Meanwhile, the 
proposed method has been obtained 0.0140 MSE, 64.4589 
PSNR, and 8.2383 sec by using the maximum number of the 
secret message bits. 

Furthermore, Table IV illustrates the full results of the six 
different experiments in terms of MSE, PSNR, SSIM, and 
encryption time in seconds. Fig. 3 shows the histograms of the 
three colors (red, green, and blue) separately for the original 
image (cover image) and the stgo images with different lengths 
of secret messages in bits. Moreover, Fig. 4 demonstrates all 
the color histograms (red, green, and blue) for the original 
image (cover image) and the stgo images with different lengths 
of secret messages in bits. Based on Fig. 3 and Fig. 4, the 

proposed method has not been influenced the three channels of 
the original image colors (red, green, and blue). In other words, 
the proposed method has the ability to encrypt high numbers of 
secret message bits without affecting the quality of the image. 

Moreover, the proposed method has been compared with 
other methods using Lena image [30, 33-37] as shown in Table 
V. The experimental results showed that the proposed method 
has been outperformed the other methods in terms of number 
of bits, MSE, SSIM and PSNR. Although the proposed method 
has been shown the high ability to encrypt a high number of 
bits in RGB image, there are some limitations in the proposed 
method which can be summarized as follow: 

 All experiments of the proposed method have been 
conducted using one image only. In other words, the 
proposed method is evaluated using the Lena image 
only. 

 The proposed method has been evaluated based on the 
standard image size (512 × 512 × 3). Whilst other 
evaluations based on varying the image sizes may lead 
to obtaining different results. 

TABLE IV.  THE RESULTS OF THE SIX DIFFERENT EXPERIMENTS 

Image Number of bits MSE PSNR SSIM Encryption Time (s) 

Lena (512 × 512 × 3) 

3640 0.0013 77.1531 0.9999998 0.9543 

6872 0.0023 74.4227 0.9999996 1.0754 

26224 0.0091 68.5274 0.9999983 3.2982 

33128 0.0116 67.480 0.9999976 4.4995 

40032 0.0140 66.6573 0.9999969 4.8424 

66288 0.0233 64.4589 0.9999934 8.2383 
 

a. Original Image 

  
 

b. Stego Image with 3640 bits 

  
 

c. Stego Image with 6872 bits 

  
 

d. Stego Image with 26224 bits 
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e. Stego Image with 33128 bits 

  
 

f. Stego Image with 40032 bits 

  
 

g. Stego Image with 66288 bits 

  

Fig. 3. The separated histograms of three colors for the original image and stego images with different lengths of secret messages bits. 

 
 

a. Original Image 
  

 
 

b. Stego Image with 3640 bits 
  

 
 

c. Stego Image with 6872 bits 
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d. Stego Image with 26224 bits 
  

 
 

e. Stego Image with 33128 bits 
  

 
 

f. Stego Image with 40032 bits 
  

 
 

g. Stego Image with 66288 bits 

Fig. 4. All the color histograms for the original image and stego images with different lengths of secret messages bits. 

TABLE V.  COMPARISON RESULTS BETWEEN METHODS USING LENA IMAGE 

Method Number of bits MSE SSIM PSNR 

[33] 24500 - 0.997242 52.9817 

[34] 960 5.73706 0.99374 40.54391 

[35] 22248 0.042486 0.999919 57.079979 

[36] 1200 0.0038 - 72.242 

[37] 14357 - - 41.72 

[30] 32000 0.1290 - 57.0260 

Proposed Method 
3640 0.0013 0.9999998 77.1531 

66288 0.0233 0.9999934 64.4589 
 

V. CONCLUSION 

In this paper, we have presented a new method in the 
encryption of secret messages in the RGB image. The proposed 
method is used the Huffman technique in order to reduce the 
secret message dimensionality. In addition, there are two logic 
gates (i.e., XNOR and XOR) have been used in order to 
encrypt the Huffman of the secret message with the encryption 
key. The proposed method has been implemented based on six 
different experiments with respect to various lengths of the 
secret messages in bits (i.e., 3640, 6872, 26224, 33128, 40032, 
and 66288 bits). All experiments have been performed using 
the RGB Lena image with the size of (512 × 512 × 3). The 
experimental results are showed that the proposed method has 
been achieved 0.0013 MSE, 0.9999998 SSIM, 77.1531 PSNR, 
and it has taken 0.9543 sec when the number of the secret 

message was 3640 bits. Meanwhile, the proposed method 
achieved 0.0233 MSE, 0.9999934 SSIM, 64.4589 PSNR, and 
8.2383 sec when the number of the secret message was 66288 
bits. Based on the results, the proposed method is able to 
encrypt the secret message with a high number of bits 
efficiently. Future work can include using different RGB 
images such as Airplane, Peppers, and Baboon with varying 
sizes and other measurements such as Bits Per Pixel (BPP). 
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Abstract—One of the initiatives adopted by the Indonesian 

government to combat the development of COVID-19 in 

Indonesia is Community Activities Restrictions Enforcement. 

Many public opinions emerged, both for and against this policy. 

There are so many comments every second that it is certainly not 

easy to analyze them by reading each one by one. This task 

necessitates computer applications. Therefore, this study was 

conducted to produce an application that can help analyze public 

sentiment on the policy through social media, namely Twitter, 

into three classes: positive, neutral, and negative. The method 

used in this research is bidirectional long short-term memory 

(BiLSTM), one of the algorithms of deep learning. This study 

trains the model using the dataset, which consists of 10,486 

tweets. The model receives an f1-score of 76.67 %. Thus, the 

model can be used to analyze public sentiment when the same 

policy is enforced. It can determine public acceptance of this 

policy. Thus, the system created in this research can be used as 

evaluation material for the government to review the policy when 

it is implemented in the future. However, this study concentrates 

on how to develop the sentiment analysis system and does not 

examine how the community responds to government policy. 

Keywords—Sentiment analysis; COVID-19; BiLSTM; deep 

learning; government policy 

I. INTRODUCTION 

There are several obstacles that must be overcome in order 
for Indonesia's political system to function effectively given 
the country's status as a growing democracy with a sizable 
population [1, 2]. The political choices that are made by the 
government have significant repercussions, both directly and 
indirectly, on the daily lives of the people who live in 
Indonesia. This encompasses fundamental concerns like as the 
distribution of wealth, economic equality, human rights, the 
maintenance of a healthy environment, and the satisfaction of 
fundamental needs like education and health care. As a result, 
the leaders and policymakers in Indonesia have a significant 
challenge in terms of preserving political stability and 
developing appropriate policies. 

The public mood regarding these policies is a reflection of 
the sentiments, opinions, and perspectives of many individuals 
and groups [3]. The vast majority of these sensations may be 

freely communicated through social media, online news 
platforms, or online discussion forums, which are increasingly 
reflecting people's emotions in real-time [4]. This point of view 
should not be ignored by the government, which is the 
organization that is responsible for formulating and enforcing 
policies. They should, rather, view this sentiment data as a 
useful source of knowledge that may assist them in better 
directing their policies and should do so by capitalizing on it. 

The political discourse and polarization that exists in 
Indonesia have a significant impact on the decision-making 
processes there as well [5, 6]. Analysis of public sentiment can 
assist in detecting recurring patterns of support for or 
opposition to a certain program or leader. It gives an overview 
of the extent to which diverse political and social ideas exist in 
society, which is vital for establishing an effective 
communication strategy and defusing political tensions. 

The influence of sentiment analysis can also have an effect 
on how the public perceives the government in today's digital 
and social media-driven environment, which links the public at 
large [7,8]. It is much easier for governments to earn the 
support and trust of their constituents when they react rapidly 
to the sentiments and viewpoints expressed by the populace. 
On the other hand, apathy for public feelings or a refusal to 
respond to them might result in demonstrations. 

As a result, sentiment analysis is not only a tool for 
analyzing public mood, but it is also a critical factor in the 
effective crafting of policies and sustaining the political 
stability that is required in Indonesia's ever-shifting process of 
democratization. The use of technology such as machine 
learning in sentiment analysis provides governments with more 
powerful and efficient tools to analyze large amounts of data 
and respond in a timely way. This can have a beneficial 
influence on the government's ability to be effective and 
responsive. As a result, having a grasp of and making use of 
sentiment analysis in the context of political policy in 
Indonesia is an absolute must in order to successfully navigate 
the political and social dynamics that will continue to emerge 
in the years to come. 
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In order to address this issue, the present study used 
sentiment analysis to evaluate the political strategies of the 
Indonesian government in response to the COVID-19 
pandemic. The Indonesian government published the 
implementation of restrictions for community activities 
(PPKM) policy on July 3, 202. It is one of the government's 
measures to regulate community activities in order to combat 
the rise in COVID-19 cases in Indonesia. From July 3 until 
July 20, this policy—originally known as the PPKM Java-Bali 
emergency—was formally in effect. Then, on July 20, the 
president announced the extension of PPKM until the 25th and 
modified the designation of PPKM to level 4 during a virtual 
press conference. It was used to stop the spread of COVID-19 
and minimize the requirement for inpatient care. The 44 areas 
and cities that made up the Java and Bali regions at first were 
the only ones to which it was applied. On July 12, however, the 
administration decided that it would also apply to non-Java and 
non-Bali areas after deliberating for more than a week. 15 
cities and regencies in regions with the highest COVID-19 
spread rates were covered by it outside of Java and Bali. The 
government set restrictions on people's mobility during the era. 
Residents, for example, must bring a minimum vaccination 
letter and the results of a PCR swab test or an antigen test 
indicating a negative result for COVID-19 when traveling by 
any mode of transportation [9]. 

The enactment of this policy caused controversy among the 
people of Indonesia. Some people supported this policy, but 
not a few people opposed it for certain reasons. Of course, the 
government issued this policy for the welfare of society. If it is 
discovered that the policy causes social unrest, the government 
must respond. The public's opinion of a policy can be seen 
through the comments that appear in the mass media [10]. One 
of them is Twitter, a social media site. There are so many 
comments every second that it is certainly not easy to analyze 
them by reading each one by one. This task necessitates 
computer applications. This application can facilitate the 
analysis of the sentiment that appears in all Twitter comments 
on this policy automatically and quickly. The computer 
analysis of textual opinions, attitudes, and emotions is known 
as sentiment analysis, also referred to as opinion mining [11].  
Natural language processing, text analysis, computational 
linguistics, and biometrics are used to systematically identify, 
extract, quantify, and study emotional states and subjective 
information [12]. It is widely used for textual data to help 
businesses or organizations understand customers' needs based 
on their opinions of a product or service. The government 
needs this study's sentiment analysis to help it understand how 
the general public feels about PPKM policies. 

Different techniques can be used to analyze sentiment [13]. 
One of the deep learning algorithms that are most frequently 
used is long short-term memory (LSTM) [14]. It is more 
accurate than the recurrent neural network (RNN) approach for 
problems involving long texts. It was developed to solve the 
long-term memory issue brought on by fading gradients while 
using RNNs to process massive sequential data [15]. When a 
gradient has a very low value or is extremely close to zero, the 
network weight remains constant, indicating that the training 
process cannot be sustained. However, the LSTM algorithm 
still has some drawbacks. The standard LSTM only considers 

the previous context. Despite the fact that text identification is 
seen not only in one direction from the previous context but 
also in the next context [16]. To address this issue, this work 
employs the bidirectional long short-term memory (BiLSTM) 
method. Based on the foregoing, it develops the BiLSTM 
model to automatically categorize the public sentiment toward 
PPKM policies during the COVID-19 pandemic. The data 
came from social media users' tweets on PPKM.  This model is 
a fundamental component of computer algorithms that 
automatically categorize data tweets into three groups. Thus, 
there is no need to read each remark individually. Since every 
second there are so many comments. This categorization is 
reliant on language hence the success of an application cannot 
be directly applied if a different language is used. This 
application's outcomes are supposed to let the government 
observe the response of the Indonesian people to policies 
created more quickly and readily, so that they may be 
examined and utilized as material to consider when 
establishing a policy in the future. This study concentrates on 
how to develop the system and does not examine how the 
community responds to government policy. A second 
contribution of this study is the generation of a novel dataset 
that is unique to the Indonesian language for the PPKM topic. 

II. RELATED WORKS 

Sentiments are the underlying feelings, attitudes, 
assessments, or emotions underpinning an individual's 
viewpoint. Sentiment orientation might be positive, negative, 
or neutral. A sentiment target sometimes referred to as an 
opinion target, is the entity or feature of the entity about which 
the feeling is conveyed. The computational study of attitudes, 
opinions, judgments, and feelings concerning things and their 
features that are expressed in text is known as sentiment 
analysis. In general, sentiment analysis commonly uses two 
approaches: the rule-based/lexicon-based approach [17] and 
the machine learning/supervised learning approach [18]. By 
concentrating on the structure and features of the social 
network, sentiment analysis, and dangers including spam, bots, 
false news, and hate speech, Antonakaki et al. provide an effort 
to map the current study themes in Twitter [19]. Best practices 
for data sampling and access are also presented, in addition to 
Twitter's fundamental data model. This overview provides a 
foundation for the application of computational methods like 
Graph Sampling, Natural Language Processing, and Machine 
Learning in various fields. 

COVID-19-related sentiment analysis research has also 
been extensively explored in recent years. Ridwan et al. 
collected English tweets that talked about COVID-19 and were 
geolocated as "Singapore." [20]. The system is based on the 
VADER lexicon-based classifier and the emotions from the 
pre-trained recurrent neural networks to find correlations 
between real-world events and changes in sentiment over the 
whole time period. The results of the sentiment analysis 
showed that about half of the tweets in the dataset were 
positive, and about a quarter of the tweets were negative or 
neutral. Topic modeling also showed that most of the talk 
about COVID-19 on Twitter was about staying home and that 
these conversations were mostly positive, which contributed to 
the overall positive mood during the study period. Overall, the 
results showed that the community supported the steps taken 
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by the Singapore government during COVID-19. This was 
clear from the positive comments on Twitter. 

Sattar et al. use Twitter data to figure out how people feel 
about different COVID-19 vaccines [21]. It used the Twitter 
API and the Python library Tweepy to get about 1.2 million 
tweets. The tweets were collected from April 10 to May 17, 
2021. It only got English tweets, and we used NLTK to do 
more data analysis. It builds the forecasting model classifier 
with well-known machine learning regression algorithms: 
Support Vector Machine (SVM) for regression, k-Nearest 
Neighbor (KNN), Linear Regression (LR), Random Forest 
(RF), M5 model tree, Gaussian process for regression, and 
Multi-layer Perceptron (MLP). Even though some of the 
vaccines have side effects, we find that the general public is 
more positive than negative about them. The model for 
predicting vaccinations says that by the end of July 2021, 
62.44% of the population will have had at least one dose of 
vaccine and 48% will be fully vaccinated. The prediction 
model says that 73.53% of adults will be partially vaccinated 
on Independence Day (4 July 2021). The findings give a way 
to measure how the public talks about the COVID-19 
vaccination and how to live a healthy life during the pandemic. 
It classifies tweets into different emotions like inspired, happy, 
annoyed, sad, angry, afraid, etc. 

Many other studies related to sentiment analysis in English 
have been carried out, such as in English [22], Arabic [23], 
Italian [24], and Hindi [25]. Moreover, Intan NY et al. did 
COVID-19-related research in Indonesia. The research 
addresses the COVID-19 problem in Indonesia, for policies 
related to vacations [26]. Government initiatives regarding this 
vacation program have resulted in a diversity of societal 
perspectives. Using a bidirectional encoder representation from 
transformers (BERT) technique, they apply sentiment analysis 
to this government policy. This research produced a new 
dataset on this subject. The data was taken from the YouTube 
comments area and classified into three categories: favorable, 
neutral, and negative. This study generated an F-score of 84.33 
percent. Using Twitter data, more COVID-related studies 
conducted in Indonesia have been conducted [27, 28]. 

III. METHODOLOGY 

Our case study deals with the implementation of 
government regulations to address the increase in COVID-19 
cases in Indonesia. PPKM has gained support from a range of 
segments of Indonesian society. Twitter is a social media 
platform where the general public may express their ideas.  
This research was conducted through stages that included data 
collection from Twitter social media, data labeling, text 
preprocessing, data splitting, feature selection, feature 
extraction, modeling, and evaluation of the model that has been 
built. The proposed framework is illustrated in Fig. 1. 

 

Fig. 1. Proposed framework. 

A. Data Collecting 

Data obtained from Twitter about the PPKM policy served 
as the study's subject. The unstructured, heterogeneous input is 
then categorized into attitudes that are positive, negative, or 
neutral. The procedure of data collection involved tweets 
posted by Twitter users between July 1 and August 19, 2021. 
10,486 tweets, or 200 tweets each day for 50 days in this 
period make up the research data. Nevertheless, the obtained 
data for this study were only collected in Indonesian. Using the 
Python module snscrape, the scraping operation is carried out 
to retrieve the data. Government socialization of this policy 
began on July 1 and was completed on July 3, 2021. Fig. 2 
depicts the peak of the topic discussion trend in Indonesia from 
July 4 through 10, which was the first week that this policy was 
put into effect. 

 
Fig. 2. Trends in PPKM policy tweets in Indonesia. 

B. Data Labeling 

The labeling of the collected tweet data was done manually, 
one tweet at a time. Several members of the Faculty of Cultural 
Sciences of Universitas Padjadjaran were implicated. The 
findings served as the foundation for this study. Negative 
tweets comprise profanity, expressions of hostility, criticism, 
wrath, fear, and despair, as well as expressions of disagreement 
with government-issued PPKM policies. In the meanwhile, 
tweets can be classified as positive if they contain terms with 
positive connotations, give support, demonstrate delight, 
encourage compliance, and comply with other PPKM criteria. 
If a tweet does not fall into the good or negative categories, it is 
labeled as neutral. In this phase, tweets that were deemed to be 
noise or unrelated to the opinions of Indonesians were also 
deleted. Its process involved manually deleting tweet data 
obtained from news accounts, government entities, nonprofits, 
and businesses. Additionally, tweets with promotions, ads, and 
tweets in regional languages were removed. 

C. Text Preprocessing 

Before the text data was processed to the next step, this 
stage cleaned the data of noise or modified the data's format to 
make the data processing easier [29]. Each language has its 
own characteristics hence the procedures and methodologies 
might differ between languages. The actions taken in this 
study, i.e. 

 Case folding: This step transforms a word's individual 
letters into a single, consistent shape that may take the 
form of lowercase or uppercase letters [30]. 

 Noise reduction: During this step, the text was cleared 
of distracting elements including mentions, hashtags, 
links, numbers, symbols, punctuation, and emoticons. 
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 Tokenizing: This method divided the text into tokens, 
which were utilized to create practical features. Words 
in their entirety serve as the stage's tokens. 

 Normalizing: In this step, the tokens were normalized to 
a standardized form. The Indonesian dictionary updated 
them with standard forms that replaced abbreviations, 
slang, and other non-standard forms. 

 Stemming: By locating and eliminating any affixes 
present, this step reduced the word to its most basic 
form. 

 Stop-word removal: In this phase, terms that were used 
excessively or whose definitions were irrelevant to 
learning are eliminated. 

D. Data Splitting 

This study used a 7:3 ratio to divide the dataset into training 
and testing data. 7,340 tweets were used for the training data, 
whereas 3,146 were used for the testing data. A 10 k-fold 
cross-validation procedure was then used to separate the 
training data from the validation data. 

E. Feature Selection 

Experiments on the minimum count threshold value were 
conducted during the feature selection step. The limit utilized 
to filter the existing characteristics based on a word's frequency 
of occurrence across the entire corpus was the min count value. 
The characteristics in question in sentiment analysis are the 
tokens or words that make up a phrase. At this point, irrelevant 
tokens were eliminated, namely those with too few occurrences 

F. Feature Extraction 

The process of feature extraction involves numerous initial 
feature changes that result in the production of new, more 
important features. It can be used in this situation to simplify 
the data representation and minimize complexity by treating 
each variable as a linear combination of the original input 
variables. The process of obtaining word lists from text data 
and turning them into a collection of features that the classifier 
may use is known as feature extraction on text [31]. Word2Vec 
is a method for feature extraction that appears to be an 
improvement over the drawbacks of the bag of words (BOW) 
method, which can create inaccurate models because it doesn't 
take into account word order or context. To create the 
appropriate context, it is important to take into account the 
arrangement of words in a document. When the same type and 
number of words are used in a document, the word order might 
yield distinct interpretations, which will impact the sentiment. 
Another strategy, word embedding, can be applied to get 
around this. It is a method of representing text in which 
similar-sounding words are represented similarly in a vector 
space [32]. In other words, it displays similar terms based on 
how closely connected the corpus is. It can often be divided 
into two categories: pre-diction-based embedding and 
frequency-based embedding. The count vector, TF-IDF, and 
co-occurrence vector techniques are the ones most frequently 
employed in frequency-based embedding. As for the frequently 
employed prediction-based approach, it is Word2Vec. It uses 
the context of the words around it to quantitatively identify 
word similarities. It makes vectors whose numerical 

representations are based on things about words, like how they 
are used in a sentence. Also, it trains a corpus of text as input 
data and generates a vector list of words (embedding) as output 
from a model. The resulting word meanings and word 
embedding relationships have beneficial properties like vector 
arithmetic and are spatially represented [33]. It is a self-
supervised learning system that gains knowledge from 
unlabeled input, like a group of texts. The learning technique 
makes use of conditional probabilities to anticipate certain 
phrases using some of the words they are surrounded by in a 
corpus of text. Word pairs that are close in proximity to one 
another in the text and were one-hot encoded (input, label) 
make up the training set. 

Skip-gram architecture was used in this study since, 
according to research; it performs better [34]. During training, 
the skip-gram algorithm could be used to predict the word 
context of the input word by examining the words nearby. The 
size of the dimensions and the size of the window serve as the 
Word2vec hyperparameters that would be optimized. 50, 150, 
and 300 are the study's test dimensions, whereas 2, 5, 10, and 
14 are the study's test window sizes. 

G. BiLSTM 

The RNN technique, which is utilized in the field of deep 
learning, has undergone development in the form of LSTM. It 
was intended to alleviate the vanishing and exploding gradient 
problems that occur when RNNs are employed to handle 
extensive sequential input. The cells can learn to recognize 
substantial input with the aid of the input gate, store it for a 
long time with the aid of the forget gate, learn to hold onto it 
for however long is necessary with the assistance of the forget 
gate, and then learn to delete it when needed. This explains 
why the algorithm is capable of picking up persistent patterns 
in time series, lengthy texts, and other data [35]. 

A memory cell with three gates requires the following gates 
to control the flow of information: 

 Forget gate to decide what data should be removed from 
the memory cell or not, 

 Input gate, which decides what data should be entered 
into the memory cell, 

 Output gates are used to decide the output based on the 
input and memory cell. 

LSTM's first step is to decide what data will be eliminated 
from the cell state. The choice is made by the sigmoid 
activation function that takes place in the forget gate layer. The 
forget gate will take input from ht-1 and xt and output a value 
between 0 and 1. While 0 indicates that the information will be 
stored from Ct-1, and 1 indicates that it will be removed. 

The information that will be kept in the cell state must then 
be decided. It is split into two sections. The input gate layer, 
also known as the sigmoid activation function, first decides 
what data will be updated. Following that, the vector Ct of new 
candidate values that can be added to the state is created by the 
tanh activation function. The outcomes of the sigmoid and tanh 
activation functions will be merged in the following step, and 
their values will be utilized to update the state. The subsequent 
step is to transform the prior cell state, Ct-1, into the new cell 
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state, Ct. At this point, the value of the new candidate will be 
added to the prior state after being multiplied by the output 
from the input gate, and the output from the forget gate. At this 
stage, processes such as the removal of unimportant 
information and the addition of significant actual information 
into the cell state, as defined in the preceding step, occur [36]. 
The filtered cell state determines the output outcomes. The 
sigmoid activation function will initially mix input and data 
from the preceding hidden layer to determine which portion of 
the cell state should be created. The output from the sigmoid is 
then multiplied by the output from the tanh activation function 
(to obtain a value between -1 and 1), yielding only the preset 
information. Each time step of the LSTM cell's overall process 
provides two outputs: Ot, which serves as the time step's output 
and is used as a hidden state, and Ct, which creates a new cell 
state and is passed on to the following time step. 

BiLSTM, a variant of the LSTM algorithm, tries to observe 
a certain sequence from front to back or back to front. The 
network creates a context for each character in the text by 
utilizing their past and future. The goal is to maximize the 
utilization of an input sequence by stepping through the input 
step time both forward and backward. In order to create two 
layers side by side using this design, the first layer is duplicated 
repeatedly. The input sequence is then fed into the first layer, 
and the second layer receives a reverse copy of the input 
sequence. This strategy was created a while back as a general 
strategy to enhance the functionality of recurrent neural 
networks [37]. the forward layer and backward layer's 
information flow. It is typically employed when the order of 
the data is a factor. It is justified in the context of voice 
recognition since research suggests that rather than a one-way 
linear interpretation, humans perceive what is spoken in the 
context of complete speech. Although it was initially designed 
for speech recognition, the bidirectional is now a crucial 
component of LSTM sequence prediction as a method to 
enhance model performance. 

The BiLSTM model neural network layer in this study can 
be illustrated in Fig. 3. This study's BiLSTM model was 
developed using the Keras module, which may be obtained at 
https://keras.io (accessed on 18 February 2020). The first layer 
was the embedding layer whose embedding matrix values were 
obtained from the Word2vec model. The embedding matrix 
resulting from Word2vec was used as the initialization value of 
the embedding layer's weight which was then updated during 
the training process. Input on this layer was in the form of 
tweets which were represented in word index sequences. The 
sequence had a maximum length of 65 words. Tweet data 
consisting of less than 65 words was a padded 0 in front of it, 
while data tweets that were more than 65 words will be 
truncated so that the length of each tweet sequence is the same. 
When a shape tuple has a none dimension, it indicates that the 
network is open to inputs of any dimension. 

A 65 x 150-pixel matrix representing each piece of data 
was the embedding layer's output which is from the feature 
extraction stage. The maximum length for each data point was 
65, and the maximum length for each word's vector 
representation was 150. The matrix served as the BiLSTM 
layer's input. The forward LSTM layer and the back-ward 
LSTM layer are the two LSTM layers that make up the 

BiLSTM layer, which is made up of one layer altogether. The 
output of the BiLSTM layer has a size of 65 32 thanks to the 
combination of the 16 units from each of these LSTM layers 
with a dropout of 0.5. The GlobalMaxPool1D layer was then 
given the output from the BiLSTM layer. By taking the largest 
value in the temporal dimension, this layer was able to down-
sample two-dimensional data into one dimension, producing an 
output with 32 dimensions. It then moves on to the layer for 
batch normalization. It altered the input to make it uniform. 
Each input variable's statistics were tracked by the layer during 
training and utilized to normalize the data. Through a 
straightforward regularization effect, it can expedite the 
training process and, in some situations, improve model 
performance. 

 

Fig. 3. BiLSTM model architecture. 

TABLE I.  HYPERPARAMETER VALUES 

Hyperparameter Value 

Optimizer Adam 

Merge mode Concat 

Dimension size 150 

Activation Softmax 

Max sequence length 65 

Max epoch 50 
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Thus, the layer based on the dropout was a safeguard 
against overfitting [38], and the resulting layer was dense, fully 
connected, and had three units. The layer served as the output 
layer for the Softmax activation function, which created class 
probabilities from the input with values ranging from 0 419 to 
1 for each class. The prediction of input data had the three 
classes' greatest value making the following step reasonable. It 
trained the model's trainable parameters defined and assembled 
earlier. Early stopping was used to avoid overfitting during the 
model training process using data by assessing the 
hyperparameter batch size with epoch 50. Table I displays the 
hyperparameter values used in this investigation. The grid 
search method in finding optimal hyperparameters was used, in 
which every combination of predetermined hyperparameters 
was tried to select the combination that produced the best f1-
score value. 

H. Model Evaluation 

After the BiLSTM model had been successfully created, 
the next step was to evaluate the model using the confusion 
matrix values. The metric in this study was the f1-score. It is 
one of the assessment measures that is often used in sentiment 
analysis scores. This metric is used to quantify how well a 
model is able to categorize comments into various sentiment 
categories, such as positive, negative, or neutral. The F1-score 
is a metric that offers an overall view of the quality of the 
model classification since it combines both precision and recall 
into a single value. Because it strikes a good balance between 
precision and recall, it is an appropriate tool for use in 
situations in which the ratio of false positives to false negatives 
is a significant consideration in sentiment analysis. When 
identifying sentiment, a high F1 score shows that the model has 
a high level of precision as well as recall. 

IV. RESULTS 

The hyperparameters that were analyzed to create the 
optimal BiLSTM model were the number of BiLSTM layers, 
the number of BiLSTM units, batch size, dropout rate, and 
learning rate. 

A. Analysis of the Number of Layers 

With dropout rate=0.1, batch size=16, and learning 
rate=0.01, one and BiLSTM layers one and two were stacked 
against one another and evaluated in this study. Table II shows 
that using one BiLSTM layer as opposed to two leads in a 
higher f1-score. The findings of this experiment demonstrate 
that employing one layer of BiLSTM instead of two layers led 
to a higher f1-score. It is clear that the model with two layers of 
BiLSTM could not ensure that the model's performance would 
be enhanced. Because it yielded improved f1-scores, utilizing 
just a BiLSTM layer was sufficient for this study. The capacity 
of the model to learn can theoretically be increased by adding 
layers to the neural network. However, the model can extract 
more intricate patterns from the supplied data because of its 
expanded learning capacity. In general, this is advantageous 
because the model learns more and becomes better at properly 
predicting data. On the other side, there is a chance that the 
created model will be overfitted as a result. According to this 
criterion, the model performed well when predicting data that 
has been thoroughly researched but poorly when predicting 
data that has never been observed. 

TABLE II.  ANALYSIS OF THE NUMBER OF LAYERS 

Number of layer LSTM Unit F1 score 

1 16 74.49% 

1 64 74.27% 

2 16 72.72% 

2 64 73.40% 

B. Analysis of BiLSTM Unit 

Table III demonstrates that an f1-score with a declining 
trend was obtained by in-creasing the hidden units in the 
LSTM layer. The model with 16 hidden units generated the 
model with the highest f1-score, 74.49 %. In this study, 16, 64, 
and 128 BiLSTM units were examined. Table III gives an 
overview of the test outcomes that have been evaluated. The 
test results demonstrate that an f1-score value with a falling 
trend will be produced by increasing the number of hidden 
units in the BiLSTM layer. The model with 16 hidden units 
yields the model with the highest f1-score, or 74.49 %, 
compared to the other models. It demonstrated that utilizing 16 
hidden units in each BiLSTM layer—or 32 units in the 
BiLSTM layer—was sufficient for the model to extract 
patterns from the supplied dataset. A higher hidden unit count 
also did not result in a higher f1-score. It is due to the fact that 
a model with an excessively large number of hidden units may 
get overfitted, have a low f1-score in the validation data, and 
be overly complex. 

TABLE III.  RESULTS OF THE BILSTM UNIT 

Number of layers BiLSTM Unit F1 score 

1 16 74.49% 

1 64 74.27% 

1 128 73.46% 

C. Analysis of Dropout 

The best outcomes are displayed in Table IV when a 
dropout of 0.5 was used. It suggests that the optimal model 
would consist of a BiLSTM layer, 16 LSTM units, and a 
dropout of 0.5, which would effectively reduce overfitting, 
raise the average f1-score value, and offer the best model. The 
model's ability to handle overfitting was less ideal due to the 
dropout value being too small. Because too many neurons were 
eliminated during the training phase due to an excessively high 
dropout number, the final model was subpar. 

TABLE IV.  ANALYSIS OF THE DROPOUT RATE 

Dropout rate LSTM Unit F1 score 

0.1 16 74.49% 

0.3 16 74.08% 

0.5 16 74.57% 

D. Analysis of Batch Size 

According to Table V, batch size 32 produced the highest 
f1-score when compared to the other sizes. The batch size 
value was about right—it wasn't either too big or too tiny. 
Larger data sets result in faster model convergence, but since 
there are so many of them, the model finds it challenging to 
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identify patterns in the data. Otherwise, if it is too little, the 
algorithm might not take into account the true level of variance 
in the sampled distribution, which could lead to a noisy 
training process. 

TABLE V.  ANALYSIS OF THE BATCH SIZE 

Dropout rate Batch size F1 score 

0.5 16 74.57% 

0.5 32 75.37% 

0.5 64 75.08% 

E. Analysis of Learning Rate 

Table VI shows that when the learning rate was set to 
0.001, the model performed at its best. If the learning rate was 
excessively sluggish and required more repetitions, 
convergence happened more slowly. If the learning rate was 
too high, the convergence would occur quickly but the step size 
would be enormous and the optimal point would be exceeded. 
The table shows that a model with a learning rate of 0.0001 has 
a substantially lower f1-score. 

TABLE VI.  ANALYSIS OF THE LEARNING RATE 

Batch size Learning rate F1 score 

32 0,01 75.37% 

32 0,001 76.34% 

32 0,0001 70.40% 

F. Model Evaluation 

The tests with a 10-fold cross-validation technique is 
presented in Sub-chapters 4.1 to 4.5. The model was then 
applied to the test data that had been previously separated. 
3,146 data points total—including 1,510 negative class data, 
1,236 neutral class data, and 400 positive class data—were 
utilized to evaluate the final model. Fig. 4 demonstrates that in 
epoch 8, the model obtained the best f1-score. The overfitting 
that caused the early termination mechanism to end the training 
process automatically in epoch 9 can be seen. It also 
demonstrates that there are not many differences in the curves 
between the training and validation sets of data, indicating that 
the developed model performs reasonably well. The results of 
the final model test on the test data shown in the confusion 
matrix are shown in Fig. 5. 

 

Fig. 4. Graph of F1-Score and loss. 

 

Fig. 5. Confusion matrix. 

Also, Table VII displays the precision, recall, and f1-score 
for each class. The classification result shows metrics for each 
negative, neutral, and positive class. It is clear that negative 
classes frequently have metrics that are superior to those of 
other classes. The built-in model's performance receives a f1-
score of 76.67 %. 

TABLE VII.  MODEL EVALUATION RESULTS 

Metric Negative Neutral Positive 

Precision 79.64% 73.41% 76.22% 

Recall 78.48% 77.75% 66.50% 

F1-score 79.05% 75.52% 71.03% 

 
Fig. 6. PPKM trends in November 2021. 

G. Sentiment Prediction 

This research focuses on the development of computer 
applications for PPKM-related sentiment analysis in Indonesia. 
The BiLSTM model was derived from the collected ground 
truth data in this study.  By this model, various sentiment 
analysis-related data, specifically PPKM-related data, may be 
automatically classified. An example of test data is PPKM 
comments data collected in November 2021. In order to avoid 
an upsurge in COVID-19 cases in Indonesia before the year-
end holidays, the government raised the PPKM level once 
again at the end of 2021. As a result, some Indonesians became 
quite interested in the PPKM subject. Fig. 6 displays a Google 
Trends graph of the PPKM keyword's search volume in 
November 2021. The graph demonstrates that on November 
18, the PPKM again declared a peak. On November 17, 2021, 
the government declared that PPKM level 3 would once again 
be implemented. 31,788 tweets in total were collected. Based 
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on this research, there are 10,370, 13,836, and 7.58, 
respectively, fell into the negative, neutral, and positive 
categories. In November 2021, a neutral class of 43.5 percent 
dominated the public's opinion on the PPKM policy. It was 
followed by a negative class of 32.6 percent, while a small 
percentage of 23.9 percent expressed a favorable attitude. The 
majority of tweets that were categorized as neutral provide 
news or information about PPKM policy. The tweet content 
that was labeled as unfavorable typically reflects the public's 
dissatisfaction and frustration with the effects of PPKM's 
implementation. It demonstrates that the majority of 
Indonesians disapprove of the PPKM policy, which the 
government can utilize as evaluation information for reviewing 
current and future policies. 

V. CONCLUSION 

The topic of the study was data acquired from Twitter on 
the PPKM policy. The input is then classified as positive, 
negative, or neutral. The technique for collecting data involves 
tweets written by Twitter users between July 1 and August 19, 
2021. The research data consists of 10,486 tweets, or 200 
tweets every day over 50 days. This is the study's contribution. 
It is the creation of a new dataset that is unique to the 
Indonesian language in relation to the PPKM issue. 

Also, this study creates the BiLSTM model to 
automatically classify public opinion on PPKM policies during 
the COVID-19 epidemic. The best model, with a final f1-score 
of 76.67 %. Reading each comment individually is 
unnecessary. Since every second, so many comments are 
posted. This categorization is dependent on language; hence, 
the success of an application cannot be directly applied when a 
different language is utilized. The results of this application are 
intended to allow the government to monitor the response of 
the Indonesian people to newly formed policies more quickly 
and easily, so that they may be analyzed and used as future 
policy-making material. This research focuses on developing 
the system and does not investigate how the community reacts 
to government policies. Last, this article only discusses one of 
the deep learning algorithms, specifically the BiLSTM method. 
With the rapid growth of deep learning, however, research may 
be conducted on the most recent algorithms with the goal of 
improving performance. 

The focus of future work will be on developing more 
sophisticated pre-processing methods to improve the accuracy 
of public opinion sentiment on government policy during the 
COVID-19 pandemic, as well as exploring the application of 
transfer learning techniques to strengthen understanding of 
complex patterns in Indonesian language text data. 
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Abstract—Rank Reversal in Multi-Criteria Decision Making 

(MCDM) is a phenomenon that occurs when an alternative is 

added or deleted because of a change in the order in which the 

result is ranked. The evaluation of the weight of criteria, which 

are established based on whether a decision maker considers 

them important, impacts the alternative ranking result in 

MCDM. Changes in decision result ranking called rank reversal 

cannot be acceptable. Many researchers have done lots of 

research and created new methods for eliminating rank reversal, 

but until now there is still research that denies these new 

methods are free from rank reversal. The Analytical Hierarchy 

Process Method (AHP), the oldest Decision support Method has 

an advantage in the decision according to the Decision Maker’s 

(DM’s) preference. Still, it is vulnerable to the rank reversal 

phenomenon. While Characteristic Object Method (COMET) is 

a method claimed to be free of rank reversal phenomenon. This 

paper will discuss how the integration of COMET to AHP 

especially in the phase of generating characteristic value and 

characteristic objects is added to the AHP phase, which will have 

an impact on digital marketing strategy decision-making for 

private Universities in Indonesia, especially the city of 

Palembang. The combination of COMET and AHP in this paper 

is tested with several testing tools; they are case study testing, 

accuracy testing, and sensitivity analysis testing. The result of the 

combination of COMET and AHP will be named C-AHP, which 

is a consideration of DM’s preference for the criteria weight, and 

the generation of alternative comparison based on criteria, or 

any other attributes makes AHP free from rank reversal. 

Keywords—Method; combination; C-AHP; rank reversal; 

elimination 

I. INTRODUCTION 

Multi-Criteria Decision Making (MCDM) Alternative 
ranking is affected by the weight given by the DMs (Decision 
Makers) to the criteria. The main methods of MCDM such as 
TOPSIS (Technique for Order Preference by Similarity to Ideal 
Solution), ELECTRE (Elimination Et Choix Tradusiant la 
REalite), PROMETHEE (Preference Ranking Organization 
Method for Enrichment Evaluation), AHP (Analytical 
Hierarchy Process), and their combination, have been criticized 
in accordance with the occurrence of a problem called Rank 
Reversal Phenomenon (RRP) [1]. Rank reversal is a 
phenomenon where the alternative’s order of preference is 
altered when a new alternative is added, or an existing 
alternative is deleted from a decision problem. A rank reversal 

occurs when a new alternative has been added or an old 
alternative eliminated from decisions, and the order of 
preference for other options is changed. In 1980 Belton and 
Gear first observed a change in ranking in the AHP [2]. One of 
the most important criteria for selecting the MCDM method is 
the phenomenon of rank reversal. There has been no answer to 
the question of a shift in rank as far as MCDM is concerned. 
Therefore, to obtain genuine results, a DMM (Decision-
Making Method) using MCD (Multi-Criteria Decision) 
methods must know the problems that arise because of rank 
reversal. The rank reversal issue has not been solved yet in the 
MCDM context. Consequently, to obtain a valid result, DMs 
using MCDM methods should be familiar with rank reversal 
phenomenon challenges. Although a lot of researchers declare 
that RRP is a natural feature of the decision-making process, 
RRP is undesirable and unwanted because it indicates 
unreliability in the MCDM approach, in the research about 
sustainable material selection, the research result showed that 
there was no way to confirm whether the number of options 
and criteria had any effect on rank reversal [3]. 

There have been many studies regarding RRP, which tried 
to eliminate rank reversal using various methods for the past 10 
years. In 2014, a framework for the experiments to determine 
the cause of rank reversal in an MCDM Method was done, the 
result is a modification of a method with a robust combination 
in it [4]. In addition to the RRP research carried out in 2017 
with a reciprocal fuzzy preference relationship based on 
additive consistency for addressing RRP, there were also new 
methods that use proximity-indexed values and have 
demonstrated their accuracy compared to existing MCDM 
methods [1] [2]. An RRP investigation into potential causes of 
rank reversal was carried out in 2018, which indicates that 
preference followed by ranking score aggregation is the 
primary cause of RRP because of a lack of information in other 
research papers. A method for aggregation of scores has been 
proposed in some research to describe and illustrate the 
phenomenon of rank reversal using numerical examples. 
Compared to other tested methods, the results are better. 
According to the literature on decision-making, several 
methods suffer from this phenomenon, and one of them is AHP 
[5]. From 2020 era until 2023 the RRP research focused on the 
new method and/or the enhancement of the old method in 
MCDM with the additional Fuzzy to eliminate RRP such as 
AHP and TOPSIS method [6][7][8]. 
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AHP as the method that applied for the last 25 years in 
many MCDM decision-making, has been used in lots of 
decisions in various fields. The pairwise comparison is the 
basic way of breaking down the problem into a hierarchy of 
subproblems making AHP a method with its advantages 
[9][10]. The numeric value assigned to each variable in AHP 
helps decision-makers defend a cohesive paradigm by deriving 
the relative weight of each component of the hierarchy, criteria, 
and alternatives [11]. For the management of qualitative and 
quantitative multicriteria elements in decisions, as a powerful 
and efficient tool, For the following criteria and benchmarks, 
AHP is capable of applying sensitivity analysis. Because of 
combined comparisons, judgment and calculation are easy in 
AHP. Moreover, AHP provides proof of compatibility and 
incompatibility decisions which is the compensation for the 
multicriteria decision making. With the combination of 
mathematics and expert judgment, AHP helps decision makers 
to make better choices both about tangible criteria and 
intangible criteria [12][13][14]. Besides its advantages, AHP 
also has disadvantages; RRP is neither a fatal flaw of the AHP 
nor a desirable property of it. It is a symptom of inherent 
problems with the AHP [15]. [16] When a decision problem is 
broken down into smaller problems, ranking irregularities 
occur in AHP each comprising two alternative solutions and a 
set of identical criteria as the first problem, which is called the 
Rank Reversal Phenomenon (RRP) in AHP. 

Continuing the first version of the AHP method affected by 
RRP which was founded by Saaty & Vargas in 1984, Belton 
and Gear in 1983-1985, and Schoner & Wedley in 1989 who 
brought out a new version of AHP called the 'ReferenceAHP', 
to avoid RRP. This means that the weighting of the criteria is 
changed on each occasion when a different criterion is 
introduced or deleted. The underlying mathematical 
justification for this phenomenon is rank reversal local 
preferences are normalized, in the relative measurement mode, 
with a reduced level of hierarchy so that they add up to 1. As 
new alternatives are inserted or removed, Changes in local 
preferences will be influenced by other alternatives the result 
may therefore be a change in the end ranking of alternatives. 
Belton & Gear agrees with this statement as well [17]. In 2012, 
scholarly papers from an assessment of 61 scholarly papers on 
AHP methodologies and ranking reversals were carried out in 
18 journals [18]. [19]A few studies conclude that the findings 
do not cover all the areas, the establishment of a new hybrid 
method for implementing and evaluating the results of studies 
will be proposed in future work, together with its proposal to 
evaluate every completed study. By using different methods 
that will be used in future work, a hybrid method will be 
integrated and used. 

By using different methods that will be used in future work, 
a hybrid method will be integrated and used. Unlike 
conventional methods, COMET (Characteristic Object 
Method) uses a different approach, during initial investigations 
the phenomena of rank reversal have not been observed. To 
determine the measurement standard with a fuzzy reference 
model, a constant set of specially selected characteristic objects 

distinguishes the COMET model which is independent of the 
alternatives. The ability of COMET to detect multiple criteria 
models for the decision-makers, including a nonlinear 
multicriteria model, is its greatest advantage. [20] The COMET 
method was primarily designed to deal with actual value data 
in the first place. In several cases, it has proved difficult to 
define precisely the exact attributes of decision criteria. 
Therefore, in complicated decisions with data uncertainties, the 
use of intervals or fuzzy numbers should be substituted for 
numerical values. 

In this research, as the solution to the AHP in the RRP 
problem, the advantage of COMET in analyzing characteristics 
through the categorization of characteristics objects with 
characteristic value and the classification of criteria and the 
consistent criteria will be added to AHP and combined with the 
pairwise comparison in AHP. The purpose of this research is to 
avoid and eliminate RRP in AHP and the impact on the case of 
digital marketing strategy decisions in private higher education 
in Palembang City, Indonesia. 

II. LITERATURE REVIEW 

A. The Correlation COMET and AHP 

COMET and AHP have similarities in the pairwise 

comparison step. The unstable solution obtained in AHP is 

caused by the only discrete value of priority for all alternatives 

from the space of problem which COMET can provide the 

solution for it [21]. AHP is the best way to prioritize as it 

delivers highly accurate results for decisions that need to be 

made. Conventional AHP has scalability problems that can be 

solved with the modification of the AHP method structure 

[22]. AHP is also the method to have a coherent result, where 

to calculate the weights of the criteria, first, we need to 

establish the criteria' weight by comparing them in pairs [23]. 

With this strength of AHP combined with the advantage of 

COMET, AHP can be more powerful in avoiding and 

eliminating the RRP. 

B. COMET and AHP Combination 

To create a free RRP, the COMET method needs to be 
done step by step, the following Fig. 1 is the step of the 
COMET method [24][25]. 

Meanwhile, two main steps are carried out in the AHP 
method, Setting up the problem's hierarchy structure is an 
initial step, The next step is to give each grade of the hierarchy 
a nominal value, then set up a pairwise comparison matrix 
[12][26] The AHP hierarchy structure, and the form of the 
structure is as presented in Fig. 2. 

From the COMET framework steps, and AHP, can be 
stated that COMET has the biggest contribution in the criteria 
modification which the adding of a characteristic value and 
characteristic object to the Criteria is the main key to eliminate 
the rank reversal. Before adding the numerical example, let's 
look at the combination of COMET and AHP named the C-
AHP method which is depicted in the following Fig. 3. 
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Fig. 1. COMET method model. 

 
Fig. 2. The AHP method model. 

C. Characteristic Object and Value 

The characteristic object method (COMET) is based on the 
idea that a characteristic object is obtained as a combination of 
values characteristic to individual criteria, points that are 
regularly distributed in the problem state. By combining fuzzy 

theory set elements to define a decision model in the area of a 
problem, which is mainly designed for dealing with real-valued 
data [23][27]. In COMET, it is the first step to determine how 
many variants are associated with certain linguistic values that 
describe criteria, then, a characteristic variable is generated 
from values of vertices with particular fuzzy numbers [28]. 
Before the pairwise comparison is conducted, based on the 
distance from the nearest characteristic objects and their 
values, preference is given to each alternative [29][30]. For all 
these criteria, the domains and fuzzy numbers are determined. 
As a combination of the crisp values of all the fuzzy numbers, 
the characteristic objects are obtained. 

 

Fig. 3. The C-AHP method framework combination. 
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III. RESEARCH METHODOLOGY 

The methodology of this research as shown in Fig. 4, 
started with the COMET method component analysis that gives 
the biggest part to reduce or remove rank reversal in decision-
making. Formulation of COMET and AHP focusing on the 
characteristic value and characteristic object exist in the 
COMET method, and how its triangular fuzzy number affects 
the weight of the criteria in AHP. The combination of COMET 
and AHP is then generated into one framework combination 
form of those two methods which is later called C-AHP. The 
new framework, C-AHP, will be implemented in the numeric 
case, it is digital marketing for private higher education. 

 
Fig. 4. Framework for C-AHP combination. 

Data preparation for the higher educational marketing 
strategy started with interviewing the head of marketing and 
public relations in a private University, to collect the digital 
marketing strategy and criteria according to their wants and 
needs. After the interview result is a recap and the resulting 
knowledge about the digital marketing strategy and criteria, the 
next step is the question questionnaire will be made, which 
refers to the interview result and will be given to newly 
graduated high school student, to check whether the criteria is 
the same between those two parties. After the questionnaire is 
given to high school graduate students, the result will be a 
recap and the final criteria and sub-criteria for digital 
marketing will be established. To prove the rank reversal 
paradox avoidance in the C-AHP Method, the data from the 
questionnaire and interview results will be integrated and used 
in the C-AHP method for the numerical calculation. An 
additional step is added at the beginning of the C-AHP step 
after the criteria are determined, then will be building the 
characteristic value for each criterion. After defining the 
characteristic value, a characteristic object is created according 
to its characteristic value, using the formula as follows: 

A. Characteristic Value of Criteria 

In this concept, by using the number r of criteria to define 
the size of the problem and establish its dimensionality, 

B. C1 C2 ,...,Cr.  

The selection of the triangular fuzzy numbers for each 
criterion is made. 

Ci, as example Ci1 Ci2 ,...Cic 

The result of this is as follows:: 

C1{C11,C12 ,...,C1c1} 

C2{C11,C12 ,...,C1c1} 

  ……………….. 

Cr{Cr1,Cr2 ,...,Crcr} 

C1, C2,..., Cr for all criteria, are numbers of fuzzy numbers. 
After obtaining the triangular fuzzy number, and then a 
linguistic model has been created. 

C. Generating Characteristic Object (CO) 

CO C(C1) x C(C2) x...xC(Cr ) 

The next step is to define all of the set values for a given 
characteristic object as a result. 

  CO1 = {C(C11),C(C21),…,C(Cr1)} 

  CO2 = {C(C11),C(C21),…,C(Cr2)} 

  …………………………………. 

  COt = {C(C1c1),C(C2C2),…,C(Crcr)} 

t is a number of CO [31] 

  ∏  

 

   

 

D. Pairwise Comparison of Characteristic Objects 

Before we carry out an evaluation and a final ranking, a 
comparison of characteristic Objects between Characteristic 
Object (CO) for each criterion will be implemented. With the 
scale of: 

   0,0, fexp (COi) < fexp  (COj) 

α is = f (COi, COj)=     0,5, fexp (COi) = fexp  (COj) 

   1,0, fexp (COi) > fexp  (COj) 

This step is the normalization step that will make sure that 
each alternative and criteria have the same consistent numeric 
calculation even though there is a new alternative added or 
deleted. 

E. Previous Related COMET and AHP Research 

The previous works regarding to COMET and AHP, or one 
of the method, which related to the combination of those 
method, analyzed in this paper. The result of latest work related 
to this research is started in 2016 in the research about the rank 
reversal paradox in management decisions: the comparison of 
the AHP and COMET methods, the result is COMET is free of 
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rank reversal in compare to AHP on the Problem of Selecting 
Providers. COMET method is very easy to use, and the 
simplest models given reliable results. in 2020, intuitionistic 
fuzzy sets in multi-criteria group decision making problems 
using the characteristic objects method, resulting the case is 
academic problem of selection of the best mobile company 
using fuzzy set. In this research, on 2023, the case in digital 
marketing strategy decision for private higher education in 
South Sumatra, Palembang, Indonesia, combining COMET 
and AHP for the Rank Reversal Phenomenon free. 

IV. C-AHP IMPLEMENTATION IN DIGITAL MARKETING 

PRIVATE HIGHER EDUCATION DECISION 

A. Digital Marketing Private Higher Education Decision 

Data sample for digital marketing private higher education 
is taken in two ways; first interview with the head of marketing 
and/or public relations in private higher education, University 
in Palembang City is done. The interview questions about 
digital marketing strategy are Table I: 

TABLE I.  INTERVIEW QUESTIONS 

Question Answers 

Is there a specific target or niche targeted at the prospective 
student market segment?  

SMA & 
SMK 

Is the marketing strategy model used the same for all study 

programs/faculties? 

All the same 

How big is the comparison between the amount of 
conventional/offline marketing compared to digital / online at 

your university? 

50% offline 
- 50% 

Online 

Is there a strategy for when to use conventional marketing 
media and when to use digital marketing at your university? 

No 

What are the criteria or conditions to be considered when 

determining which digital marketing media to use? In 

meaning, what are the criteria for choosing marketing media 
at your university? 

No 

What are the strategies and/or media used for digital 

marketing strategies at your current university? 
is one of these lists 

- SEO  

- Content marketing  
- Paid search 

- Social media  

- Marketplaces 
- Paid advertising media, banner ads  

- Media chat 

- Emails  
- Influencer  

- Affiliate marketing  

SEO 

FB 
IG 

TIKTOcK  

WA Blast 
Marketplace 

Paid 

Advertising 

Which do you use most of all the digital marketing media 

mentioned earlier? 

 

Which digital marketing media has an impact in terms of: 

- Easily measurable results 

- Increasing customer loyalty, which ensures the most 

retention of customers 

- Cost-effectiveness 

- Conversion rate: the percentage of your website's visitors 
who do business on your company's page, actions they take 

during their visit and steps that lead them to make transactions 

 

All the same 

 

 

 

 

You agree that the needs and benefits of digital marketing in 
the field of education should be summarised as follows:  

t's measurable 

IEasy to Access 
impactful 

Instant Feedback System 

Brand awareness reach 

Yes 

Demographics, age or other characteristics are usually the 

criteria which you will be considering when it comes to a 
particular Digital Marketing.? 

No we come 

to every 
school 

which 

accept us 

As shown in the methodology, from the interview results, 
knowledge about the targeted and planned digital marketing 
strategy of a private higher education institution's Marketing 
Director or Public Relations and promotion Department is 
created. The next step is to collect data from the questionnaire 
with the question using the Likert scale, where the data of the 
questionnaire is taken from 325 respondents, who are high 
school graduate students in Palembang city. Using the Slovin 
formula, this research uses a population of 420 with the error of 
tolerance e=0,05 and using the Slovin formula: 

𝑛   
 

     
   (1) 

The sample from the formula is 204 respondents, but from 
the questionnaire responses, 325 respondents fill and answer 
the questionnaire. So minimum sample is 𝑛=325. From this 
sample result, the validity and reliability test are conducted, 
and the result for validity with the tolerance of error is 0,05, 
resulting in the r count being bigger than the r table for every 
aspect of the question which means all the value is valid. The 
reliability test for the graduated high school student is shown in 
Table II and Table III: 

TABLE II.  RELIABILITY TEST RESULT 

 N % 

Cases 

Valid 325 100,0 

Excludeda 0 0,0 

Total 325 100,0 

TABLE III.  RELIABILITY CRONBACH RESULT 

Cronbach's Alpha N of Items 

0,732 39 

To the answers of the interviewed person, it is concluded 
that the criteria and sub-criteria for the digital marketing 
strategy in the decision of which media to choose, is as shown 
in Table IV: 

TABLE IV.  CRITERIA AND SUB CRITERIA 

Criteri

a 
Name Sub Criteria 

C1 Advertising 
Type 

Video, Photo, short video 

C2 Advertising 

content 

Program explanation, campus facilities, tuition 

fee and scholarship, campus performance 

C3 Marketing 
Period 

Anytime, April-june, October-December, Januari-
March, July-September 

From the questionnaire and interview result comparison, 
the alternatives for this research are Google ads, Instagram, 
WhatsApp blast, and YouTube. 

The C-AHP method will be used to avoid rank reversal 
paradox in this digital marketing for private higher education 
decision, following the C-AHP method framework 
combination in Fig. 4, with these steps: 
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1) Problem and decision hierarchy: As the first step in C-

AHP still follows the AHP stages, the problem domain 

definition starts with the hierarchical structure format, as 

shown in Fig. 8. 

2) Determination of characteristic value: To generate a 

characteristic object, characteristic value is the first thing to 

settle. Characteristic value is different for each criterion it 

depends on the data and assumption. In the agreed and very 

agreed choice, use the triangular fuzzy number and the 

number of answers chosen by the respondent, The 

characteristic value of the criteria is set out in this case as 

presented in Table V: 

TABLE V.  CHARACTERISTIC VALUE 

Criteria Sub Criteria Value 

C1 (Advertising type) 

Video 65 

Photo 92 

Short Video 193 

C2(Advertising content) 

Campus Performance 47 

Scholarship 48 

Tuition Fee 61 

Campus Facilities 67 

Program Explanation 70 

C3 (Marketing Period) 

July-September 11 

October-December 17 

Januari-March 18 

April-june 21 

Anytime 32 

There is a minimum possible value and a maximum 
possible value for each characteristic value. For instance, video 
65 is the minimum possible value for advertising type and the 
highest possible value can be the shortest video 193, and a 
medium value is photo 92. After the characteristic value 
Triangular Fuzzy number for each criterion is conducted next 
step is to result in the linguistic model of the characteristic 
value which shown in Fig. 5, Fig. 6, and Fig. 7. 

C1 Advertising type, linguistic model 

 
Fig. 5. Characteristic value type. 

C2 Advertising content, linguistic model 

 
Fig. 6. Characteristic value advertising content. 

C3 Period, linguistic model 

 
Fig. 7. Characteristic value period. 

B. Generate Characteristic Object Value 

From the characteristic value, the characteristic object can 
be generated using the formula to generate, and then from the 
characteristic object, with the limitations of maximum possible 
and minimum possible it will limit the additional aspect of 
criteria, and when a ranking result of digital marketing is 
obtaining, and another alternative in example TikTok occurred, 
the rank result difference will not be too far because the 
limitations of the character of the criteria are works in C-AHP 
model since the comparison of the criteria in pairs with another 
criterion. After the Criterion value is determined, the pairwise 
comparison with the generated score 0, 0,5, and 1 is entered in 
the criteria and sub-criteria value and the result of the final 
ranking is obtained. 

 

Fig. 8. Decision hierarchy digital marketing strategy. 
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V. RESULT AND DISCUSSION 

From the C-AHP numeric calculation, with additional 
characteristic value and object in the criteria formulation, in the 
digital marketing for higher education case study, the 
Consistency Ratio (CR) results for criteria and sub-criteria is 
consistent with the score of Criteria is -0,66 and sub-criteria is -
1,00 for C1, -0,50 for C2, and -0,67 for C3. This CR result 
shows because the result is under 1,00 shows that it is 
acceptable to implement. After all, it is stable and reliable. This 
research result has shown that C-AHP is reliable in keeping the 
criteria value stable even when the changes of alternatives are 
done. The addition of the same alternative and the reducing 
alternatives is done, and the result is the rank not changing for 
A1, A2, A3 and A4 as the alternative for the digital marketing 
higher education strategy case. The rank of the alternative 
remains the same. The case study has proven that C-AHP in 
the digital marketing strategy is affected by the characteristic 
object and value generation. This statement is proven by the 
accuracy and sensitivity analysis conducted on the variable 
chosen as the characteristic object in the criteria and sub-
criteria, which changed with the adding of one point, and 
deduction of one point and the result is the sensitivity analysis 
acceptable. Adding a point to this research in the future will be 
the implementation of C-AHP in another case outside digital 
marketing for higher education strategy. As the same with the 
previous research conducted, the Rank Reversal phenomenon 
is eliminated for the comparison with other free rank reversal 
methods already conducted but there is no test to the result in 
the previous research using accuracy and sensitivity analysis. 

VI. CONCLUSION 

The rank reversal paradox in AHP with the combination of 
COMET and C-AHP was able to reduce the RRP in the 
decision to the digital marketing strategy for private higher 
education in Palembang city. The key combination for C-AHP 
is characteristic value and characteristic object which brought 
new weight to the criteria and sub-criteria in decision making, 
and also when generated it brings limitations to any addition or 
changes of the alternatives in the digital marketing strategy for 
private higher education. 

Future studies can be conducted for the specific possibility 
of C-AHP implementation in another case study and can also 
be conducted for the same case with changes in the weight of 
the criteria from characteristic objects and values. The decision 
in this research is conducted by an individual; the future 
research can use C-AHP for the group decision support system 
in the group decision maker. 
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Abstract—In the last two decades, many technologies have 

been deployed and utilized in Soccer games (Football) as a result 

to the huge investment of Federation of International Football 

Association (FIFA). These technologies aim to monitor and track 

all soccer match objects including players and the ball itself in 

order to measure the player performance, and tracking the 

players’ positions and movements at the field. Latest emerging 

artificial intelligence and computer vision techniques are being 

used recently in many systems and deployed in different 

scenarios. Identifying all field objects automatically has to be the 

first step in the monitoring process of soccer games. In this 

paper, we are proposing an automated system that has the ability 

to detect and track the ball and to detect and classify players and 

referees on the soccer field. The proposed system implements a 

detection model using a real-time object detection model 

YOLOv7 to detect the ball and all humans on the field after 

building a labeled dataset of 1300 different soccer game frames. 

It also deploys Improved Color Coherence Vector (ICCV) 

features to classify all humans on the field to five classes (Team1, 

Team2, Goalkeeper1, Goalkeeper2, and Referee) using K-Nearest 

Neighbor algorithm. The proposed system has achieved high 

accuracy in both the detection and classification modules. 

Keywords—Soccer game; football; YOLOv7; human detection 

and classification; ball detection; improved color coherence vector 

I. INTRODUCTION 

In the realm of sports, where every moment carries 
significance, the automated computer vision detection and 
recognition of soccer match field objects has emerged as a 
pivotal technological advancement [1]. Soccer, often referred 
to as football in many parts of the world, stands as one of the 
most globally celebrated and passionately played sports. Over 
the years, it has not only evolved in terms of gameplay but has 
also embraced technology to analyze and elevate the sport to 
new heights. The integration of automated computer vision has 
ushered in a transformative era, fundamentally reshaping how 
we perceive and comprehend soccer matches. 

The soccer field itself serves as a dynamic canvas, where 
players, the ball, and various other elements such as goalposts, 
corner flags, and boundary lines converge to create a complex 
and fast-paced spectacle. Traditionally, the task of monitoring 
and dissecting these elements fell to human operators, a 
process fraught with potential errors and subjectivity. 
However, with the advent of automated computer vision, we 

have witnessed a profound shift in our ability to capture, 
process, and leverage data from soccer matches [2]. This 
technology empowers us to identify and track field objects in 
real-time, providing invaluable insights to coaches, players, 
analysts, and fervent fans. 

In this context, this paper delves into the profound 
significance of automated computer vision in the detection and 
recognition of soccer match field objects. We explore the 
tangible applications of this technology, its impact on game 
analysis, player performance evaluation, automatic offside 
detection, and fan engagement. Furthermore, we delve into 
how it is poised to redefine the future of soccer as we know it. 
Through this exploration, it becomes increasingly evident that 
automated computer vision is not just a tool but a 
transformative force that is redefining the very essence of 
soccer analysis and appreciation. 

In the past two decades, the world of soccer (or football) 
has witnessed a profound transformation, fueled by substantial 
investments from organizations like the Federation of 
International Football Association (FIFA) [3]. These 
investments have ushered in a new era of technology-driven 
enhancements within soccer games, aimed at monitoring and 
tracking various aspects of the game, including player 
performance and positional data [4]. Recent advancements in 
artificial intelligence and computer vision techniques have 
played a pivotal role in this transformation. 

The initial step towards automating the monitoring process 
of soccer matches involves the automatic detection and 
classification of all relevant objects on the field. In this context, 
several Convolutional Neural Network (CNN) architectures 
were suggested and deployed to detect the ball and the players 
on the soccer field [5, 6]. In addition, several research works 
have addressed the detection of soccer events, ball events, 
actions on the soccer game, and team tactics estimations [7, 8]. 

In general, several researchers have addressed the detection 
process of soccer field objects for various applications but, it is 
also important to classify these objects to ease the monitoring 
process of each soccer team player. In this context, the class of 
each human on the soccer field should be determined to enable 
tracking of individual players and team movements. 

In this paper, we present an automated system designed to 
detect and track the soccer ball and classify players and 
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referees on the field using state-of-the-art techniques. In this 
work, we aim to: 1) construct an annotated detection dataset 
that consists of 1300 soccer game matches’ images; 2) detect 
soccer field objects, ball and humans using YOLOv7; 3) 
classify every human on the soccer field to Team1, Team2, 
Goalkeeper1, Goalkeeper2, and Referee using Color 
Coherence Vector and k-NN classifier; and 4) improve the 
detection precision and the classification accuracy by 
implementing a cascaded detection and classification systems. 
Overall, this system aims to provide an accurate and efficient 
method for detecting and classifying soccer game objects, 
which can be beneficial for coaches, broadcasters, and analysts 
in different computer vision applications such as team 
performance monitoring, automated offside detection and 
tactics estimation. 

This paper is organized as follows. Section II provides a 
theoretical background of the techniques being used. 
Section III demonstrates the architecture of the proposed 
system. Section IV presents the experimental results and 
discussion. Finally, conclusions are drawn in Section V. 

II. THEORETICAL BACKGROUND 

A. YOLO 

You Only Look Once (YOLO) is convolutional neural 
network architecture for object detection in one shot [9, 10]. 
YOLO partitions the input image into N grids, each with equal 
dimensions. Each grid is responsible for the detection and 
localization of the object that it contains. In general, YOLO 
networks extract features through a backbone. The extracted 
features are combined and mixed in the neck, and then they are 
passed along to the head of the network to predict the locations 
and classes of objects around which bounding boxes should be 
drawn [11, 12]. 

The YOLOv7 algorithm, an upgraded version of YOLO 
object detectors, surpasses all known object detectors in both 
speed and accuracy [13]. YOLOv7 was trained only on MS 
COCO dataset from scratch without using any other datasets or 
pre-trained weights. It improved real time object detection 
accuracy without increasing the inference cost. 

YOLOv7 has extended efficient layer aggregation networks 
(E-ELAN). It also has model scaling for concatenation-based 
models. The YOLOv7 algorithm also uses a technique called 
anchor boxes to improve the accuracy of object detection. 
Anchor boxes are pre-defined shapes that the algorithm uses to 
predict the location of objects in an image. By using anchor 
boxes, the algorithm is able to detect objects of different sizes 
and shapes with greater accuracy. 

B. Improved Color Coherence Vector 

Color Coherence Vector (CCV) is a color feature extractor 
that encodes information about color spatial distribution. It 
classifies each pixel in the image as either coherent or 
incoherent. Coherent pixels belong to a big connected 
component (CC) while incoherent pixels belong to a small 
connected component. CCV aims to build a low dimensional 
representation of the image through the following steps [14]: 

1) Blur the image by averaging. 

2) Quantize the image colors into n distinct colors. 

3) Classify each pixel either as coherent or incoherent by: 

a) Finding the connected components for each 

quantized color. 

b) Determining the Tau’s value which is typically about 

1% of image size. Pixels are considered coherent if they 

belong to any connected component with number of pixels are 

more than or equal to tau. 

4) For each color compute two values: α which is the 

number of coherent pixels, and β which is the number of 

incoherent pixels. 

Improved Color Coherence Vector (ICCV) has more spatial 
information with respect to CCV and thus; it is more efficient 
in comparing image contents [15]. In addition to (α, β) pairs 
that were computed by CCV, the mean of position coordinates 
(rows and columns) for the maximum connected region in the 
coherent pixels (γ) is computed using ICCV. Each quantized 
color would be described accordingly by four values in the 
form of (α, β, γx, γy). The size of feature vector would be the 
number of quantized colors multiplied by 4. 

C. K-Nearest Neighbor Algorithm  

The k-nearest neighbor algorithm (k-NN) is one of the 
simplest machine learning algorithms. Any test object is 
assigned to its nearest neighbors’ class by adopting majority 
voting. Nearest neighbors are determined by measuring a 
distance metric which could be the Euclidean distance, the 
hamming distance, or the correlation. Number of nearest 
neighbors is defined by K which is a problem dependent 
parameter [16, 17]. k-NN has two stages; determining the 
nearest k neighbors and determining the class by majority 
voting. 

III. THE PROPOSED SYSTEM 

The proposed system shown in Fig. 1 is composed of three 
modules: 

 Dataset Preparation: in which soccer game field images 
of on-going games are collected, pre-processed, 
annotated, and augmented to build the dataset for 
training, evaluating, and testing the YOLO detection 
model. 

 Human and Ball Detection: in which a YOLOv7 deep 
learning model is selected and trained on both the 
training and validation datasets and then, evaluated on 
the test dataset. The detection model has the capability 
of detecting the ball and all humans on the soccer field 

 Humans’ Classification: in which k-NN classifier is 
being used to classify detected humans to team1, team2, 
goal keeper, and referee using Color features of 
detected human. Human templates of team1, team2, 
goal keeper, and referee are used in the classification 
based on Color Coherence Vector (CCV). 
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Fig. 1. The proposed system. 

A. Dataset Preparation 

In this module, a labeled dataset of 1300 different soccer 
match images was constructed. This dataset will be used for 
training, validation, and testing the Human and Ball detection 
model. 

1) Image collection: A set of 1300 different images of 

different soccer matches was constructed. 810 images were 

obtained from multiple videos of soccer game matches and 

490 images were obtained from the online dataset at [18]. All 

images were captured from a single camera position covering 

one half of the field. Several images were selected for each 

soccer game. Fig. 2 shows samples of soccer matches’ images. 

2) Annotation, preprocessing and augmentation: In this 

step, the collected images were uploaded to Roboflow 

platform, where it was labeled into two classes: human and 

ball using Roboflow's annotation tool. Fig. 3 shows some 

annotations of ball and humans on the original images. 

The annotation task of the original 1300 images has 
resulted into 25636 different labels of both ball and human 
labels as shown in Table I. 

TABLE I.  SUMMARY OF ANNOTATED IMAGES 

Number of 

Images 
Annotations Ball Annotation Human Annotation 

1300 25636 1174 24462 

 
Fig. 2. Sample images of soccer game matches. 
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Fig. 3. Sample images of soccer game matches 

After labelling, some preprocessing and augmentation tasks 
of the images were applied as follows: 

 Preprocessing: 

o Auto Orient: Applied 

o Resize: Fit within 640x640 

 Augmentations: 

o Grayscale: Apply to 25% of images 

o Saturation: Between -25% and +25% 

o Brightness: Between -30% and +30% 

After Augmentations, a set of 2203 images were obtained. 
These images were splitted into 83% (1826), 12% (273), and 
5% (104) for training, validation, and testing, respectively. 

B. Human and Ball Detection Model 

In this module, YOLOv7 algorithm is used for human and 
object detection. Model training was achieved on Google 
Colab notebook. Once the model was trained, it was tested on a 
separate set of validation images to evaluate its performance. 

1) Model training and evaluation: The model was trained 

using YOLOv7. This model is evaluated for detecting two 

classes: human and ball. Two epoch choices were used to train 

the model; 100 and 180. 

The model detection performance was evaluated using 
mean average precision (mAP), recall and precision. The 
evaluation metrics that were used to evaluate the model are 
explained as follows: 

Precision is a measure of a network’s ability to accurately 
identify targets at a single threshold, calculated by: 

          
  

     
    

Recall is a measure of the network’s ability to detect its 
target, calculated by: 

        
  

     
  

Where: 

 Tp: are the Bounding Boxes (BB) that the intersection 
over union (IoU) with the ground truth (GT) is above 
0.5. 

 Fp: two cases (a) BB that the IoU with GT is below 0.5 
(b) the BB that have IoU with a GT that has already 
been detected. 

 Tn: there are not true negative, the image is expected to 
contain at least one object. 

Fn: images containing an object were the method failed to 
produce a BB. 

Intersection over Union (IoU) is a method used to compare 
two arbitrary shapes, i.e., object widths, heights, and location 
of two boxes into the original region. This will evaluate the 
precision of the object detector on particular dataset [19] as in 
(3). Fig. 4 shows how IoU is calculated diagrammatically. 

    
               

              
    

 

Fig. 4. Diagrammatic example intersection over union (IoU) calculation. 

Average precision is a method combining recall and 
precision for the entire ranking. It is the average of precision in 
a single ranking [20]. 

   
 

       
∑

     

                    

Mean average precision (mAP) is the average of precision 
values at the rank where there is a relevant document [21]. It is 
calculated from precision, recall and interception over union 
IOU. 

    
  

                     
  

C. Humans’ Classification 

This module classifies the detected humans in the previous 
module to team1, team2, goal keeper, and referee using shirt 

 Area of Overlap

Area of Union
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colors of detected human. Color Coherence Vector (CCV) is 
used to describe the color features and k-NN is deployed for 
classification. The classification has been achieved by 
comparing each detected human with stored templates of 
humans from the same soccer match. 

1) Template preparation and preprocessing: Template 

Preparation and Preprocessing have been done prior to 

features extraction and classification. At first, manual 

cropping of humans on the soccer match images was achieved 

for image group of each distinct soccer match. Five suitable 

templates of team1, team2, goalkeeper1, goalkeeper2 and 

referee were selected. Each five templates were obtained from 

different image frames of the same soccer match to choose the 

best body orientation of each class.  Each single template 

represents the body area of the human excluding the head and 

lower part of leg to concentrate on distinct color features for 

classification. All templates were resized to 25x50. Fig. 5 

shows the five templates of humans selected from different 

images of the same soccer match. 

Next, each detected human in the detection module is 
cropped automatically to exclude most of the soccer field 
background and body parts that haven’t distinct color features. 
This process has been done by cropping 15% from each side of 
the detected humans’ area as shown in Fig. 6. 

 
Fig. 5. Example of template preparation. 

 

Fig. 6. Examples of cropping detected humans’ images. 

2) Color feature extraction using ICCV: Color features of 

human templates and all cropped images of all detected 

humans are extracted using Improved Color Coherence Vector 

(ICCV). The output of this stage is a feature vector of size 

64x1 based on the following steps: 

 Quantize the color-space into 16 distinct colors. 

 Classify each pixel either as coherent or incoherent by 
finding the connected components for each quantized 
color and determining the tau’s value to be 5% of 
image’s size. Any connected component with number 
of pixels more than or equal to tau then its pixels are 
considered coherent otherwise they are incoherent. 

 For each color, compute the number of coherent pixels 
(α), the number of incoherent pixels (β), and the mean 
of position coordinates (rows and columns) for the 
maximum connected region in the coherent pixels (γ).  

Each quantized color would be described accordingly by 
four values in the form of (α, β, γx, γy). For the 16 colors, we 
would gain a feature vector of size 64x1. 

3) Classification using k-NN: Each detected human would 

be classified to team1, team2, goalkeeper1, goalkeeper2 or 

referee based on 3-NN classifier. Nearest neighbors are 

determined by measuring the Euclidean distance and 

determining the class by majority voting. 

Classification accuracy can be calculated according to the 
following formula: 

         
     

            
   

Where Tp and Tn are the elements correctly classified by 
the model. 

IV. RESULTS AND DISCUSSION 

In this section, we demonstrate the experimental results of 
both the detection and classification modules. We have tested 
the detection model on 104 images that were picked randomly 
from various soccer matches. In the classification module, we 
have achieved the testing on five different matches because we 
use color features which are different on each single match. A 
total number of 51 different images have been selected to 
validate the classification results. 

A. Detection Results 

In this section, we evaluate the performance of the 
YOLOv7 detection model, which plays a crucial role in 
automatically identifying and tracking soccer field objects such 
as the ball and players. The results provide insights into the 
model's accuracy and effectiveness in object detection. 

Fig. 7 serves as a comprehensive illustration of the 
YOLOv7 model's performance in identifying and localizing 
objects of interest, including both players and the ball. This 
figure utilizes three distinct metrics—Accuracy, Precision, and 
mAP@0.5—to evaluate the model's precision in object 
localization and its proficiency in correctly classifying objects. 

Fig. 8 presents a valuable snapshot of the quantitative 
metrics used to evaluate the performance of the detection 
model throughout the training process. These metrics include 
precision, recall, and mean average precision (mAP@0.5), 
which provide insights into the model's effectiveness in 
detecting objects of interest in soccer matches. 
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Precision measures the accuracy of positive predictions 
made by the model. It is a crucial metric for object detection, as 
it assesses the model's ability to correctly identify objects 
without generating too many false positives. Recall evaluates 
the model's ability to detect all relevant objects in the dataset, 
minimizing false negatives. It is particularly important in 
ensuring that no objects of interest are missed. mAP@0.5 is a 
comprehensive metric that combines precision and recall 
across different object classes. It considers precision-recall 
trade-offs and provides an aggregate assessment of the model's 
performance. 

The confusion matrix, as shown in Fig. 9, provides a 
detailed breakdown of the model's performance, including true 
positives (TP), false positives (FP), true negatives (TN), and 
false negatives (FN) for each object class (e.g., ball, humans 
and background). 

Fig. 10 offers an insightful comparison between different 
models' training using varying numbers of training epochs 
(specifically, 100 and 180). The key takeaway from this figure 
is that it underscores the importance of training the model 
beyond 100 epochs for achieving optimal performance. 

To perform model testing, we loaded the saved weights of 
the trained model and passed the test dataset through it. Fig. 11 
shows some examples of detection model Inference. 

The results of the model testing showed very good 
accuracy and performance in detecting objects of interest in the 
images. Overall, the model testing was successful in 
demonstrating the accuracy and effectiveness of the trained 
model in detecting objects of interest in the images. 

 
Fig. 7. YOLOv7 model's performance. 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Performance of the detection model throughout the training process: 

a) recall; b) precision, c) mAP@0.5. 
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Fig. 9. Confusion Matrix of the detection model. 

 

Fig. 10. Comparison between two different models using different epochs. 
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Fig. 11. Model Inference examples 

B. Classification Results 

The proposed human classification module has been tested 
on 5 different soccer matches to validate its performance for 
different color variances among humans’ shirts on each single 
match. Fig. 12 shows cropped human images for each one of 
the five matches. These images are used in the discussions of 
the classification results. For each match, 11 to 14 frames have 
been selected to obtain 2 human templates for each one of the 
five human categories (team1, team2, goalkeeper1, 
goalkeeper2, and referee) and the rest detected humans are 
used to test the classification accuracy. A total number of 827 
humans is existed among all selected soccer matches’ frames. 
Table II shows the exact division of these images cross the five 
matches. Table III shows the division of the five tested human 
classes cross the five matches. 

Fig. 13(a) to (e) shows the confusion matrices of the five 
matches. The classification accuracy for each human classes 
cross the five soccer matches is presented in Table IV. 

In Match 1, the classification results exhibit strong 
accuracy with 94.8%. The model fails to predict correctly some 
players from Team2. This happens because of the similarity 
between the shirt color (green) and the background. The 

prediction of the referee fails in two cases because of the 
similarity between the Referee colors (black) and both Team1 
and Goalkeeper2 colors. 

Match 2 demonstrates consistent performance in 
classification, with an accuracy of 95.5%. The model succeeds 
in all cases where color variance between the five classes is 
high. It misclassifies some instances in Team2 and 
Goalkeeper2 because of the existence of black and dark colors 
in these different classes. 

T1 T2GK1 GK2Ref

Match 1

Match 2

Match 3

Match 4

Match 5

 
Fig. 12. Cropped images of all human classes in each Match. 

TABLE II.  HUMAN DATASET IMAGES’ DIVISION CROSS THE FIVE SOCCER 

MATCHES 

Soccer 

Match 

No. of image 

frames 

No. of 

human 
templates 

No. of tested 

humans 

No. of all 

existed 
humans 

Match 1 11 10 135 145 

Match 2 12 10 154 164 

Match 3 11 10 141 151 

Match 4 13 10 168 178 

Match 5 14 10 179 189 

 61 50 777 827 

TABLE III.  THE NUMBERS OF TESTED IMAGES FOR EACH HUMAN CLASS 

CROSS THE FIVE SOCCER MATCHES 

 humans 
Team1 

(T1) 
Team2 

(T2) 
Goalkeeper1 

(GK1) 
Goalkeeper2 

(GK2) 
Referee 
(Ref) 

Match 1 135 47 55 3 4 26 

Match 2 154 64 59 2 5 24 

Match 3 141 54 58 2 4 23 

Match 4 168 71 63 5 4 25 

Match 5 179 77 61 4 5 32 
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Fig. 13. Confusion  matrices of the classification module for: a) Match 1, b) Match 2, c) Match 3, d) Match 4, e) Match 5. 

TABLE IV.  THE CLASSIFICATION ACCURACY FOR EACH HUMAN CLASSES CROSS THE FIVE SOCCER MATCHES 

Soccer Match Team1 (T1) Team2 (T2) Goalkeeper1 (GK1) Goalkeeper2 (GK2) Referee (Ref) Overall Accuracy 

Match 1 97.9% 94.5% 100% 75.0% 92.3% 94.8% 

Match 2 98.4% 94.9% 100% 100% 87.5% 95.5% 

Match 3 98.1% 94.8% 100% 75.0% 82.6% 93.6% 

Match 4 97.2% 95.2% 100% 100% 92.0% 95.8% 

Match 5 97.4% 100% 75.0% 100% 87.5% 96.1% 

 97.8% 95.9% 95.0% 90.0% 88.4%  
 

In Match 3, classification accuracy is slightly lower at 
93.6%, but the model still maintains robust performance. 
Team2 and Referee classes have some misclassifications based 
on the color similarity. Referee classification is challenging. 

Match 4 demonstrates outstanding classification accuracy 
at 95.8%. Goalkeeper1 and Goalkeeper2 classes perform 
exceptionally well while Team1 and Team2 show some 
misclassification due to the background of the cropped images. 

In the final match, the model maintains high classification 
accuracy at 95.4%. The model has some misclassification 
results especially between Referee and Goalkeeper1 because of 
the similarity of colors between these two classes. 

In general, the classification module performs exceptionally 
and has excellent classification accuracy with an overall 
accuracy of 95.2%. The model succeeds to classify 740 
different instances from a total of 777 cross the five matches. 
For some instances, misclassification arises because of color 
similarities between shirt colors or the effect of background 
color (soccer field color). Low color variance may lower the 

classification performance since we use color feature 
descriptors (ICCV) in this module. 

V. CONCLUSIONS 

In this paper, we have proposed an automated system that 
has the ability to detect the soccer ball and classify players and 
referees on the soccer field using computer vision techniques. 
The proposed system implements a detection model using 
YOLOv7 to detect the ball and all humans on the field after 
building a labeled dataset of 1300 different soccer game 
frames. It also deploys Improved Color Coherence Vector 
(ICCV) features to classify all humans on the field to five 
classes (Team1, Team2, Goalkeeper1, Goalkeeper2, and 
Referee) using K-Nearest Neighbor algorithm. The proposed 
system has achieved high efficiency in both the detection and 
classification modules. 

The proposed system can be considered the first phase of 
any computer vision application in soccer game matches. It can 
be deployed on game analysis, player performance evaluation, 
automatic offside detection and fan engagement. Furthermore, 
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we delve into how it is poised to redefine the future of soccer 
as we know it. Through this exploration, it becomes 
increasingly evident that automated computer vision is not just 
a tool but a transformative force that is redefining the very 
essence of soccer analysis and appreciation. 
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Abstract—Mobile Geographic Information Systems (GIS) 

plays a vital role in data collection, offering diverse 

functionalities for spatial data handling. Despite advancements, 

accurately determining the usage environment during 

development remains challenging. This study uses machine 

learning and natural language processing to automatically 

classify user reviews based on the ISO 25010 quality-in-use 

model. Motivated by the challenge of gauging user experience 

during development, stakeholders analyze user reviews for 

insights. An experimental study compares Support Vector 

Machine (SVM), Random Forest, Logistic Regression, and Naive 

Bayes classifiers, revealing superior performance by SVM and 

Random Forest, particularly in efficiency evaluation. Findings 

underscore the efficacy of SVM in classifying user reviews, 

emphasizing its effectiveness in evaluating efficiency within 

mobile GIS applications. Moreover, it provides valuable insights 

for stakeholders, contributing to the enhancement of software 

quality of mobile GIS apps. 

Keywords—Mobile GIS for data collection; machine learning; 

software product quality; ISO/IEC 25010; natural language 

processing; user experience 

I. INTRODUCTION 

Mobile GIS has known a significant rise in recent years as a 
method for data acquisition across diverse disciplines 
including, but not limited to, environmental monitoring [1], 
urban planning [2], and emergency management [3]. These 
GISs allow users to efficiently capture, analyze, and store 
spatial data related to space, resulting in an increase in 
productivity compared to traditional methods [4]. The 
implementation of Mobile GISs can provide significant 
benefits in terms of cost-effectiveness and real-time data 
acquisition [5]. In fact, mobile GIS is widely considered for 
data collection purpose, primarily due to the set of sensors 
supported by mobile devices that enable capturing positions 
especially Global Positioning System (GPS) and the Global 
Navigation Satellite System GNSS. In addition, mobile GIS 
enable orientation measure through the compass sensor [6]. 
Moreover, from a data quality point of view, mobile GISs 
functionalities allow controlling data quality during collection 
activities [7]; thereby aspect of data quality can be ensured. For 
instance; the accuracy of data is verified by implementing data 
validation rules that prevent users from inputting data when the 
positioning system provides values out of tolerance. Another 
aspect of data quality is the completeness of data which can be 
achieved by ensuring that all required items are collected.  
Finally, the verification of data consistency is achieved through 
the application of spatial constraints. These constraints serve to 

alert the user when collected data conflicts with information 
from other data sources. For instance, an area may be collected 
as a building, whereas in another data source, it is classified as 
a farm. These functionalities and features have the potential to 
influence the attractiveness of the application by partially or 
fully meeting user's needs. In fact, multiple mobile GIS apps, 
specifically designed for data collection, are currently available 
for public use in app repositories [8]. These repositories allow 
users to provide their feedbacks in the form of ratings and 
reviews, which are crucial for app developers and designers to 
improve their services and tailor the applications to meet user 
needs. However, due to the large number of feed backs and the 
diversity of wording used, reading and analyzing all reviews 
and ratings is time consuming manually, thus the need for the 
automation of this process. Moreover, the quality-in-use 
evaluation of these apps from the user point of view with 
respect to (International Standardization Organization) ISO 
25010 standard [9] can be a tedious and a difficult task. 

Besides, recent technological advancements have resulted 
in the proliferation of frameworks and libraries for natural 
language processing (NLP) [10], a specific area within the field 
of computer science and artificial intelligence that focuses on 
the comprehension, interpretation, and generation of human 
language by computers. One widely employed technique in 
NLP is the Term Frequency-Inverse Document Frequency (TF-
IDF) vectorization, which represents text as numerical vectors 
[11]. When combined with machine learning (ML) 
classification methods, this technique enables the automated 
categorization of natural language into predefined classes. 

For software quality, the ISO 25010 model provides two 
distinct models: The first is a software product quality model, 
which outlines eight characteristics pertaining to the static and 
dynamic properties of a given specific system or software 
product. The second is a quality-in-use model which defines 
the quality in use as the extent to which a product or system 
can be used by specific users to meet their needs and achieve 
specific goals with effectiveness, efficiency, freedom from risk, 
and satisfaction in specific contexts of use. In addition, the 
quality in use model defines five quality characteristics: (1) 
effectiveness, which refers to the accuracy and completeness 
with which users achieve their specified goals; (2) efficiency, 
which refers to the resources expended in relation to the 
accuracy and completeness with which users achieve their 
goals; (3) satisfaction, which refers to the degree to which user 
needs are satisfied when a product or system is used in a 
specified context of use; (4) freedom from risk, which refers to 
the degree to which a product or system mitigates potential 
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risks to economic status, human life, health, or the 
environment; and (5) context coverage, which refers to the 
degree to which a product or system can be used with 
effectiveness, efficiency, freedom from risk, and satisfaction in 
both specified contexts of use and in contexts beyond those 
initially identified. 

This study assesses the quality-in-use of mobile GIS for 
data collection by employing manual labeling, NLP techniques, 
and term frequency-inverse TF-IDF as pre-processing steps on 
collected reviews and ratings. Subsequently, ML classification 
techniques are applied to the pre-processed reviews through an 
experimental process to identify the most suitable classifier for 
the specific domain of mobile GIS data collection. The 
classification of reviews aligns with the quality-in-use model of 
the ISO 25010 standard. 

The study's novel contributions in the field of mobile GIS 
for data collection can be summarized as follows: 

1) Proposing a novel application of natural language 

processing techniques, specifically IF-IDF, for analyzing user 

reviews in the context of mobile GIS. This approach enables 

the extraction of valuable insights from a large volume of 

user-generated data. 

2) Evaluating the performance of four machine learning 

techniques - Logistic Regression, Support Vector Machine, 

Random Forest, and naïve bayes - in classifying user reviews 

based on the ISO 25010 quality characteristics, with a 

particular focus on the "efficiency" class (characteristic). 

3) Comparing the performance metrics of SVM and 

Random Forest in identifying reviews belonging to the 

"efficiency" class, showcasing the superior performance of 

SVM. 

4) Underlining the significance of SVM as a suitable 

classifier for classifying mobile GIS user reviews according to 

ISO 25010, offering better performance in accurately 

categorizing reviews related to "efficiency." 

The paper is organized as follow: Section II provides an 
overview of the related works. Section III presents the method. 
Section IV outlines the experimental process, and Section V 
presents the results of the study. Section VI discusses the 
findings, and Section VII addresses potential threats to validity. 
Finally, Section VIII encompasses Conclusion and potential 
future works. 

II. RELATED WORK 

In order to identify the used approaches for analyzing and 
classifying user reviews and ratings in mobile GISs for data 
collection, an analysis of previous relevant studies was 
conducted, with a focus on the type of study (i.e., review or 
empirical study, etc.), the scope (i.e., the mobile applications of 
GIS for data collection, or mobile applications in general, etc.), 
the quality aspects (i.e., quality attributes from ISO 25010 or 
others), NLP techniques, and ML techniques. 

The aforementioned relevant studies are presented in Table 
I, which indicates that there have been diverse approaches 
employed to tackle the issue of software quality for both 

mobile apps in general and mobile GIS specifically for data 
collection purposes. For instance, Lew et al. [12] employed a 
modeling framework, 2Q2U (Internal/External Quality, Quality 
in Use, Actual Usability, and User Experience), to evaluate the 
quality of a desktop GIS application. This framework adopts a 
flexible approach to integrate and establish connections 
between the usability and user experience in order to evaluate 
software applications. Rahman et al. [13] conducted a study to 
validate the reliability and validity of an instrument aimed at 
assessing the influence of GIS quality and user satisfaction on 
individual work performance. The researchers drew upon an 
extensive analysis of existing literature and sought input from 
experts to develop a comprehensive questionnaire consisting of 
68 items specifically related to GIS quality, user satisfaction, 
and individual work performance. In addition, Moumane et al. 
[14] conducted an empirical study with the objective of 
assessing the usability of mobile applications on different 
mobile operating systems. The study aimed to evaluate a 
framework specifically designed for mobile environments, 
based on the usability characteristic outlined in the ISO 9126 
Software Quality Standard. Meng et al. [15] conducted an 
assessment of the usability of a Web-based Public Participatory 
GIS (Web-PPGIS) in a practical application setting. The 
researchers administered a questionnaire to participants and 
discovered notable disparities in system usability. These 
variations were observed based on the users' levels of 
experience and education. Other related studies have focused 
on the quality of data in mobile GIS as part of the system. 
Wang et al. [7] outlined the open architecture of field-based 
Mobile GIS and emphasized the importance of spatial data 
quality considerations. The study further elucidated how spatial 
data quality issues were tackled within the Mobile GIS context, 
in accordance with internationally recognized geoinformatics 
standards like ISO and Open Geospatial Consortium (OGC) 
standards. Furthermore, in another study by Song et al. a linear 
evaluation model utilizing Geographical Weighted Regression 
(GWR) and a nonlinear evaluation model based on random 
forest (RF) were developed [16]. These models were employed 
to quantitatively assess the relationship between geographical 
factors and the positioning bias of mobile phone locations. 

With respect to the application of ML classification and 
NLP, Oyebode et al. [17] used ML classification, NLP, and 
TF-IDF techniques to evaluate and classify 88,125 user 
reviews in 104 mental health apps based on predefined classes. 
Five techniques were involved in this study and they are RF, 
Multinomial Naïve Bayes (MNB), Support Vector Machine 
(SVM), Logistic Regression (LR), and Stochastic Gradient 
Descent (SGD). Dos et al. [18] conducted a user feedback 
classifier based on ML of Decision Tree (DT), Naïve Bayes 
(NB), LR, RF, and SVM for the classification of reviews on 
mobile apps across various domains. The classification was 
performed in accordance with software quality characteristics 
defined by the ISO 25010 standard. In addition, Dias et al. [19] 
applied ML techniques and NLP in the context of software 
requirements classification. The study employed four 
algorithms: LR, SVM, MNB, and kNN. The results indicated 
that the use of TF-IDF in conjunction with LR produced the 
best classification results in differentiating requirements. 
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TABLE I.  RELATED STUDIES 

Study ID Type of study Scope Quality aspects 
NLP 

techniques 
ML techniques 

Lew et al. [12] 
Modelling 

framework 
Desktop GIS Learnability - - 

Rahman et al. [13] survey research GIS 

Validity 

Reliability 
 

- - 

Moumane et al. [14] Empirical study Mobile apps Usability - - 

Meng et al. [15] Empirical study Web GIS Usability - - 

Song et al. [16] Qualitative study Mobile apps Spatial accuracy - 
GWR, RF 

 

Oyebode et al. [17] Comparative study Mobile health apps 
Thematic and sentiment 
analysis 

TF-IDF SVM, MNB, SGD, LR, RF 

Dos et al. [18] 

Algorithm 

development and 
evaluation study 

mobile apps 
External quality 
characteristics of ISO 25010 

TF-IDF NB, LR, DT, RF, and SVM 

Dias et al. [19] 

Algorithm 

development and 

evaluation study 

Software 
Requirements 

(Functional of non-
functional) 

Bag of Words 
and TF-IDF 

LR,SVM,MNB,KNN 

Elfhel et al. [20] 
Requirements 

engineering 

Mobile GIS for data 

collection 

External quality 

characteristics of ISO 25010 
- - 

Elfhel et al. [21] 
Requirements 

engineering 

Mobile GIS for data 

collection 

usability 

internationalization (i18n) 
performance efficiency 

reliability 

sustainability 

- - 

 

The authors in [20] has presented a measure of the external 
quality of mobile GIS for data collection by assessing the 
degree of impact of requirements related to mobile GIS for 
data collection on each external quality characteristic, aligned 
with ISO/IEC 25010. In a separate study, the authors in [21] 
presented a catalog of requirements for mobile GIS data 
collection, and demonstrated how it can be used to evaluate 
such applications. 

This study diverges from the aforementioned related work 
by integrating various dimensions. Notably, while prior studies 
have explored diverse aspects such as Mobile GIS for data 
collection, algorithm development, and evaluation, the current 
study uniquely incorporates and merges these facets. 
Specifically, the investigation delves into the intersection of 
Mobile GIS for data collection and the application of both 
machine learning and natural language processing techniques. 
In contrast to certain previous studies that addressed the scope 
of Mobile GIS for data collection but refrained from employing 
machine learning techniques, this study bridges the gap by 
incorporating advanced methodologies to automatically 
classify user reviews based on the ISO 25010 quality-in-use 
model. This integration enables a more comprehensive 
understanding of the user experience, contributing a novel 
perspective to the existing body of literature in this domain. 
Through the integration of the Mobile GIS scope for data 
collection with the refined application of machine learning 
techniques, this study presents a distinctive and valuable 
contribution to the field, laying the foundation for more refined 
insights and progress in the evaluation of software quality for 
mobile GIS applications. 

To the best of our knowledge, there have been no prior 
assessments conducted on the quality in use of mobile GIS for 
data collection using the ISO 25010 standard, natural language 
processing (NLP), and machine learning (ML) techniques. 

III. METHOD 

The methodology employed in this study comprises five 
stages, as illustrated in Fig. 1: data collection, data 
preprocessing, data labeling, data vectorization, automated 
classification, and evaluation. The subsequent subsections offer 
a detailed overview of each step in the methodology: 

A. Data Collection 

During the data collection step, a two-fold approach is used 
to gather users‘ reviews on mobile GIS applications for data 
collection. 

 First, a pre-existing list of apps obtained from [8] was 
utilized, and specific inclusion criteria were applied to 
determine their selection. Each app needed to satisfy the 
following inclusion criteria: (1) relevance to mobile 
GIS for data collection, (2) an update date of 2020 or 
later, and (3) a minimum of five user reviews. 

 Second, a combination of the Google Play API [22] and 
a Java program, developed by the research team, was 
utilized to gather user reviews from the selected 
applications. 

As a result, a set of 19 apps were selected in the data 
collection step with a total of 8,793 reviews collected from 
these apps (see Table II) for comprehensive list of the selected 
applications and detailed of collected reviews). 
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Fig. 1. User reviews classification pipeline.

TABLE II.  MOBILE GIS APPS SELECTED 

Application Name & Link Number of Reviews 

Mappt: GIS Data Collection  57 

QField for QGIS  467 

Mobile Topographer GIS  148 

My GPS Coordinates  1570 

Mobile Data Collection  64 

GIS Mapper - Surveying App for 5 

GIS Surveyor - Land Survey and 64 

Land Map - GPS Land Survey & M  34 

GPS Coordinates 3780 

Measure map 109 

Mapit Spatial - GIS Data Colle  15 

Geo Survey  5 

NextGIS Mobile 8 

Mapit GIS - Map Data Collector 456 

MapPad GPS Land Surveys  286 

Save Location GPS  1056 

Locus GIS offline land survey 179 

SW Maps - GIS & Data Collector  388 

Epicollect5 Data Collection  102 

B. Data Preprocessing 

Data preparation is a crucial step in natural language 
processing (NLP), involving the cleaning and preprocessing of 

raw text data to eliminate irrelevant information. In order to 
achieve this, the following well-known steps were followed 
[23]: 

 Tokenization: In NPL, tokenization involves 
segmenting words into units called tokens based on 
certain rules such as removing punctuation or 
capitalization. The resulting tokens are intended to 
convey a semantic meaning. The tokenization of the 
collected reviews was achieved by removing 
punctuation marks, digits, and foreign characters (non-
Latin) from the text data. 

 Removing stop words: Stop words are commonly 
occurring words within text data that have little 
semantic value, such as "the" or "is", and are removed 
during preprocessing for NLP. The Natural Language 
Tool Kit (NLTK) package contains a pre-built list of 
stop words that can be downloaded and used [24]. 
However, to ensure the inclusion of domain-specific 
terms in the data analysis, the authors of this study have 
compiled a list of words related to mobile GIS to 
prevent them from being removed during 
preprocessing. This list included for instance "GPS" - a 
widely-known sensor used for positioning that 
facilitates data collection via mobile GIS. Other term of 
―Accuracy" was included in the list as it relates to the 
precision of positioning, and consequently, the quality 
of data collected through mobile GIS. Additionally, 
―Map‖ was involved in the list as it‘s an important 
component in GIS that allow data presentation. 

https://play.google.com/store/apps/details?id=au.com.mappt&hl=fr
https://play.google.com/store/apps/details?id=ch.opengis.qfield&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.applicality.mobiletopographergis&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.freemium.android.apps.gps.coordinates&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.giscloud.mdc&hl=fr
https://play.google.com/store/apps/details?id=com.globalgnss.gismapper&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.globalgnss.gissurveyor&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.globalgnss.landmap&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.latitudelongitude.gpscoordinates&hl=fr
https://play.google.com/store/apps/details?id=com.map.measure2&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.mapitgis.spatial&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.ncbc.survey.gis&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.nextgis.mobile&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.osedok.gisdatacollector&hl=en
https://play.google.com/store/apps/details?id=com.osedok.mappad&hl=en&gl=US
https://play.google.com/store/apps/details?id=com.rayo.savecurrentlocation&hl=en&gl=US
https://play.google.com/store/apps/details?id=menion.android.locus.gis&hl=en&gl=US
https://play.google.com/store/apps/details?id=np.com.softwel.swmaps&hl=en&gl=US
https://play.google.com/store/apps/details?id=uk.ac.imperial.epicollect.five&hl=en&gl=US
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 Lemmatization in order to reduce words to their base 
form. For instance, words of "running," "ran," and "run" 
will be reduced to their base form "run". 

 Convert words to lowercase. 

The aforementioned steps of data preprocessing were 
achieved using a python program developed by the authors of 
this study. For each review in the data set, the program 
executes successively the operations of Tokenization, 
removing stop words, Lemmatization and converting to 
lowercase. The output of these steps is then stored into new 
column of ‗pre-processed-review‘. 

C. Data Labelling 

The data labelling step consists on the classification of the 
user reviews (resulted from step 2) through a manual process, 
which was carried out by the primary author, with respect to 
the quality characteristics specified in the ISO 25010 model for 
quality-in-use. For each review, the corresponding predefined 
quality characteristics are affected by the primary author and 
then validated by the others authors for relevance and 
consistency. In cases of disagreement, a consensus was 
achieved through collective discussion among all authors. The 
manual process was conducted through a web application that 
was specifically developed by the research team for this 
purpose. Fig. 2 depicts the interface of this application, which 
enables users to navigate through reviews and manually assign 
quality characteristics to each review by clicking the button 
related to the corresponding quality. At the end of the data 
labelling, a comma-separated values (CSV) file that contains 
the pre-processed-review with the corresponding label is 
generated using the button CSV.   It is noteworthy that during 
the data labeling process, certain reviews were deemed 
ambiguous due to their unclear meanings or the presence of 
non-Latin characters that remained from the data preparation 
stage. As a result, these reviews were excluded from the data 
set, resulting in a reduction in the total number of reviews from 

7322 to 6904. Table III shows the detailed results in term of 
reviews and quality characteristics. 

D. Data Vectorization 

This step consists of transforming text reviews into 
numerical values which can then be utilized as input for 
machine learning classification algorithms. TF-IDF [25] an 
extensively utilized technique in natural language processing, 
facilitates the transformation of text data into numerical vectors 
with a focus on classifying user reviews. This method 
computes multiplication of the term frequency (TF) with the 
inverse document frequency (IDF) for each term present in the 
review, yielding a numerical representation of the significance 
and rarity of the terms. This numerical representation enables 
the detection of patterns and trends within user reviews and the 
subsequent categorization of these reviews according to 
specific quality characteristics. 

TABLE III.  DISTRIBUTION OF REVIEWS ACROSS QUALITY 

CHARACTERISTICS 

Quality Characteristic Number of reviews 

Context Completeness 78 

Flexibility 6 

Effectiveness 2236 

Efficiency 952 

Economic Risk Mitigation 25 

Environmental Risk Mitigation 2 

Health and Safety Risk Mitigation 6 

Comfort 1128 

Pleasure 1653 

Trust 190 

Usefulness 628 

 

 
Fig. 2. Screenshot of the data labelling web interface. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

908 | P a g e  

www.ijacsa.thesai.org 

In order to apply the TF-IDF vectorization technique on the 
user reviews, the authors developed a Python script that makes 
uses of the Scikit-learn [26]. This script reads the CSV file 
generated during the preceding data labeling phase and 
computes the frequency of each term in the reviews along with 
their respective importance scores. The resulting TF-IDF 
matrix comprises the user reviews in the rows and the overall 
terms in the columns. Moreover, the script stores the quality 
characteristic of each review, obtained from the data labeling 
step, in an additional column labeled "labels". Finally, the 
output of the script is produced in a new CSV file named "TF-
IDF.csv". 

E. Automated Classification and Evaluation 

The objective of this step is to identify the most suitable 
machine learning algorithm for classifying user reviews related 
to mobile GIS for data collection based on quality-in-use 
characteristics of ISO. To achieve this, the datasets generated 
through steps 1 to 3 were used as input for the classification 
methods. Given the impracticality of testing all potential 
combinations of classification techniques, an experimental 
study was conducted to automate the testing and evaluation 
process for each machine learning algorithm's performance. 

To summarize, in this study, a dataset of user reviews 
related to a set of mobile GIS for data collection was obtained. 
These reviews were subjected to preprocessing utilizing natural 
language processing methodologies, followed by vectorization 
utilizing the TF-IDF vectorization technique. A manual 
labelling process was carried out to classify reviews based on 
the quality-in-use model of ISO. A dataset with 6904 reviews 
was obtained and will be used in the experimental study 
performed in the next section. 

IV. EXPERIMENTAL STUDY 

In this section, an experimental study is conducted to 
explore the application of machine learning (ML) classification 
techniques on the pre-processed reviews (obtained from steps 1 
to 3 in the previous section). The objective is to identify the 
best classifier for mobile GIS data collection. 

A. Dataset Preprocessing 

As shown in Table III, A few quality characteristics within 
the quality-in-use model have limited or insignificant 
representation due to the small number of available samples. 
These qualities are: Context Coverage – Flexibility with only 

six reviews, Freedom from Risk quality with 2, 6, and 25 
reviews respectively to Environmental, Health and Safety, and 
Economic Risk Mitigation. To maintain the validity and 
reliability of the model, reviews associated with these 
particular qualities were subsequently excluded from further 
analysis. Thus, the dataset has undergone a reduction in the 
total number of samples from 6904 to 6815. 

Furthermore, Fig. 3 presents a statistical analysis of the data 
related to this study, revealing a notable discrepancy in the 
sample distribution across different quality characteristics. This 
discrepancy gives rise to an imbalanced data challenge. To 
mitigate the issue of imbalanced data, the Synthetic Minority 
Over-sampling Technique (SMOTE) [27] was utilized to 
generate synthetic samples. 

B. Experimental Process 

The experimental process steps used is summarized as the 
following: 

 Four ML techniques are used, namely: (1) Support 
Vector Machine was introduced by (Vapnik and 
coworkers) as ―a training algorithm that maximizes the 
margin between the training patterns and the decision 
boundary‖ [28]. The SVM classifiers can be improved 
by modifying the kernel functions (Linear, 
Polynomial…) and its parameters (C: regulation, 
gamma: kernel coefficient …) [29]. (2) Logistic 
Regression is a statistical method applied for 
classification tasks by analyzing the relationship 
between a binary variable and one or more independent 
variables using a logistic function. [30]. (3) Naive 
Bayes is defined as a simple probabilistic model for 
classification that assumes that the features are 
conditionally independent given the class label [31]. 
The method models the probability of each class given 
the observed features using Bayes' theorem, and selects 
the class with the highest probability as the predicted 
class for a given input. (4) Finally, Random Forest is 
defined as an ensemble learning method that perform 
classification by aggregating the predictions of multiple 
decision trees [32]. 

 A Grid Search [33] tuning parameter method with five-
fold cross-validation was employed to identify the 
optimal set of hyper-parameters for each technique (see 
Table IV for the values for GS parameters). 

 

Fig. 3. Distribution of the dataset into quality classes. 
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TABLE IV.  VALUES OF GRID SEARCH PARAMETERS 

Model Parameter Values 

Logistic Regression 
Regularization Parameter C 0.1, 1, 10 

Optimization Algorithm liblinear, lbfgs, saga 

Support Vector Machine 

Regularization Parameter C 0.1, 1, 10 

Kernel Function linear, rbf, sigmoid 

Gamma scale, auto 

Degree 2, 3 

Random Forest 

Number Of Decision Trees 50, 100, 200 

Criterion gini, entropy 

Max Depth None, 10, 20 

Min Samples Split 2, 5 

Min Samples Leaf 1, 2 

Max Features sqrt, log2 

Bootstrap True, False 

naïve bayes 
Alpha 0.1, 0.5, 1.0 

Algorithm Multinomial Naïve Bayes 
 

 A Python script was developed using the Scikit library 
to achieve optimal classifier performance. The script 
implements the algorithm depicted in Algorithm 1 and 
is available upon email request to the author. 

Algorithm 1: Grid Search for ML Algorithms 

Initialize a model-params dictionary of the four ML algorithms 
and their parameters 

Create an empty report array  

Compute  

For each model in model-params 

 Create gvv instance of GridSearchCV with model params and 
five-fols cross-validation 

Fit gcv with the training set to find the best hyper parameters 

Test the fitted model on the test dataset 

Compute the confusion matrix 

Compute the evaluation metrics 

Add the confusion matrix and the evaluation metrics to the 
report 

End 

Display report 

 The performance of the four-classifier experimented in 
this study was evaluated using four commonly used 
accuracy criteria [34]: (1) Precision, which quantifies 
the proportion of true positive predictions among all 
positive predictions made by the classifier. (2) Recall, 
which quantifies the proportion of true positive 
predictions among all actual positive instances. (3) 
Accuracy, which quantifies the proportion of correct 
predictions made by the classifier among all instances. 
(4) F-score, which combines precision and recall into a 
single score. 

V. RESULTS ANALYSIS 

Table V displays the performance of each classifier with 
respect to all the utilized performance metrics, along with the 
corresponding optimal values for the hyperparameters. 

The results indicated that: 

 The Random Forest classifier achieved a precision of 
0.81, indicating that, out of all instances that were 
predicted as positive, 81% were actually positive. The 
classifier also achieved a recall of 0.79, indicating that, 
out of all true positive instances, 79% were correctly 
identified by the classifier. The overall accuracy of the 
classifier was found to be 0.79, indicating that 79% of 
the predictions made by the classifier were correct. The 
F1-score, which is a harmonic mean of precision and 
recall, was found to be 0.80, indicating that the 
precision and recall of the classifier was balanced. 

 The SVM classifier obtained scores that were slightly 
different from those of the Random Forest classifier, 
with a precision score of 0.79, an accuracy score of 
0.80, a recall score of 0.80, and an F1-score of 0.79. 

 The Logistic Regression classifier performed slightly 
worse in terms of accuracy and recall, but obtained 0.81 
in precision and 0.79 in F1-score. 

 The Naive Bayes classifier had the lowest scores across 
all accuracy criteria, indicating that it performed less 
well than the other three classifiers. 

Moreover, the confusion matrices scores related to SVM 
and Random Forest were calculated and presented respectively 
in Table VI and Table VII. As depicted in the confusion 
matrices, both models demonstrate strong performance. This is 
evidenced by the majority of entries being located along the 
diagonal of the matrices. 
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TABLE V.  GLOBAL CLASSIFICATION SCORES AND HYPER PARAMETERS 

Model 
Performance scores Hyper Parameters 

Precision Accuracy Recall F1-score Parameter Value 

Random Forest 0.81 0.79 0.79 0.8 

Number Of Decision Trees 200 

Criterion entropy 

Max Depth None 

Min Samples Split 2 

Min Samples Leaf 1 

Max Features log2 

Bootstrap False 

Support Vector Machine 0.79 0.8 0.8 0.79 

Regularization Parameter C 10 

Kernel Function rbf 

Gamma scale 

Degree 2 

Logistic Regression 0.81 0.77 0.77 0.79 
Regularization Parameter C 10 

Optimization Algorithm saga 

naïve bayes 0.77 0.73 0.73 0.75 
Alpha 0.1 

Algorithm Multinomial Naïve Bayes 

TABLE VI.  SVM CONFUSION MATRIX 

  
Actual Values 

  
Context 

Completeness 
Effectiveness Efficiency Comfort Pleasure Trust Usefulness 

P
re

d
ic

te
d
 V

al
u

es
 

Context Completeness 2 3 3 3 0 0 3 

Effectiveness 0 402 9 14 7 3 13 

Efficiency 0 14 164 16 6 2 4 

Comfort 0 12 19 178 12 2 10 

Pleasure 1 3 5 19 275 1 4 

Trust 0 4 10 9 7 7 2 

Usefulness 0 10 11 19 10 1 64 

TABLE VII.  RANDOM FOREST CONFUSION MATRIX 

  
Actual Values 

  
Context Completeness Effectiveness Efficiency Comfort Pleasure Trust Usefulness 

P
re

d
ic

te
d
 V

al
u

es
 

Context Completeness 2 3 1 4 1 3 0 

Effectiveness 0 399 10 10 5 13 11 

Efficiency 0 11 160 10 3 14 8 

Comfort 0 10 18 169 6 19 11 

Pleasure 2 0 11 13 262 12 8 

Trust 1 1 6 4 6 18 3 

Usefulness 1 4 12 12 9 11 66 

TABLE VIII.  SVM AND RANDOM FOREST QUALITY CLASS SCORES 

Classifier Quality Class precision recall F1_score 

SVM 

Context Completeness 0.67 0.14 0.24 

Effectiveness 0.9 0.9 0.9 

Efficiency 0.74 0.8 0.77 

Comfort 0.69 0.76 0.73 

Pleasure 0.87 0.89 0.88 

Trust 0.44 0.18 0.25 

Usefulness 0.64 0.56 0.6 

Random Forest 

Context Completeness 0.33 0.14 0.2 

Effectiveness 0.93 0.89 0.91 

Efficiency 0.73 0.78 0.75 

Comfort 0.76 0.73 0.74 

Pleasure 0.9 0.85 0.87 

Trust 0.2 0.46 0.28 

Usefulness 0.62 0.57 0.59 
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Furthermore, the performance scores related to SVM and 
Random Forest were calculated for each quality class and the 
results are presented in Table VIII. As demonstrated, the 
precision, recall, and F1-score demonstrate heterogeneity 
across various categories, providing valuable insights into the 
classification performance of each algorithm. Subsequently, in 
the following section, these outcomes will be discussed in the 
context of the criteria for mobile GIS for data collection to 
select the best classifier from SVM and RF. 

VI. DISCUSSION 

Table V illustrates that the accuracy metric for SVM and 
RF classifiers achieved high values of 0.80 and 0.79, 
respectively. These results suggest that both classifiers were 
successful in correctly classifying a high proportion of 
instances, indicating that the vectorization process utilizing TF-
IDF was successful in identifying relevant terms within the 
corpus of user reviews. Note that TF-IDF was previously 
identified in research as a strong vectorization method among 
user reviews [17, 18]. 

The effectiveness of TF-IDF in mobile GIS for data 
collection reviews can be explained by its adeptness at 
capturing term significance through frequency calculations. 
Within this domain, where reviews frequently incorporate 
specialized terminology and jargon pertaining to geographic 
information, mobile devices, and associated technologies, TF-
IDF stands out by recognizing and assigning importance to 
these specific terms based on their frequency. This emphasis 
on the frequency of domain-specific terms contributes to a 
more precise representation of the data, aligning with the high 
accuracy metrics observed in the classifiers' performance as 
highlighted in Table V. 

The SVM classifier and Random Forest classifier were 
evaluated using precision, accuracy, recall, and F1-score 
metrics. The results revealed that the Random Forest classifier 
obtained scores of 0.81, 0.79, 0.79, and 0.80, respectively, 
while the SVM classifier obtained scores of 0.79, 0.80, 0.80, 
and 0.79, respectively. These results indicate that the Random 
Forest classifier performed slightly better in terms of precision 
and F1-score, while the SVM classifier performed better in 
terms of accuracy and recall. 

The SMOTE technique has been employed to mitigate the 
issue of class imbalance. however, a detailed analysis of class 
scores is still necessary to reveal any performance variations of 
classifiers on specific classes and provide a more 
comprehensive understanding of their capabilities. Although no 
significant differences were observed in the four performance 
scores of the two classifiers, Random Forest and SVM, an 
exhaustive evaluation of their performance was conducted, 
taking into account the specific domain of mobile GIS for data 
collection. In fact, the requirements of mobile GIS for data 
collection regarding the positioning accuracy is crucial, as it 
affects directly the quality of collected data [21], which 
subsequently impacts the overall data collection process. 
Moreover, a real challenge is associated with GPS positioning 
accuracy in smartphones [35] and extensive investigations 
were conducted to identify factors that influence the accuracy 
of mobile GIS positioning [36-38]. In this light, various 

solutions have been adopted to enhance the positioning 
accuracy in mobile mode [39, 40]. Therefore, comparing the 
performance of Random Forest and SVM classifiers on the 
class of efficiency can aid in selecting the best classifier for 
mobile GIS data collection purposes. 

Based on the evaluation of the classifiers scores presented 
in Table VIII, the SVM classifier appears to be a more suitable 
option for identifying a maximum number of user reviews 
belonging to the "Efficiency" class in mobile GIS data 
collection. The SVM classifier exhibits a higher F1-score 
(0.77), recall score (0.80), and precision (0.74) as compared to 
the Random Forest classifier (F1-score: 0.75, recall: 0.78, 
precision: 0.73) for this class. These findings suggest that the 
SVM classifier has a greater ability to detect positive samples 
of the "Efficiency" class while maintaining a good balance 
between precision and recall. Furthermore, the SVM classifier 
has a higher precision score (0.74) than the Random Forest 
classifier (0.73) for this class, indicating that the SVM 
classifier generates fewer false positive predictions. Thus, the 
SVM classifier may be the optimal choice for this classification 
task in the mobile GIS data collection domain. 

In addition, the complexities inherent in user reviews 
within the mobile GIS for data collection domain introduce a 
level of intricacy marked by complex and nonlinear 
relationships between linguistic expressions and corresponding 
sentiments. These reviews serve as reflections of nuanced 
discussions prevailing in this specialized technical domain. 
Leveraging their unique capacity to define optimal hyperplanes 
within high-dimensional spaces, SVM exhibit notable 
proficiency in capturing the nuanced patterns embedded in 
these reviews. The algorithm's adeptness in recognizing subtle 
differences and correlations within the technical language of 
user reviews establishes SVMs as a resilient and effective 
choice for classifying user-generated content within the 
intricate realm of mobile GIS for data collection. This 
underscores their efficacy in addressing the inherent 
complexities specific to mobile GIS for data collection. 

VII. THREATS TO VALIDITY 

Although objectivity was applied during the research 
process, there may still be limitations to this study: 

 In the natural language processing phase, certain terms 
may have been erroneously categorized as stop words 
and consequently eliminated from the dataset. This 
could impact the construct validity of the study. To 
address this issue, a specialized GIS term dictionary 
was constructed to ensure that relevant terms are not 
automatically removed during the data preprocessing 
stage, thus improving construct validity. 

 The automated classification in this study concerned 
mobile GIS user reviews, which could pose potential 
challenges to external validity. To address this concern, 
the set of studied reviews was carefully chosen to 
ensure a representative sample. This limitation may 
have slightly affected the performance metrics, but 
optimism exists that the results may be utilized in 
forthcoming studies related to mobile GIS. 
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 User reviews were assigned manual classifications 
based on the quality-in-use model. However, there is a 
possibility that a review may belong to more than one 
class which impact the internal validity. To address this 
issue, only the clearest classification was considered. 

VIII. CONCLUSION AND FUTURE WORK 

This study involved an experiment aimed at identifying the 
best classifier for analyzing user reviews of mobile GIS 
applications in the context of data collection. The process 
involved five steps: data collection, data preprocessing, data 
labeling, data vectorization, automated classification, and 
evaluation. 

The evaluation of classifiers unveiled notable performance 
metrics. The Random Forest classifier showcased balanced 
performance, exhibiting a precision of 0.81, a recall of 0.79, an 
accuracy of 0.79, and an F1-score of 0.80. The SVM classifier, 
with slightly differing yet competitive scores, achieved a 
precision of 0.79, accuracy of 0.80, recall of 0.80, and an F1-
score of 0.79. Likewise, the Logistic Regression classifier 
demonstrated a precision of 0.81, accuracy of 0.79, recall of 
0.79, and an F1-score of 0.79, while the Naive Bayes classifier 
showed lower scores across accuracy criteria. Notably, when 
honing in on the "efficiency" class, the SVM classifier 
outperformed the Random Forest classifier, displaying superior 
precision (0.74), recall (0.80), and F1-score (0.77) compared to 
the Random Forest classifier (precision: 0.73, recall: 0.78, F1-
score: 0.75). These results underscore the effectiveness of the 
TF-IDF vectorizer and SVM classifier combination within the 
specific domain of mobile GIS for data collection, emphasizing 
the significance of efficiency requirements in this context. The 
implications of this study extend to developers and designers of 
mobile GIS applications, providing insights for automatic 
quality evaluation using the ISO 25010 quality-in-use model. 

In future investigations, the aim is to expand the scope of 
the study by increasing the number of experiments conducted. 
This expansion will enable a more extensive gathering of 
relevant and accurate results. Additionally, we intend to 
investigate the correlation between external quality and the 
quality-in-use of mobile GIS applications specifically designed 
for data collection purposes, with the ultimate goal of 
developing a predictive model for quality-in-use. This may 
have practical implications for enhancing the user experience 
and satisfaction of mobile GIS applications for data collection 
by ensuring that external quality meets the requirements of 
quality-in-use. 
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Abstract—Bitcoin is the first and most famous 

cryptocurrency. It is a virtual currency that is operated in a 

decentralized form using cryptographic strategies called 

blockchains. Although it has experienced significant market 

acceptance by traders and investors in recent years, it also 

suffers from volatility and riskiness. Technical analysis is one of 

the most powerful tools used for trading signals’ allocation using 

some algorithmic strategies called technical indicators. In this 

research, a newly proposed multi-objectives decomposition-based 

particle swarm optimization algorithm is used to find the best 

parameter values for some technical indicators, which in turn 

generates the best trading signals for Bitcoin trading. In this 

context, three conflicting objectives have been used, i.e., the 

return on investment, the Sortino-ratio, and the number of 

trades. The proposed algorithm is compared to the original 

MOEA/D algorithm as well as the indicators using their original 

parameters. Results showed the superiority of the proposed 

algorithm during the training and testing periods over the other 

benchmarks. 

Keywords—Bitcoin; technical analysis; decomposition; particle 

swarm optimization; MOEA/D 

I. INTRODUCTION 

Unlike the well-known physical currencies such as dollars 
or euros, bitcoin is a sort of digital currency backed by 
cryptographic protocols called blockchains [1]. These 
cryptographic protocols facilitate secure online payment with 
no need for intermediaries. There exist significant fluctuations 
in the bitcoin prices every day which increases its volatility and 
raises the level of risk [2]. This volatility enormously affects 
the traders’ outcomes. So, powerful algorithms are always 
needed to help the traders and investors get the best returns 
with the minimum level of risk. 

The algorithmic trading strategies for cryptocurrencies can 
be classified into three different models, i.e., models based on 
machine learning, Portfolio Optimization (PO) models, and 
trading-strategies optimization models. 

Machine learning and deep learning are used in the 
literature as predictive models to forecast the future price 
patterns based on the analysis of historical market data [3], [4], 
[5], and [6]. 

PO in the context of cryptocurrencies entails selecting a 
combination of cryptocurrencies and determining the 
appropriate weights for each asset in order to achieve the 
desired portfolio characteristics. Depending on the preferences 
of the investor, the objective may be to maximize returns, 

minimize risk, or achieve a specific risk-return trade-off [7]. 
Portfolio optimization researches can be categorized into 
statistical models such as Modern Portfolio Theory (MPT) as 
found in [8], [7], and [9] and Multi-Objective Evolutionary 
Algorithms (MOEA) models such as [10], and [11]. 

The trading strategies optimization models mainly aim to 
allocate the optimal trading signals that enhance the trading 
outcomes. In study [12] a signal herding model is proposed in 
order to enhance the decision-making process. In study [13] the 
trading signals are generated based on the market tweets 
sentiments whereas in study [14], both time series analysis and 
social signals are used to produce tractable trading strategies. 

Trading signals generation or allocation can be  achieved 
using Technical Analysis (TA) based indicators. Although the 
optimization of the TA based trading-strategies was found in 
the literature for other types of markets such as physical 
currencies and stock markets, it was not found for 
cryptocurrencies. So, this research tries to cover the lack of this 
research point by proposing new optimized algorithmic 
trading-strategies for some Technical Indicators (TI). 

As can be seen previously, cryptocurrency trading can be 
considered as a Multi-objective Optimization (MO) problem. 
As it involves handling a set of conflicting objectives 
simultaneously such as maximizing the returns and the 
percentage of the profitable trades to the non-profitable ones, 
minimizing risks, the transaction costs, and the number of 
trades, etc. [15]. 

The MO problem is described as in Eq. (1) [16]: 

                        

subject to       

Such that:   is the variable or decision space, F:      is 
the objective space, where m is the total number of objectives. 
As there are multiple contradictions between the different 
objectives, there can never be a unique solution that satisfies all 
the objectives simultaneously but rather a set containing the 
whole non-dominated solutions referred to as Pareto Set (PS). 
Let   ,        , it can be said that    dominates    only if 

  
    

  for each             and   
 
   

 
 at least once for 

           . The set of the objective vectors corresponding 
to the points in the PS is called the Pareto Front (PF). 

MOEA based on Decomposition (MOEA/D) is one of the 
most simple and efficient techniques to solve MO problems. It 
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can efficiently find the best set of non-dominated solutions 
regardless of the increasing number of objectives [17], [18]. 
On the contrary, MOEA based on Pareto dominance can 
efficiently handle problems with lower number of objectives, 
however by increasing the number of objectives it can hardly 
cover the entire (PF) [18]. 

MOEA/D transforms the MO problem into a simple set of 
scalar sub-problems then, it solves each of them 
simultaneously and independently. This transformation is 
achieved with the help of two basic factors, i.e., aggregation or 
also called Scalarization Functions (SF) and a set of well-
selected weight vectors. These are the basic factors that control 
the performance of MOEA/D algorithms. 

New decomposition strategies were found in the literature 
either by proposing new SFs as in [19], and [20] or by using a 
combination of different SFs [21], and [22]. 

Some changes to the original weight generation mechanism 
that was originally proposed by Zhang [17] were also found in 
the literature such as MOEA/D-URAW [23], AWD-MOEA/D 
[24] and MOEA/D-AWG [25]. 

The MOEA/D algorithms were successfully applied to 
different application areas such as PO [11], [26], image 
segmentation [27], and network routing [28]. 

In this paper a new MO Particle Swarm Optimization 
Algorithm using Decomposition (MOPSO/D) is proposed for 
BTC trading signals’ allocation. The algorithm optimizes the 
original parameters of three of the most used TIs. A new 
weight generation strategy was also presented and used in 
order to further improve the performance of the algorithm. The 
proposed algorithm is compared to the original MOEA/D and 
the TIs with their original parameters based on three objectives, 
i.e., the return, the risk, and the number of trades. 

The rest of this paper will be organized as follows: In 
Section II, the trading signals allocation mechanisms are 
described. Section III shows the proposed algorithm, whereas 
Section IV presents the results and the conclusion in Section V. 

II. TRADING SIGNALS ALLOCATION MECHANISMS 

Cryptocurrencies are well-known for their extreme 
volatility, which refers to the huge and sudden price changes 
they encounter over short periods of time. This nature raises 
the riskiness level of such markets, making them hardly 
predictable. So, for the investors to get the benefits from 
crypto-market trading, there should be powerful algorithms 
that ensure the profitability and safety of their trading.  As seen 
in Fig. 1, the Bitcoin value started in 2017 at about 1,000 USD 
and has risen to 20,000 USD. Then, it dropped back again, up 
to 4,000 USD by 2019. 

TA tools (specifically the Technical Indicators TA) are 
frequently used by investors for their simplicity. They are used 
either as the basic trading strategies or as confirmation tools to 
generate and allocate the trading signals, i.e., buy and sell. For 
example, most PO tools basically depend on them in order to 
get their final trading decisions [29] and [30]. 

 

Fig. 1. The value of Bitcoin (BTC) in USD from 2017 to 2019. 

A. Technical Indicators (TIs) 

The TIs are mathematical formulations (equations) that are 
operated in an algorithmic manner. Each of these indicators has 
its own parameter combinations that controls its final 
performance [31]. The original values of these parameters are 
generated by their creators, however with more challenging 
markets such as the crypto market it could not always provide 
the required performance . The main objective of this study is 
to find the optimal set of parameters that helps allocating the 
best trading signals (buy and sell). 

Three TIs are considered in this study, i.e., Double 
Weighted Moving-Average (DWMA), Exponentially 
Smoothed Rate of Change (ES-RoC) and Stochastic Relative 
Strength Index (S-RSI). 

The DWMA indicator in [32] is one of the versions of 
Moving Average indicators (MAs). This type of indicators is 
used to generate an updated price average based on the selected 
time frame. The term double here means that the signals are 
generated based on the crossovers between two WMAs with 
different time frames. 

A buy signal is provided when the shorter WMA crosses from 

below to above the longer WMA and vice versa for the sell 

signal. The WMA is calculated as seen in Eq. (2), such that n is 

the number of days used for calculations and P refers to the 

daily prices. For example, P1 is the closing price for the first 

day of calculations and Pn.is the most recent price value at day 

n. The DWMA has two parameters n1 and n2 for the short and 

long WMAs consequently, such that the original parameters 

values are {20,50}. 

    
                                      

[       ]

 

 

The ES-RoC [31] indicator calculates the rate of change for 
the values of the Exponential MA (EMA) values over the past 
n days. The EMA is a type of MAs where the weighting for the 
days of calculations grows exponentially rather than the linear 
weighting as in WMA. The range of the outputs of this 
indicator is always in the range ±100. 

The signals are generated by crossing above or below the 
center line (which is zero in this case) for buy and sell signals 
in sequence without considering a definite overbought or 
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oversold level.  This indicator is mainly used to evaluate the 
strength of the upcoming trends. The ES-RoC is calculated as 
shown in Eq. (3), where EMAcurrent is the value of the EMA on 
the last day of calculation and EMAn is the value of the EMA 
n-days ago. 

In this study, two extra parameters, i.e., overbought and 
oversold levels are produced for trading signals generation. 
Rather than crossing above or below zero line, the buy and sell 
signals are generated by crossing through the oversold and 
overbought levels for buy and sell signals consequently. The 
original parameter values for ES-RoC are 14 and 20 days for 
the RoC and the EMA sequentially. 

       
                 

    
      

S-RSI [31] is a mixed indicator that applies the Stochastic-
Oscillator (SO) indicator to the RSI value. RSI is another 
indicator that analyses current price levels against those of the 
recent past. The output values lie in the range from 0 and 100 
that is used to identify the oversold and overbought levels. 

The signals are generated by the crossovers with these 
levels the same way as the ES-RoC. The value of S-RSI [31] is 
calculated as shown in Eq. (4). Such that n and t are the 
timespans for RSI and S-RSI in sequence. The original 
parameters of the S-RSI are 14 days for both n and t with an 
overbought level of 70 and oversold level of 30. 

      
                     

                     
    

               
   

  
           

           

  

B. Objective functions 

For the optimization process at hand, three conflicting 
objectives are selected. 

 The percentage Return on Investments (RoI): it 
evaluates the profitability of the investment strategy by 
comparing the investment net gain to the total 
investment costs as shown in Eq. (6). This is a 
maximization objective as the investors always aim to 
maximize their profits. 

    
         

                
      

 Sortino Ratio (SR): is a measure of the risk of 
investment. It is calculated as in Eq. (7), where       is 
the Standard Deviation (SD) of the returns that are 
below the average (the downward SD). The target here 
is to maximize the SR in order to minimize the risk. 

   
                 

  
   

 The number of trades: The target here is to get the 
minimum number of trades. 

III. THE PROPOSED ALGORITHM 

As mentioned before, the idea behind the decomposition-
based algorithms is to simplify the MO problem and convert it 
into a group of single objective SPs. This simplification is 

accomplished using the SF or aggregation function. Different 
scalarization approaches were found in the literature. Among 
the most recommended SFs due to its simplicity and 
adaptability to different types of problems is the Chebyshev 
approach [33]. As a result, a number of variants were proposed 
in the literature to enhance its performances. 

The Augmented Chebyshev (ACh) is one of the variants 
with an additional augmentation term that was proposed in 
order to improve the quality of the PF solutions and to discard 
the weak optimal solutions [34]. This is the one which is 
adopted in this research. 

The approximated PF of the MO problem represented in 
Eq. (1) can be obtained by simplifying it into simpler scalar SP. 

The objective function of the     SP is given as in Eq. (8). 

minimize 

       |                   
 
| 

         
   

      
   |   

 ∑ |        
 | 

       

Such that:          
    

      
    is the reference point, 

i.e.,   
           |     for       objectives and 

   
    is the nadir point, where   

              |    . 

The second part of the previous equation is the 
augmentation term, where   is the augmentation parameter 
which is a very small value such that   [          ] [35]. 

Each SP is assigned a separate weight vector, such that 
each vector has m elements one for each objective   
            , where each element value ≥ 0 and the 
summation of all elements equals 1. 

A neighborhood technique is utilized to optimize each SP 

based on its neighboring SPs.  The     SP neighborhood 
comprises the set of SPs that are with   distance from   , such 
that   represents the neighborhood size. The steps of the 
original MOEA/D can be found in [18]. 

The proposed algorithm (algorithm 1) aims to optimize the 
parameters of three algorithmic trading approaches over three 
challenging objective functions. In this research, a new 
MOPSO/D algorithm is implemented, where the algorithm 
starts by randomly generating the initial particles’ positions, 

velocities, such that,       and        are the current position 
and velocity of particle   at time   in sequence. In our 
application, the particles’ positions represent the indicators’ 
parameters. 

The PSO considers the interactions and movements of 
particles as a swarm to locate the optimal points in the search 
space. Over different iterations, the particles cluster into an 
ideal position in the search space by employing both 
exploration and exploitation.   The particles attempt to improve 
their position in the known beneficial regions by exploitation, 
while also exploring undiscovered regions of the feasible 
space. 

Both exploitation and exploration processes can be managed 
during the velocity update step. Such that the accelerators    
and    are used for the exploitation purposes, whereas.  The 
inertia component   is needed for exploration. 
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Algorithm 1: The proposed MOPSO/D algorithm for BTC 
trading 

Inputs: 

 BTC historical prices. 

   : The number of SPs. 

    The number of objectives. 

  : An initial set of weight vectors. 

   : The size of the neighborhood. 

 Empty External Archive (EA). 

 

Steps: 

1. Initialization: 

 Generate a swarm of particles       at random. 

 For each particle  , initiate the current position   . The 

personal and global best positions, i.e.,       
 

, and       
 

 

are initially set as   . 

 For each particle  , initialize the velocity   =0. 

 Initialize the reference point    and nadir point      

 Calculate the Euclidean distances for each couple of weight 
vectors. 

 Define the neighborhood of each particle   as,      
         , where             are the   closest weight 

vector to   . 

2. Update 

For (each iteration   =  1→     ), do 

For (each particle   = 1→  ), do 

 Calculate:     . 

 According to the       value, update       
  and       

 . 

 Update the reference and nadir points. 

 Update the velocity as: 

                      (      
 

       )

     (      
 

      ) 

where,   is the inertia component,    and    are two 
predefined constant accelerators,   , and    are two random 
variables   [0,1]. 

 Update the current position as: 

                       

 Apply mutation operator.  

 Update the EA. 

 End 

Update weight vectors W (algorithm 2). 

Update neighborhood     . 

End 

3. Return EA. 

 

For further exploration of the search space, a uniform 
mutation is added to the algorithm to enhance the diversity of 
the current algorithm; however the resultant particles after 
mutation are subjected to a repair process that ensures that the 
new particles positions are never worse than the previous ones. 
Finally, the nondominant solutions are returned in a final 
External Archive (EA). 

A. Weight Assignment 

As mentioned before, the weight assignment method plays 
a crucial role in influencing the search process of MOEA/D 
algorithms. The diversity or the distribution of the weight 
vectors affects the quality of the final solutions to a high 
degree. Similar or identical vectors generate poor solutions that 
could not efficiently cover the whole PF. 

The methods for generating weight vectors can be 
categorized as either uniform or random weight creation. 
Uniform weight creation involves constructing weights in 
repetitive patterns to guarantee the equitable distribution of 
vectors over the PF. 

In [17], Zhang introduced a structured or uniform weight 
distribution architecture, such that each weight vector  

{  
 

 
 
 

 
   

 

 
} , with H being a positive integer parameter used 

for regulation. The number of SPs or weight vectors   
      

    (  refers to the mathematical combinations). 

The uniform distribution is effective in problems with 
continuous PFs. Nevertheless, it is not suitable for problems 
with complicated or scattered PFs [36]. A further problem with 
uniform distribution is that it occasionally generates vectors 
that are similar or extremely near to each other, resulting in 
duplicate solutions. 

On the contrary, the random distribution of weights allows 
for a more comprehensive investigation of the search space, as 
it produces vectors that are not necessarily evenly distributed 
throughout the PF [18]. This, in turn, yields a range of 
distinctive and varied solutions since it generates vectors that 
are dissimilar from each other.   The drawback with randomly 
distributed weights is that there is no assurance that the 
resulting vectors can accurately represent the whole PF [18]. 

  Since the shape of the (PF) for real world problems is 
scattered and cannot be easily covered, finding the Pareto 
optimal points cannot be obtained by simple search strategies. 
To overcome this problem, an alternative scenario suggesting a 
Dual Weight assignment mechanism has been implemented 
denoted as (MOPSO/D-DW). 

As seen, both uniform and random assignments have their 
benefits and drawbacks. In this study, a new weight assignment 
method is developed to combine the benefits of both strategies 
into a single algorithm (Algorithm 2). 

The proposed strategy is a simple yet efficient. The main 
idea is to switch between the uniform and random generations 
over the different iterations. 

This process ensures keeping the whole PF covered through 
the uniform distribution iterations while hitting other random 
areas during the random iterations. In this case, the particles 
neighbors are recalculated during each iteration which 
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improves the particles experience through the search process 
improving both the diversity and convergence. 

Algorithm 2: Dual weight assignment algorithm 

Inputs: 

 H: A regulating integer parameter greater than zero. 

 m: The number of objectives. 

 iter: The number of iterations. 

Steps: 

1. Calculate the number of weight vectors        
    . 

 

2. Let U be a set of values in the range [0,1] with an increment of 

   . U =                  

3. Evaluate 

For (j=1→N), do 

 For (i=1→m), do 

   Generate a new non repeated weight vector   
 
, such 

that      and ∑      
   . 

   Append   
 

 to   , such that    is the set of all 

uniformly generated vectors. 

  End 

 End 

 

For (i=1→ iter), do 

 If (i %  2== 0), then 

 For (j=1→N), do 

   Generate a weight vector   
 
, with     randomly selected 

from [0,1] and ∑      
   . 

 

   Append   
 
 to W.  

  End  

 Else W     

 End  

 End  

4. Return W 

 

To summarize the optimization process in a more 
understandable way, the algorithmic trader first generates a set 
of random indicators’ parameters (particles positions) along 
with a collection of a uniformly generated weight vectors one 
for each particle. The particles positions are then assessed by 
applying the indicators parameters to the training data set and 
calculating the resultant values for each of the objectives.  

Moreover, a fitness aggregation technique in Eq. (8) is then 
employed to aggregate the three objectives. Based on the 
aggregated fitness value, the personal and global best positions 

are updated which in turn are used for updating both the 
velocities and positions of the particles. The algorithm 
continues till the maximum iterations and the final results (the 
best parameters) are obtained from the EA. These parameters 
are then tested on the testing data set. 

IV. EXPERIMENTAL RESULTS 

The proposed algorithm is used to find the optimal trading 
signals for (BTC versus USD) trading during the interval from 
3/1/2017 till 3/1/2019 which is considered as the training 
interval. The optimal set of parameters found during the search 
are tested upon the closing prices during the testing interval 
3/1/2019 till 3/1/2021. 

A. Evaluation Metrics 

An evaluation metric serves as an indicator or assessment 
of the quality of the solutions that have been developed.   
Multiple measures exist for evaluating MO algorithms, each 
designed to assess distinct characteristics  [37].   The 
convergence, diversity, and statistical measures are crucial 
assessment factors.   Various metrics have been discovered that 
assess either a single criterion or multiple criteria concurrently.   
The study included three distinct indicators: the Generational-
Distance (GD), the Hypervolume (HV), and the Average 
Fitness (AF). 

 The GD serves as a metric to quantify the distance 
between the produced non-dominated solutions (the 
estimated PF) and the actual or true PF [38].   In real-
world problems, it is possible to utilize a reference set 
derived from the collection of estimated PFs produced 
from all the search techniques under consideration.   
The lowest GD value indicates the proximity of the 
derived solution set to the true PF or reference set, and 
conversely, the higher the GD value, the more away the 
solution set is from the true Pareto Front [38]. 

 The HV indicator quantifies both the diversity and the 
convergence. It measures the m-dimensional volume of 
the objective space region, which is defined by the 
estimated PF and a reference point that is dominated by 
all solutions in the front [37]. 

 The AF is the average of the fitness values of the PF 
solutions found along a set of independent runs. 

B.  Parameter Settings 

The parameter settings are as follows: the swarm size N = 
351, the uniform weight regulating parameter H = 25. The total 
number of iterations is 150. The augmentation variable  = 
0.05. The mutation rate=0.15. A neighborhood size (T) = 20. 
For PSO parameters, the inertia component  =0.8, both 
constant accelerators    and    are set as 0.5. For the original 
MOEA/D, the crossover rate =0.8 and the other parameters are 
kept as before. 

The indicators parameters are as follows: the time spans for 
all the indicators   [3, 120] days. The ES-RoC over bought and 
sold levels range within ±10% from the center line. The S-RSI 
overbought level   [60, 90], while the oversold level    [10, 
40]. 
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C. Results 

To evaluate convergence and diversity of the solutions 
generated by the proposed algorithm (MOPSO/D-DW) against 
the original MOEA/D, each algorithm is evaluated over 10 
independent runs. The reported results in the following tables 
are the best and average values for each algorithm over these 
runs. 

Table I shows a comparison between the values of the best 
and average GDs obtained by both algorithms. The best results 
among the two alternatives are displayed in bold. Again, the 
best GDs are the lowest values. 

Table II shows a comparison between the best and average 
HVs obtained by the algorithms, where the best values (the 
higher values) are also shown in bold as before. 

As seen from the tables, the proposed MOPSO/D-DW 
algorithm showed the best values in terms of both metrics, i.e., 
GD and HV. The proposed strategy always showed lower GDs 
and higher HVs which ensures closer solutions to the true PF 
with the best distribution of solutions. 

To evaluate the efficiency of trading signals generated by 
the proposed algorithm, the AF of the obtained solutions over 
10 independent runs are compared against both the MOEA/D 
and the TIs using their original parameters. 

Due to the conflicts among the different objectives, the 
evaluation of the counterpart strategies is performed through a 
ranking methodology, such that each objective is ranked as 
compared to the same objective over the three counterpart 
strategies. The best rank is given a value of one, while the 
worst is given a rank of three. Finally, the total ranks obtained 

by each strategy are summed in order to evaluate its overall 
performance. 

Table III shows a comparison of the three trading 
strategies, i.e., the TIs using their original parameters, the 
MOEA/D and the proposed MOPSO/D-DW during training. 

TABLE I.  A COMPARISON OF THE BEST AND AVERAGE GD OBTAINED 

BY EACH ALGORITHM 

 
MOEA/D MOPSO/D-DW 

DWMA 
Best 1.40E-03 0.00E+00 

Average 2.53E-02 0.00E+00 

ES-RoC 
Best 5.91E-02 3.20E-03 

Average 7.83E-02 4.34E-03 

S-RSI 
Best 4.32E-01 1.73E-01 

Average 8.74E-01 2.95E-01 

TABLE II.  A COMPARISON OF THE BEST AND AVERAGE HV OBTAINED 

BY EACH ALGORITHM 

 
MOEA/D MOPSO/D-DW 

DWMA 
Best 9.09E-02 9.72E-02 

Average 5.98E-02 9.72E-02 

ES-RoC 
Best 2.00E-03 2.19E-02 

Average 1.54E-03 1.14E-02 

S-RSI 
Best 5.06E-02 2.91E-01 

Average 2.97E-02 2.64E-01 

 

TABLE III.  THE AF OBTAINED BY THE THREE TRADING STRATRGIES FOR EACH INDICATOR OVER 10 INDEPENDENT RUNS DURING TRAINING 

 

Original parameters MOEA/D MOPSO/D-DW 

RoI% SR Trades RoI% SR Trades RoI% SR Trades 

DWMA 
AF 518.49 0.87 10 559.91 0.88 5.92 704.18 1.08 7.41 

Rank 3 3 3 2 2 1 1 1 2 

ES-RoC 
AF -29.85 -0.07 7 102.19 5.03 1.46 264.27 7.3 2.44 

Rank 3 3 3 2 2 1 1 1 2 

S-RSI 
AF -75.6 -0.34 59 216.3 0.37 17.97 437.97 0.57 16.98 

Rank 3 3 3 2 2 2 1 1 1 

Total ranking 
 

27 
  

16 
  

11 
 

TABLE IV.  THE AF OBTAINED BY THE THREE TRADING STRATRGIES FOR EACH INDICATOR OVER 10 INDEPENDENT RUNS DURING TESTING 

 

Original parameters MOEA/D MOPSO/D-DW 

RoI% SR Trades RoI% SR Trades RoI% SR Trades 

DWMA 
AF 983.77 1.03 7 627.34 1.1 6.26 804.8 1.01 7.94 

Rank 1 1 2 3 3 1 2 2 3 

ES-RoC 
AF -4.29 0.02 50 72.76 0.16 20.06 76.63 0.28 22.65 

Rank 3 3 3 2 2 1 1 1 2 

S-RSI 
AF 25.17 0.42 50 87.58 1.68 0.63 203.11 2.05 1.01 

Rank 3 3 3 2 2 2 1 1 1 

Total ranking 
 

22 
  

18 
  

14 
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As seen from the table, the proposed MOPSO/D-DW 
algorithm could provide the best ranking followed by the 
MOEA/D with the TI’s original parameters are given the worst 
ranking. 

The same process is repeated in order to evaluate the 
benchmark methodologies during testing. As seen from Table 
IV, the proposed algorithm again provided the best ranking 
followed by MOEA/D. 

Fig. 2 shows the summation of the ranks obtained by the 
last tables during both training and testing for each of the 
algorithms. Again, the algorithm assigned the lowest sum of 
ranks is the best. As can be seen, the proposed algorithm could 
achieve the best ranking during both the periods under study. 

For further analysis, the best and median values obtained 
by the proposed algorithm are examined during both training 
and testing periods, such that the comparison is performed 
based on the average performance of each objective 
independently. In this case, the best obtainable RoI values for 
each indicator (i.e., DWMA, S-RoC, S-RSI) are averaged 
during both training and testing, and so on for the rest of the 
objectives. This process is repeated for the median value for 
each objective during both training and testing. The best and 
median values are compared to the original TIs in order to 
check the overall performance of the generated trading 
strategies in different ways, especially during the testing 
period, which is the main challenge. 

Fig. 3 shows the best and median RoI values obtained by 
the proposed algorithm MOPSO/D-DW over 10 runs during 
both training and testing compared to the original TI’s. As 
seen, during training, the best and median RoI values 
extremely exceed the indicators’ original parameters RoI. 
During testing, it can be noted that both the median and the 
original indicators’ parameters provide returns (RoI) that are 
close to each other, however, the median RoI of the proposed 
algorithm is still higher than the original parameters. 

Fig. 4 shows the best and median SR obtained by the 
proposed algorithm versus the original indicators during both 
training and testing. Again, SR is a measure of the risk with 
higher values indicate lower risk. It can be seen that, the 
proposed algorithm provides better SR in all cases. 

To figure out the effect of the selected parameters on the 
final trading signals in more detail, an example showing the 
difference between the effect of trading using the DWMA 
original parameters, i.e., 20-50 days and one of the generated 
solutions by the proposed algorithm, i.e., 18-38 days during the 
testing period for BTC, is clarified through Fig. 6 and Fig. 7 
consequently. 

Fig. 5 shows the best and median number of trades 
obtained during the two periods. In this case each buy-sell pair 
is considered as a single trade. As previously mentioned, lower 
values are always required as this in turn reduces the trading 
commissions. The proposed algorithm could also maintain the 
best number of trades in all the cases. 

 
Fig. 2. The final summation of the ranks generated by the three trading 

strategies. 

 
Fig. 3. The best and median RoI values obtained by the MOPSO/D-DW 

compared against the original TIs during both training and testing. 

 
Fig. 4. The best and median SR values obtained by the MOPSO/D-DW 

compared against the original TIs during both training and testing. 

 
Fig. 5. The best and median number of trades obtained by the MOPSO/D-

DW compared against the original TIs during both training and testing. 
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Fig. 6. The Crossovers between an 20-50-days DWMA indicator (the red line for the short WMA, whereas the blue line is for the long WMA) for BTC / USD 

trading (The buying and selling prices are highlighted in blue in each case). 

 

Fig. 7. The Crossovers between an 18-38-days DWMA indicator (the red line for the short WMA, whereas the blue line is for the long WMA) for BTC / USD 

trading (The buying and selling prices are highlighted in blue in each case). 

The figures show the set of generated signals, i.e., buy and 
sell, by each parameter combination, showing the buying and 
selling price in each case. As seen, both of the parameter sets 
provide a set of profitable trades during the period under study; 
however, the generated parameter combination in this case is 
more sensitive to market changes, providing more profitable 
trades. 

V. CONCLUSION 

Cryptocurrency, specifically Bitcoin (BTC), is a 
decentralized digital payment system that takes its name from 
the encryption mechanism used for verifying their digital 
transactions. As there is no need for traditional banking 
strategies, it attracted millions of traders all over the world. 
Crypto markets always suffer from instability or volatility 
which either yields to high returns or extremely harmful losses. 
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So, the study and analysis of the market is a major demand for 
investors to get the best returns with the least possible risks. 

In this research, a new algorithm is proposed to optimize 
the trading signals’ allocation strategies found in the literature 
named TIs. The algorithm proposes a new MOPSO/D that is 
based on a new dual weight assignment methodology 
MOPSO/D-DW. The algorithm is used to optimize three of the 
most famous and widely used TIs named DWMA, ES-RoC, 
and S-RSI. 

The algorithm is compared to the MOEA/D and the TIs 
with their original parameters based on three objectives. The 
RoI is used for the evaluation of the investment returns, the SR 
is used for risk evaluation and the third objective is a 
calculation of the total number of trades. Results showed that 
the proposed algorithm showed promising results in terms of 
all the evaluation metrics during the training and testing 
intervals. 

The problem with this optimization process is that the 
parameters that provide the best returns during the training 
period are not always the best during testing, but they still 
maintain good performance with high returns or at least no 
general losses. This is due to the extreme volatility found 
during both training and testing, such that the market shows a 
sideway performance during the testing period, with an 
extreme jump at the end of the period. For future research, a 
more complex normalization process could be tested instead of 
the linear normalization used in this research. The optimization 
process can be extended to more indicators and a large number 
of cryptocurrencies. The proposed dual weight-generation 
strategy could also be tested under different conditions. 
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Abstract—Research on video surveillance systems, for 

instance, in intelligent transportation systems, has advanced due 

to the growing requirement for monitoring, control, and 

intelligent management. One of the next issues is extracting 

patterns and automatically classifying them, given the volume of 

data produced by these systems. In this study, a theme approach 

was utilized to translate visual patterns into visual words in order 

to reveal and extract traffic patterns at crossings. The supplied 

video is first cut up into segments. The optical flux technique is 

then used to determine the clips' optical flux characteristics, 

which are based on a lot of local motion vector data, and 

translate them into visual words. The thin-group thematic coding 

method is then used to teach traffic patterns to the proposed 

system using a non-probable thematic model. By responding to a 

behavioral query like "Where is a vehicle going?" these patterns 

convey observable motion that can be utilized to characterize a 

scene. The results of applying the suggested method to the 

QM_UL video database demonstrated that the suggested method 

can accurately identify and depict significant traffic patterns 

such as left turns, right turns, and intersection crossings. 

Keywords—Group thin topic coding; QM_UL video; optical 

flux; traffic patterns 

I. INTRODUCTION 

The deployment of surveillance cameras is one of the most 
common strategies for boosting security and managing public 
spaces better. The majority of public spaces and intelligent 
transportation networks virtually always have these cameras in 
situ [1]. These cameras are crucial in video surveillance 
because they may give decision-makers access to all the details 
and activities occurring in the monitored area [2]. For instance, 
in smart transportation systems, these binoculars can be used to 
monitor and control the volume and kind of traffic, vehicle 
offenses, and traffic patterns at crossings. On the one hand, the 
use of these video surveillance cameras has become quite 
widespread [3]. On the other hand, as their use has increased, a 
vast amount of multimedia data has been produced, making it 
virtually impossible for people to monitor these cameras, 
necessitating the need for a system. Intelligent monitoring, 
automatic pattern detection, and pattern extraction are all 
clearly audible [4]. There are two sorts of studies that are 
accessible for the examination of traffic scenes: a) studies 
based on the route. A training dataset for machine learning is 
created using paths that have been observed over a lengthy 
period of time [5] and [6]. In fact, such a study is still 
unreliable in challenging circumstances because of the lack of 
steady and dependable multipurpose tracking algorithms [7]. 
Rapid response to unexpected shifts in traffic [8] also 
commonly causes analysis problems. b) Analysis that does not 

involve tracking and is based solely on the low-level motion 
vector Optical flux [9] is the most commonly used technique 
and contains a lot of data about local movement. Using this 
simple motion feature, more complex models, like thematic 
ones, might be built for evaluating complex traffic scenarios 
[10]. Some examples of probabilistic topic models are the 
Probabilistic Latent Structure Analysis [11], the Probabilistic 
Conceptual Latent Analysis [12], the Dirichlet Latent 
Allocation LDA [13], and the Hierarchical Dirichlet Process 
HDP [14]. were originally developed to unearth concealed 
headers in a massive corpus of text documents before they 
were adopted by academics for video analysis. In [15], a fully 
sparse topic model (TM) (FSTM) is proposed as a simple 
variant of LDA and PLSA. According to research [16], thin 
topic coding (STC) using a non-probabilistic topic model 
(NPTM) can be used to learn hierarchical hidden 
representations of enormous data sets. Group Thin Topic 
Coding (GS-TC), a brand-new non-probabilistic topic model, is 
suggested in [17] for learning thin hidden representations of 
big text document sets. An effort has been made in [18] to 
highlight odd and uncommon actions, such as the fire engine 
stopping the regular flow of traffic. Thin group thematic 
coding has been enhanced for this purpose, and the thin light 
flux method has also been applied to extract movement 
patterns. When compared to previous similar works, the key 
distinction between our work and others is the utilization of 
dense light flux in this article to extract movement pattern 
features and the thematic coding of the primary thin group. 
Even though using dense light flux requires a larger 
computation area than using thin light flux, more movement 
patterns are still recovered. The approaches used to convert the 
prevalent visual traffic movement patterns into descriptive 
phrases allowed us to zero down on eight key traffic patterns 
within the dataset. These eight traffic patterns are: a) Crossing 
the intersection from the eastern side to the western side; 
b) Crossing the intersection from the southern side to the 
northern side; c) Turning right from the eastern side to the 
northern side; d) Turning left from the western side to the 
northern side; d) Turning left from the west to the northern 
side; e) Crossing the intersection from west to east; f) Turning 
right from south to east; g) Crossing the intersection from north 
to south; and h) Finding traffic patterns directly results in a 
useful scene model and streamlines scene analysis. Despite the 
fact that there have been numerous studies in this area, 
machine vision systems still struggle with this problem. The 
automatic detection of traffic patterns in this paper is 
accomplished using the group thin thematic coding framework 
(GS-TC). First, a series of separate, non-overlapping clips are 
created from the surveillance camera video. Then, the discrete 
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visual stream words are translated into discrete light flux 
characteristics for each pair of subsequent frames in the clips. 
The words in the visual stream are then translated into words 
contained in each video clip, which is then treated as a 
document. To put it another way, visual elements become 
visual words. In order to find hidden patterns that reveal the 
distribution of common motion in the scene, the GS-TC 
approach is then used. The results demonstrate that useful 
traffic patterns, such as left turn, right turn, and crossing the 
intersection, can be retrieved from intersections using the 
proposed method when applied to real footage. The reasons for 
choosing the "proposed method" that we consider suitable for 
dealing with such problems are the following: 

1) Growth in video surveillance data: This study confirms 

the increasing use of surveillance cameras in various 

applications, leading to significant growth in video data. This 

increasing amount of data makes manual monitoring 

impractical and necessitates the development of automatic 

pattern recognition methods. The proposed method offers a 

solution to this problem by automatically identifying and 

classifying traffic patterns. 

2) Communication with intelligent transportation systems: 

surveillance cameras are important in intelligent transportation 

systems. These systems need to monitor and control traffic 

patterns at intersections, which makes the proposed method 

particularly relevant to this field. 

3) Using optical flux features: This method uses optical 

flux features extracted from video frames. Optical flux data 

contains information about local movement, which is very 

important for analyzing traffic scenarios. This research 

discusses the use of optical flux and its potential to build more 

complex models, such as thematic models, to assess traffic 

patterns. 

4) Thematic coding approach: In this work, a thematic 

coding approach is chosen, which is usually used in natural 

language and text processing. Applying this approach to video 

data, they aim to transform visual traffic movement patterns 

into descriptive expressions that enable the identification and 

classification of traffic patterns. 

5) Identifying common traffic behaviors: This article also 

emphasizes the importance of recognizing common traffic 

behaviors such as turning left, turning right, and moving 

straight through intersections. These behaviors are considered 

significant traffic patterns and the proposed method is 

designed to identify them. The authors' overall contributions 

to this paper can be summarized as follows: 

 Providing a non-surveillance way for video surveillance 
to identify traffic trends. 

 Using the thematic paradigm, drivers at crossings are 
instructed on traffic patterns. 

The overview of related studies follows in Section II. 
Section III provides background information on the theory 
behind flow detection and traffic patterns. The traffic dataset, 
the execution strategy, and the useful outcomes are all covered 

in Section IV. Section V concludes with recommendations for 
additional research. 

II. BACKGROUND 

In Europe, road traffic noise is a big problem, exposing 
almost 20% of the population to dangerously high noise levels. 
In order to facilitate decision-making techniques aimed at 
controlling or reducing noise exposure, effective monitoring 
and measurement of sound levels in sensitive regions is 
essential [31]. However, expensive equipment and 
maintenance duties are needed for spatiotemporal 
measurements with continuous range and lengthy duration. 
Thus, the goal of the research [32] is to create an intelligent 
mobility approach that is affordable and can be used to 
estimate traffic noise levels using roadside video images. The 
created method consists of an algorithm that uses dynamic 
microscopic models to evaluate noise and extract traffic 
volume, identify vehicle classes, and estimate each vehicle's 
speed from video records. These later models are based on the 
already available noise emission models (NEMs) for estimating 
source sound power levels and a sound emission model that 
can estimate the corresponding A-weighted sound pressure 
levels given any road vehicle speed as input slow. The created 
method is distinguished by its modular structure, which makes 
it simple to add new variables to the sound propagation model 
and/or replace the NEM. The process is put to the test under 
various service levels on a medium-sized city's rural roads. The 
findings reveal that the noise estimation errors are less than 1 
dBA, indicating great accuracy. The issue of traffic congestion 
in large cities is getting worse due to the swift growth in both 
the population living in metropolitan areas and the quantity of 
motor vehicles. The paper aims to perform cluster analysis for 
daily traffic congestion index curves in order to discover 
patterns of traffic congestion and examine their spatial-
temporal changes. Initially, the coefficient of variation is used 
to apply weights in order to improve the K-means clustering 
method because the significance of sample points varies 
slightly over different time segments. A better K-means 
clustering algorithm is suggested to find patterns of traffic 
congestion. Second, changes in traffic congestion patterns over 
time and space are analyzed using the paired t-test method. 

A. Exposing Traffic Patterns 

Fig. 1 displays an example of traffic monitoring scenarios 
at an intersection using a surveillance camera positioned above 
the intersection. Traffic movement patterns are regular and 
circular traffic situations, such as "straight passage" and "right 
turn". The technologies and algorithms for detection, 
identification, tracking, and categorization of items suffer 
substantially as a result of the complexity of many of these 
settings. In these situations, topic models can be utilized to 
locate and highlight patterns in order to map words, 
documents, and subjects to certain pattern recognition ideas. 

B. Coding of Thin Group Topic 

Consider a collection of documents               that 
includes N terms from the vocabulary collection V. A 
document is only a vector | I| after which               ,  
appears, where I is a set of m word indices. The nth entry (n 
∈I) in    indicates the number of occurrences of the desired 
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word in a particular document. We consider the parameter 

𝛽 ∈       as a unitary 2 distribution in V is used to describe a 
dictionary with K bases, each of which is taken to be the 
foundation of the subject [19]. 

 

Fig. 1. An intersection traffic scene includes typical traffic movements 

including left turns, right turns, and crossing the intersection. 

For the dth document (  ), the GS-TC method maps it to a 
semantic space assigned by a set of auto-learned β addresses 
and directly encodes the non-normal word      ∈
    determines for each specific word in the document   . 

Then the mixture ratio of the whole document w can be 
derived from the code word                  and the headings 

β. The optimization issue is resolved by the GS-TC approach in 
accordance with (1). The first part (1) is the non-normal 
difference KL between the observed words       and their 
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The second step involves using the LASSO approach to 
apply a variety of norms for the reconstruction coefficients 
matrix, which results in proportionate thin coding at the 

document level. The symbols used in (1) are defined in Table I. 
It should be noted that the word codes can be used to determine 
the mixture ratio of the document surface. The variable    is 
used in (2) [20] to indicate the contribution vector of the kth 
title in the document w. 

TABLE I.  THE DEFINITION OF THE SYMPTOMS AND VARIABLES UTILIZED 

IN (1) AND OPTIMIZATION OF THE GS-TC TECHNIQUE 

Description Signs 

Index_of words          

Percentage_of titles in the dth _document    

Document_index          

Titles_Dictionary β 

mth-word representation in dth-document      

How many times the word n appears_in the given 

document 
     

Index of _titles          

Set of index words _that appear in document dth    

C. Related Works 

Most methods for analyzing traffic can be classified into 
two broad categories. In the first category, the target object, 
such as a car or a person, is first recognized, followed by 
tracking, and the paths gleaned are then used for additional 
analysis. Undoubtedly, the grouping of traces is a 
straightforward technique that makes it possible to identify 
anomalies [21]. Regardless, the accuracy and dependability of 
these approaches heavily rely on the detection and tracking 
techniques, which are susceptible to errors brought on by 
obstruction, noise, shifting lighting conditions, and changing 
weather. Additionally, the grouping of routes necessitates a 
comparison of all samples' similarity, which can be 
computationally taxing [22]. In the second type, information 
about motion and appearance is gleaned from video frames 
without the aid of detection and tracking methods. The strategy 
utilized in these articles [7] and [23] is to directly develop a 
model of movements and activities using these extracted 
attributes. A sizable number of research projects have recently 
concentrated on the use of topic models (TM). For instance, 
utilizing probabilistic conceptual latent analysis (PLSA), 
anomaly detection and motion-based scene segmentation have 
been carried out in [24]. Using the two-level Dirichlet process 
(dp), normal and aberrant activity were distinguished in [25]. 
In [26], a two-level LDA topic model was applied to extracting 
rules and recognizing anomalies after it was utilized to identify 
anomalies and learn behavior for the efficient display of clips 
with a dispersed set of motion patterns. The author in [19] 
presents an unsupervised method for anomaly detection that 
uses the thin thematic group coding (GS-TC) framework to 
learn movement patterns. In [27], it is planned to use license 
plate number data obtained from video surveillance cameras to 
determine urban road vehicle density, city-wide regional 
vehicle density, and hot routes. To improve the precision of the 
visualization's impact, this article used a method for detecting 
outliers based on Dixon's detection approach and Internet 
crawling technologies during data analysis and processing. 
This study developed an urban road vehicle traffic index for 
the visualization map design in order to visually and 
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numerically depict the region's traffic operating state. An 
experiment was carried out in Guiyang using the information 
from the road video surveillance camera system to confirm the 
method's viability. From three visualization maps, a number of 
geographical and temporal characteristics of urban traffic are 
clearly and effectively identified. The outcomes demonstrate 
the suggested framework's satisfactory performance in terms of 
visual analysis, which helps with traffic management and 
operations. The author in [28] introduces DeWiCam, a 
smartphone-based detection system that is small and powerful. 
Utilizing the natural traffic patterns of wireless camera streams 
is the core concept behind DeWiCam. DeWiCam is more 
difficult to utilize than conventional traffic pattern analysis 
because it cannot access data that has been packed in data 
packets. DeWiCam, on the other hand, circumvents this issue 
and can accurately find neighboring Wi-Fi cameras. A human-
assisted recognition approach is suggested to further determine 
whether a camera is interested in a certain room. Image 
resolution and audio channel inference are two additional 
DeWiCam add-on functions that are available to enhance 
further security. DeWiCam is put to use on the Android 
operating system and assessed using in-depth tests on 20 
cameras. DeWiCam can identify cameras with 99% accuracy 
in 7:2 seconds, according to test data. 

III. PROPOSED METHOD FOR DETECTING TRAFFIC 

PATTERNS 

A. Process of the Proposed Method 

Fig. 2 and 3 depict the general and specific steps of the 
suggested strategy that makes use of the topic model. When 
considering an input video, the video is first momentarily split 
into D non-overlapping clips, with each clip being treated as a 
separate    document. The scene is initially divided into 
      square cells, each of which covers p p pixels, in order 

to construct stream words. After that, using the optical flux 
technique, motion vectors are extracted for each pair of 
subsequent frames. In order to eliminate noise and preserve 
dependable flows, a motion vectors are subjected to a threshold 
value, t. The other motion vectors   = (x, y, u, v)  , whose 
positions (x and y) are fixed in a grid with a distance of p 
pixels, are sampled to create flow words. The examples of 
motion vectors include then split into an O-number of 
directions based on their displacement (u, v). Finally, a group 
of fixed words is generated,                     
       , each of which has two content aspects: "position 
information" and "direction information" of movement. The 
frames include a collection of the video clips' stream words. 
Then, a video clip is shown as a vector with the form   
          , where    denotes how many times the nth word 
appears in the clip. The symptoms are depicted in Table II 
along with the video's counterparts. 

 
Fig. 2. The general process of the proposed method of detecting normal traffic patterns of vehicles. 
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Fig. 3. Partial flowchart of the proposed method, video display with the subject model in detecting normal traffic patterns of vehicles at intersections. Identifying 

normal traffic patterns of vehicles.

TABLE II.  SYMBOLS AND VARIABLES USED IN THE VIDEO, ALONG WITH 

THEIR EQUIVALENTS 

Description Signs 

Index of clips          

Index of movement patterns          

A Word-Flow Index          

Index set of flow words that happened in clip dth    

number of occurrences _ word nth clip dth      

A Movement Pattern Dictionary β 

Clip share dth of templates    

How significant the nth stream word was in the dth 

clip 
     

B. Learning Traffic Patterns using GS-TC 

Eq. (3) provides a summary of the general GS-TC formula. 
The GS-TC formula in [18], which is based on reducing the 
variance of KL, does not apply to this equation because the 2 
soft reduces reconstruction errors to a minimum. The 
optimization problem can be solved more easily by using soft 

[21]. The objective function in (3) is convex, 
which means that while one of the two is constant, it is convex 

around        
  and β. The CDA algorithm [29], which 

alternately optimizes on        
  and β and is depicted in 

Algorithm 1, is a common solution. 

Algorithm 1: Intelligent transportation systems' learning 

algorithms for understanding typical vehicle traffic patterns 

Input: training video clips       
 , hyper parameter λ, and topic count 

Output: dictionary β, word codes s  

𝛽 ∈       a positive-definite random matrix. 

Initialize        
  ∈        to random matrices with positive 

elements  

      Using Eq. (3), figure out the cost 

function.  

repeat      

for        
calculate   with Algorithm 2      

end for  

    Apply Algorithm 3 to Dictionary β    

    A cost function can be calculated using 

formula (3).  

    If              then  

        Break      

Else  

        until the conditions for termination are met, usually 

convergence. 
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where   ∈       and parameter λ is a non-negative 
parameter for thin control. 

C. Extracting Word Codes using Thin Coding Algorithm 

In the following, the word codes         
  will be obtained 

by optimization according to Eq. (4) with the assumption of 
constant β dictionary. 

Due to conditional independence, this step can be carried 
out separately for each document by addressing the 
optimization problem. Since the word codes are organized into 
titles and each title is unique, this optimization makes use of 
the BCD technique by solving the issue for each    . 

The difficulty of locating the roots of a complex quadratic 
equation is the end result of this approach. By expressing the 
optimization problem in accordance with Eq. (5) and (6), it is 
possible to acquire the entire matrix s without having to 
calculate each     individually. 

Algorithm 2: Thin coding algorithm 

                       

      Cost function calculation per formula (5) 

Repeat  
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   Cost function calculation per formula (5)      

                then  

        Break  

    Else  

        

Until the convergence occurs or the end point is reached. 
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that in (6),        
 

|     | 
                   and 

                 is. We consider the value of   much 
smaller than the non-zero values of s and add it to the 
denominator to prevent division by zero. Since the norms of    

for      are convex functions, according to (5) and its 
equivalent, Eq. (6), the problem is the optimization of convex 

functions with respect to the matrix s. Therefore, assuming 
zero slope can be a closed-form solution for calculating the ss 
matrix according to Eq. (7). Algorithm 2 shows the thin coding 
algorithm. 

(7) 
𝛽𝛽     𝛽         
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D. Dictionary Update Using Dictionary Learning Algorithm 

After discovering each of the set's hidden word codes, the 
optimization problem (8) is solved to update the β dictionary. 
By locating the slope's root, Eq. (8)'s convex optimization 
problem can be successfully solved. Instead of calculating each 
𝛽   separately to solve the dictionary learning problem, a 
general solution can be suggested to acquire the full β matrix 
by altering (8) to (9). 
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which is                       . Setting the slope to 

zero yields the value of 𝛽 per Eq. (10). 

Algorithm 3: Dictionary learning algorithm 
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The proposed method is depicted in detail in Algorithm 3 
of the dictionary learning process in Fig. 2. 

E. Discussion 

In this article, a new method for revealing traffic patterns in 
video surveillance using the topic model is presented. This 
method focuses on extracting and classifying traffic patterns 
from video footage, with specific application in intelligent 
transportation systems. The proposed method involves 
segmenting video clips, extracting optical flux features, and 
using a topic coding approach to train the system about traffic 
patterns. The results of applying this method in the video data 
set are promising to identify and depict different traffic 
patterns. The importance of the article begins by emphasizing 
the increasing use of surveillance cameras in various 
applications, including intelligent transportation systems. The 
growth of video data is a challenge for manual monitoring and 
necessitates the development of automatic pattern recognition 
methods. This research deals with a practical problem and the 
identification of traffic patterns is very important for traffic 
management and analysis. It briefly discusses the available 
approaches for analyzing traffic scenes. It mentions the 
challenges associated with tracking-based methods and the 
potential of optical flux data to create more complex models. 
The introduction provides valuable background to the proposed 
method and provides context for its importance. This paper 
also discusses the identification of eight key traffic patterns in 
the dataset and provides a list of these patterns. However, it 
would be useful to include more information on how these 
patterns are determined and how they relate to real-world 
traffic scenarios. In addition, the paper notes that two traffic 
patterns were indistinguishable due to camera positioning, 
which raises questions about the method's limitations and 
potential improvements. In summary, the paper introduces an 
attractive approach to traffic pattern detection in video 
surveillance, but could benefit from a more detailed description 
of the method, a deeper analysis of the results, and a discussion 
of its broader significance and potential limitations. 

IV. IMPLEMENTATION OF THE PROPOSED METHOD AND 

RESULTS 

A. Implementation Environment 

To acquire the optical flux of the clips, the proposed 
method was implemented in the C++ programming 
environment using open_CV functions. The methods were 
implemented using the C++ linear algebra package Armadillo 
[27], and the software was run on a computer with an Intel 
Core i4790 7 processor and 8 GB of memory. 

B. Total Data and their Characteristics 

The video images used in this article are from the QMUL1 
dataset, which is shown in Fig. 4 as an example. 

The activity analysis and behavior comprehension 
applications of this traffic data collection are particularly 

beneficial [28]. The tough video images in this bank have a 
resolution of 288 x 360, a frame rate of 25 frames per second, 
and a total of one hour (90,000 frames). It should be noted that 
the topic model has swiftly adopted this image bank as a go-to 
resource. Fig. 5 displays the eleven typical traffic patterns from 
the QMUL dataset, and Table III lists each one's description. 
They are as follows: Turning left from the south side to the 
west is traffic pattern number one. Crossing the intersection 
from the east to the west is traffic pattern number two. Turning 
right from the north side to the west is traffic pattern number 
four. Turning left from the west to the north is traffic pattern 
number five. Turning right from the east side to the north is 
traffic pattern number six. Turning left from the north side to 
the east is traffic pattern number seven. It should be noted that 
the camera's angle and height off the ground have a significant 
impact on how accurately the optical flux algorithm detects 
motion vectors. Also, Fig. 6 shows examples of traffic patterns 
in this collection. 

 
Fig. 4. QMUL dataset containing one hour (90,000 frames) of high-volume 

traffic video collected at the intersection. 

 
Fig. 5. Common traffic patterns in the QMUL data set (the description and 

numbering of the patterns are given in Table III). 
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TABLE III.  TRAFFIC PATTERNS THAT ARE TYPICAL AND FREQUENT IN THE QUML DATASET 

Recognizability name of the movement pattern Traffic pattern number 

 From the south side, turn left and head west. 1 

 moving from the east side of the intersection to the west side 2 

 From the north side, turn right to reach the west side. 3 

 From the west side, make a left turn to the north side. 4 

 moving from the south side of the crossroads to the north side 5 

 From the east side, make a right turn to the north side. 6 

 From the north side, make a left turn to the east side. 7 

 moving from the west to the east across the intersection 8 

 On the south side, turn right toward the east. 9 

 from the north side to the south side of the intersection 10 

 From the west side, turn right to go to the south side. 11 

 
Fig. 6. Examples of traffic patterns in the QMUL image bank, (a) pattern 3 and 9, (b) pattern 5 and 10, (c) pattern 2 and 6 and (d) pattern 4, 8 and 11. 

 

Fig. 7. How to make stream words. 
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C. Implementation Processes of the Proposed Method 

In implementing the proposed method, the input video was 
first divided into three-second sub-clips. Then the optical flux 
characteristics were extracted for each pair of consecutive 
frames in each clip using the TVL-1 optical flux algorithm 
[29]. After that, as shown in Fig. 7, the output of the optical 
flux algorithm was divided into 10 x 10 cells. According to the 
resolution of each frame, there are 29 x 36 cells, and each of 
the motion vector values in each cell is one of 8 directions: 45º, 
90º, 135º, 180º, 225º, 270º, 315º, and 360º. Then this process is 
repeated for each clip, and finally each clip is displayed with a 
vector length of                . Each member of 
the vector represents the number of occurrences of the current 
word. We experimentally set the λ parameter equal to 0.1 and 
the K value equal to 25. We considered the maximum number 
of repetitions of the program to be 20, and the value of ε for the 
convergence of the algorithms was 0.01. In this experiment, 
200 clips were used for training. 

D. Implementation Results 

After running the proposed algorithm on the QMUL bank, 
traffic patterns were extracted. As can be seen in Fig. 8, three 
common movement behaviors—turning left [Fig. 8(a)], turning 
right [Fig. 8(b)], and crossing the intersection [Fig. 8(c)]—have 
been extracted. Also, in Fig. 8(d) to 8(i), two traffic patterns 
have been extracted simultaneously. As mentioned before, due 
to the importance of the location of the camera in the detection 
of traffic patterns, traffic patterns one and seven are 
undetectable in the QMUL bank and are not observed in the 
detected traffic patterns. Finally, according to the number and 
timing of red lights and traffic routines of cars in this data set, 
the proposed method has been able to correctly extract eight 
meaningful flows and patterns from the nine existing traffic 
patterns (accuracy 88.8%). The use of local movements, which 
is the movement of pixels between two frames, as features of 
"direction of flow detection" and "motion patterns", increases 
the possibility of misdiagnosis. For example, the presence of 
pedestrians or other moving objects increases the possibility of 
detecting meaningless patterns. 

 
Fig. 8. Traffic flows and patterns obtained by the proposed method, (a) going left (b) turning north (c) a right turn from south to east, (d) crossing the intersection 

(e) ) a right turn from west to south (f) going right from the west side to the south side (g) crossing the intersection from the south side to the north side (h) turning 

right from the east side to the north (i) turning to Right from south to east. 

 

Fig. 9. Traffic patterns extracted from QMUL bank that do not have a specific meaning. 
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Naturally, scientists have employed these patterns to 
identify anomalies and peculiar movements [1]. There are other 
traffic patterns in the bank, as seen in Fig. 9 taken from 
QMUL, that have no clear significance. Therefore, it will be 
challenging to analyze the scenario, uncover the rules, and 
apply them using the patterns gleaned from the thematic 
model. Some traffic flows and patterns recovered have no 
particular significance because of the topic model's nature, 
which was primarily created and utilized for processing natural 
language and text and does not account for difficulties such as 
abrupt changes in illumination, image size, or camera viewing 
angle. 

This paper has several significant contributions in the field 
of traffic pattern detection in video surveillance, which can be 
summarized as follows: 

1) Unsupervised Traffic Pattern Recognition: The main 

contribution of this work is the development of an 

unsupervised method to identify and classify traffic patterns in 

video surveillance data. Traditional approaches often rely on 

predefined training datasets or tracking techniques, which may 

be limited by the need for extensive manual labeling or 

tracking accuracy issues. The proposed method takes a 

different approach by using a topic coding model to 

automatically extract traffic patterns without the need for a 

previous training dataset. This non-supervised nature of the 

method makes it adaptable to a wide range of traffic scenarios, 

including scenarios with diverse and evolving patterns. 

2) Topic coding with optical flux features: This paper 

introduces the use of topic coding, a technique commonly 

used in natural language processing, in the context of video 

analysis. This method transforms visual traffic movement 

patterns into descriptive expressions that enable the 

identification and categorization of significant traffic patterns. 

To achieve this goal, the authors use optical flux features 

extracted from video frames that contain detailed information 

about local motion. This combination of thematic coding and 

optical flux features provides a new and promising approach 

for traffic pattern recognition. The contributions of this work 

extend to the development of an automated system to 

recognize common traffic behaviors at intersections, such as 

left turns, right turns, and crossing intersections. These 

contributions have significant relevance for applications in 

intelligent transportation systems, traffic management, and 

public safety, where accurate and automatic traffic pattern 

detection is essential for efficient monitoring and decision-

making. 

V. CONCLUSION 

In urban traffic, crossroads play a significant role, and 
surveillance cameras are frequently utilized to regulate and 
control public spaces. The traditional method of video 
surveillance does not function well due to the vast volume of 
video data and the unreliability of humans; therefore, a system 
that automatically collects traffic flows and patterns is 
necessary. A non-supervisory strategy to identify traffic 
patterns in video surveillance was put forth in this paper. First, 

the optical flux algorithm is used to determine the traffic flow 
in each frame. The Car was taught using the theme model of 
these traffic patterns because behaviors like turning left, 
turning right, and traveling straight through an intersection are 
considered to be common significant traffic patterns in the 
images observed by the camera. According to the position of 
the camera in the QMUL bank, the implementation results 
revealed that the suggested method was able to accurately 
calculate eight significant motion patterns out of a total of nine 
conceivable patterns. Turning left, turning right, and passing 
straight are frequent and permitted in areas where traffic is 
controlled, such as junctions, according to traffic regulations 
and driving laws. Now, if there are movements that deviate 
from these authorized and typical patterns, they can first be 
identified as unexpected events before suitable choices, like 
recording a violation, can be taken into account. In other 
words, future studies may focus on the identification of 
violations in terms of atypical movement. A future study might 
examine how well the suggested algorithm holds up to 
environmental elements in the image, such as changes in light 
intensity, camera position, and difficulties similar to those seen 
in image processing. Some limitations and potential challenges 
in this study are as follows: 

Reliability of tracking-based methods, one class of which 
involves first tracking objects (e.g. cars or people) and then 
using the tracked trajectories for further analysis: This indicates 
that these methods may suffer from challenges related to the 
accuracy and reliability of object detection and tracking. 

Inadequate anomaly detection, where some existing 
methods may not effectively detect anomalies or unusual 
traffic behavior: This shows that the proposed approach can 
potentially detect unexpected events or violations by 
identifying patterns that deviate from the permitted and normal 
traffic behaviors. This indicates that existing methods may 
have limitations in detecting and classifying anomalies in 
traffic patterns. 

Environmental variability, where the location and angle of 
surveillance cameras can significantly affect the accuracy of 
optical flux-based motion vector detection: This suggests that 
existing methods may be limited by environmental factors, 
such as changes in lighting conditions, changes in camera 
positions, and other challenges commonly encountered in 
video surveillance. 
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Abstract—Autonomous robotic navigation has become 

hotspot research, particularly in complex environments, where 

inefficient exploration can lead to inefficient navigation. Previous 

approaches often had a wide range of assumptions and prior 

knowledge. Adaptations of machine learning (ML) approaches, 

especially deep learning, play a vital role in the applications of 

navigation, detection, and prediction about robotic analysis. 

Further development is needed due to the fast growth of urban 

megacities. The main problem of training convergence time in 

deep reinforcement learning (DRL) for mobile robot navigation 

refers to the amount of time it takes for the agent to learn an 

optimal policy through trial and error and is caused by the need 

to collect a large amount of data and computational demands of 

training deep neural networks. Meanwhile, the assumption of 

reward in DRL for navigation is problematic as it can be difficult 

or impossible to define a clear reward function in real-world 

scenarios, making it challenging to train the agent to navigate 

effectively. This paper proposes a neuro-symbolic approach that 

combine the strengths of deep reinforcement learning and fuzzy 

logic to address the challenges of deep reinforcement learning for 

mobile robot navigation in terms of training time and the 

assumption of reward by incorporating symbolic representations 

to guide the learning process, and inferring the underlying 

objectives of the task which is expected to reduce the training 

convergence time. 

Keywords—Autonomous navigation; deep reinforcement 

learning; mobile robots; neuro-symbolic; Fuzzy Logic 

I. INTRODUCTION 

Advancements in robot navigation have spurred the 
development of algorithms that leverage basic rules and 
environmental mapping to optimize path planning. Rule-based 
methods, such as Fuzzy logic and Neuro-fuzzy techniques, 
have been extensively explored to enhance navigation 
decisions and tracking performance under uncertain conditions 
[1], [2]. While these methods offer valuable insights, they 
often require extensive justification and may not fully meet 
the demands for efficient and accurate path planning. 

To address this challenge, researchers have turned to bio-
inspired approaches, such as genetic algorithms and swarm 
optimization, which draw inspiration from biological behavior 
and incorporate prior knowledge to simulate human cognitive 
processes [3], [4]. One particularly promising area in 
navigation research is reinforcement learning (RL), which 
enables autonomous agents to learn and make sequential 
decisions in complex environments. Machine learning models, 

including supervised, unsupervised, and reinforcement 
learning, have played a pivotal role in robotics research, 
enabling learning, adaptation, and effective detection and 
classification. Deep reinforcement learning (DRL), a fusion of 
RL and deep neural networks, has emerged as a powerful 
approach for decision-making tasks involving high-
dimensional inputs [5], [6].This article aims to delve into the 
application of RL techniques, specifically Q-learning and deep 
Q-networks, for mobile robot path planning. By seamlessly 
integrating these techniques with widely used frameworks 
such as ROS, Gazebo, and OpenAI, a robust and autonomous 
navigation system can be developed, leading to improved 
performance, optimized routes, and efficient obstacle 
avoidance in complex environments. The evaluation of this 
system will undoubtedly contribute to the advancement of 
autonomous robotics. The trial-and-error learning process 
inherent in RL offers immense potential for building human-
level agents and has been extensively explored in various 
domains [7] [8]. Deep learning (DL), characterized by its 
ability to extract meaningful patterns and classifications from 
raw sensory data through deep neural networks, has 
revolutionized the field of machine learning. When combined 
with RL, in the form of DRL, this integration has shown 
remarkable success in tackling challenges associated with 
sequential decision-making [9], [10]. Notably, DRL excels in 
scenarios involving a vast number of states, making it an ideal 
candidate for addressing navigation complexities. 
Nevertheless, achieving optimal navigation remains an 
ongoing challenge, necessitating further optimization and 
effective handling of high-dimensional data. Reinforcement 
learning methods offer valuable approaches for learning and 
planning navigation, empowering agents to interact with their 
environment and make autonomous decisions. Various studies 
have proposed agent-based DRL approaches for navigation, 
successfully simulating diverse scenarios without the need for 
intricate rule-based systems or laborious parameter tuning. 
However, there is still room for improvement in terms of 
achieving the shortest and fastest routes. To enhance 
navigation performance and optimize evacuation paths, 
researchers have explored techniques such as look-ahead 
crowded estimation and Q-learning, which have demonstrated 
superior results compared to other RL algorithms [6]. 
Additionally, CNN-based robot-assisted evacuation systems 
have been developed to maximize pedestrian outflow by 
extracting specific features from high-dimensional images. 
Furthermore, iterative, and incremental learning strategies, 
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like vector quantization with Q learning (VQQL), have been 
proposed to expedite the learning process and optimize 
navigation by gradually improving interactions among agents 
[11], [12]. These advancements in DRL continue to show 
great promise in addressing the speed of agent learning and 
optimizing navigation processes. In the realm of task planning, 
the ability to find a series of steps that transform initial 
conditions into desired states is crucial. Task planning 
becomes especially important when atomic actions alone 
cannot accomplish a task. Neuro-symbolic task planning has 
emerged as an effective approach, allowing for the 
incorporation of restrictions, guidelines, and requirements in 
each activity. However, traditional task planners often rely on 
detailed hand-coded explanations, limiting their scalability. To 
overcome this limitation, a combination of deep learning and 
symbolic planning, known as a neuro-symbolic approach, has 
shown potential by leveraging visual information instead of 
hand-coded explanations [3], [13], [14]. However, collecting 
image data for neuro-symbolic models in robotic applications 
is a labor-intensive process that involves steps such as creating 
problem instances, defining initial and goal states, operating 
robots, and capturing scene images. The challenges associated 
with data collection have hindered the widespread adoption of 
neuro-symbolic models in robot task planning. Neuro-
symbolic models excel in reasoning, providing explanations 
and manipulating complex data structures. Conversely, 
numerical models, such as neuronal models, are preferred for 
pattern recognition due to their generalization and learning 
abilities. A unified strategy proposes that the characteristic 
properties of symbolic artificial intelligence can emerge from 
distributed local computations performed by neuronal models, 
spanning cognitive functions from the neuron level to the 
structural level of the nervous system. By integrating neuro-
symbolic and numerical models, a comprehensive framework 
can be established to leverage the strengths of both approaches 
in robotics. This integrated approach holds the potential to 
enable efficient task planning, grounding symbols in 
perceptual information, and enhancing pattern recognition 
capabilities. Ultimately, this integration could advance 
cognitive functions and pave the way for the creation of more 
sophisticated robotic systems. 

This paper is organized as follows. Section II presents the 
proposed method which integrates the reinforcement learning 
(RL) and fuzzy logic for mobile robot path planning, aiming 
to create a robust autonomous navigation system that 
optimizes routes and efficiently avoids obstacles in complex 
environments. Section III illustrates the simulation set-up, 
while Section IV provides an evaluation of the training 
process of the policy optimization. Finally, Section V presents 
the evaluation and verification of the developed policy based 
on the proposed method, followed by the conclusion. 

II. METHODS 

The methodology for this project involves the utilization of 
simulation tools, namely Gazebo, ROS (Robot Operating 
System), and OpenAI Gym. Gazebo provides a realistic 
environment for simulating the mobile robot path planning 
system, while ROS serves as a comprehensive framework for 
controlling the robot and interfacing with its sensors and 
actuators. OpenAI Gym is used to train and evaluate the 

reinforcement learning algorithms. The main focus of this 
project is to apply reinforcement learning techniques to mobile 
robot path planning. Unlike traditional approaches that rely on 
SLAM or mapping techniques, the project aims to enable the 
robot to learn the optimal path through a reward and 
punishment system. By using reinforcement learning 
algorithms such as Q-learning, SARSA, and DQN, the robot 
can learn to navigate its environment efficiently and safely. To 
facilitate communication between the simulation and the 
robot, ROS integration is implemented. This integration 
allows the robot to receive sensor data, send control 
commands, and interact with the simulation environment 
seamlessly. By leveraging the capabilities of ROS, the 
reinforcement learning algorithms can effectively interface 
with the robot's actions and observations [15]–[17].The 
reinforcement learning algorithms receive feedback through a 
reward and punishment system based on the robot's 
performance in reaching the goal while avoiding collisions 
and obstacles. The training aims to optimize the robot's 
decision-making and path planning abilities. Performance 
analysis is conducted to assess the effectiveness of the trained 
reinforcement learning models. Metrics such as the time taken 
to reach the goal, collision occurrences with static and 
dynamic obstacles, and the number of pathing alterations are 
measured and analyzed. These metrics provide insights into 
the path planning efficiency, collision avoidance capabilities, 
and adaptability of the reinforcement learning approach. In 
conclusion, the methodology of this project involves using 
simulation tools (Gazebo, ROS, and OpenAI Gym) to evaluate 
the application of reinforcement learning algorithms (Q-
learning, SARSA, and DQN) in mobile robot path planning. 
The integration of ROS ensures seamless communication 
between the simulation environment and the robot, while the 
OpenAI Gym environment provides a standardized framework 
for training and evaluating the algorithms. The methodology 
enables rigorous testing and analysis of the robot's 
performance in terms of path planning, collision avoidance, 
and adaptability to dynamic environments. This following 
subsection discusses the mathematical model of Q-learning 
with fuzzy logic approach theory towards navigation 
problems, and experimentation setup that is used in this work. 

In the context of agents utilizing visual SLAM, traditional 
algorithms are still employed for final path planning on the 
map. However, RL offers numerous applications, and in 
mobile robot navigation, it can replace the path planning part. 
The RL model, after training, can effectively make decisions, 
enabling the agent to select its path from one location to 
another based on interactions with the environment [18], [19]. 
The environment is abstracted into a grid map representation, 
with each position on the map corresponding to an agent's 
state. Transitioning from one state to another reflects the 
actual movement of the entity, while the agent's behavioral 
decision-making is represented by its state choice at each step 
in the RL model. The reward value plays a pivotal role in 
guiding path selection. Early Q-learning recorded reward 
values between position states in a table, guiding the next state 
selection. As depth-enhanced learning emerges, the DL model 
is integrated, replacing the table with a neural network, which 
provides corresponding decision results by inputting the state 
[20], [21]. The weighting parameters in the neural network 
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influence the choice of the next state. On the other hand, when 
incorporating fuzzy logic into the RL model, the decision-
making process becomes more nuanced and interpretable. 
Fuzzy logic allows for handling uncertainties and imprecise 
information, enabling the agent to reason with vague input and 
output values. By combining RL and fuzzy logic, the agent 
can make more human-like decisions, considering both the 
environment's precise measurements and the agent's subjective 
understanding of the surroundings. This fusion can enhance 
path planning in complex and dynamic environments by 
considering various factors and optimizing the decision-
making process. 

A. Q-Learning Algorithm 

RL defines any decision maker as an agent and everything 
outside the agent as the environment. The agent aims to 
maximize the accumulated reward and obtains a reward value 
as a feedback signal for training through interaction with the 
environment. Beyond the agent (who perform actions) and the 
environment (which made of states), there are three major 
elements of a reinforcement learning system: 

 Policy 𝝅: It is to formalize an agent's decision and 
determine the agent’s behaviour at a given time. A 
policy 𝜋 is a function that maps between the perceived 
state and the action is taken from that state. 

 Reward 𝒓: The agent receives feedback known as 
rewards, 𝑟𝑡+1 for each action at time step t, indicating the 
inherent desirability of that state. The main goal of the 
agent is to maximize the cumulative reward over time. 
The total sum of the rewards (return) is: 

𝑅𝑡 = 𝑟𝑡+1 + 𝑟𝑡+2 + 𝑟𝑡+3+... 𝑟𝑇, 𝑇: final time step 

The agent-environment interaction breaks into episodes 
where each episode ends in a state called the terminal state, 
followed by a reset to a standard starting state. In some cases, 

the episodes continue where final time step would be 𝑇 = ∞, 

and the return become infinite. So, a discount factor 𝛾 is 
introduced. The discounted return is defined as: 

Rt = rt+1 + 𝛾 rt+2 +𝛾
 

 rt+3 + … =∑ 𝛾 𝑟     
 
    

0 < 𝛾< 1 

Rewards can be sparse (after a long sequence of actions), 
every time step, or at the end of the episodes. 

 Value function: Most of the RL algorithms are based on 
estimating value functions (states or state action). Value 
function is used to estimate how good a certain state is 
for the agent to be in (state value function), or how 
good a certain action is to perform in a specific state 
(state-action value function). The state value functions 
under the policy 𝜋, denoted 𝑉𝜋(𝑠), is the expected 
return, 

𝑉 (𝑠)     *𝑅  𝑠  𝑠+      {∑𝛾 

 

   

𝑟      𝑠  𝑠}  

The state-action value function under policy 𝜋, denoted 𝑄π 
(𝑠, 𝑎), as the expected accumulated return from state s and 

action a. 𝑄π is also known as action value function or Q-
Learning algorithm. 

𝑄 (𝑠 𝑎)    * 𝑅   𝑠  𝑠 𝑎  𝑎+    *∑𝛾 

 

   

𝑟      𝑠 

 𝑠 𝑎  𝑎+ 

𝑄 (𝑠 𝑎)    ,𝑟    𝛾𝑟    𝛾 𝑟      𝑠 𝑎 - 

Reinforcement learning is about finding an optimal policy 
that achieves a lot of reward over the long-term. A policy 𝜋 is 

defined to be better than or equal to a policy 𝜋′ if its 

expected return is greater than or equal to that of 𝜋′ for all 

states. 

𝜋   𝜋     𝑎              (𝑠)    𝑉  
(𝑠)   𝑟 𝑎   𝑠𝑡𝑎𝑡 𝑠 

Optimal Value Functions must satisfy the below 
conditions: 

𝑉 (𝑠) = 𝑚𝑎𝑥 𝑉. (𝑠), for all states 

𝑄* (𝑠, 𝑎) = 𝑚𝑎𝑥𝑄. (𝑠, 𝑎), for all states and actions 

We get the optimal policy by solving 𝑄  (𝑠, 𝑎) to find the 
action that gives the most optimal state-action value function, 

𝜋 (𝑠)  𝑎𝑟    
 

𝑄 (𝑠 𝑎) 

Q-Learning algorithm is an off-policy value-based RL 
algorithm and very effective under unknown environment [6], 
[21], [22]. The value of a state-action can be decomposed into 
immediate reward plus the value of successor state-
action𝑄π(𝑠  𝑎 ) with a discount factor (𝛾). 

𝑄 (𝑠 𝑎)        ,𝑟   𝛾𝑄 (𝑠  𝑎 )  𝑠 𝑎- 

And according to the Bellman optimality, the optimal 
value function can be expressed as: 

𝑄 (𝑠 𝑎)        ,𝑟   𝛾    
 

𝑄 (𝑠  𝑎 )  𝑠 𝑎-  

Update the value function iteratively to obtain optimal 
value function, 

𝑄(𝑠, 𝑎) ← 𝑄(𝑠, 𝑎) + 𝛼. [𝑟 + 𝛾 max 𝑎  𝑄(𝑠  𝑎 )  - 𝑄 (𝑠, 𝑎)],  

𝛼: learning rate 

𝑄 (𝑠, 𝑎) converges to 𝑄* (𝑠, 𝑎) as 𝑡 → ∞. 

Algorithm 1 illustrates the overall framework of the 
proposed Q-learning to generate the shortest route for 
navigation mapping. 

Algorithm 1. Overall framework of the Q-Learning 

Initialize Q (s, a) arbitrarily 

repeat for each episode. 

Initialize s. 

  for each step of the episode do 

      Choose a from s using € greedy policy. 

      Do action a and observer r and s’  

       𝑄(𝑠, 𝑎) ← 𝑄(𝑠, 𝑎) + 𝛼. [𝑟 + 𝛾 max 𝑎′ 𝑄 (𝑠  𝑎 ) - 𝑄 (𝑠, 𝑎)] 

      s ← s’  

  until s is terminal 
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B. Fuzzified Reward Function 

The fuzzy logic-based approach has been adopted to 
enhance the decision-making [23], [24] process of the 
autonomous agent navigating through a maze. This work 
incorporated symbolic representation by adopting fuzzy logic 
into the reward function to guide the learning process and 
address the challenge of the computational demands of 
training. The proposed fuzzy reward function has three input 
variables and one output. The input variables are distance to 
obstacle (near, medium, far), distance to target (near, medium, 
far), and visual range (off target, medium, on target). The 
output variable is the reward points (see Fig. 4). 

By employing three membership levels for each input 
variable (See Fig. 1, 2 and 3), a comprehensive set of 27 fuzzy 
rules has been devised (see Table I), effectively covering all 
possible combinations of the environment states. These rules 
dictate the agent's rewards, which are categorized as 
punishment (least), medium, and reward (most). By leveraging 
the flexibility and adaptability of fuzzy logic, the agent is 
guided through its learning process with a more nuanced and 
context-aware reward system, allowing it to make more 
informed decisions in a variety of maze scenarios and 
significantly improving its learning efficiency. 

Table I presents a comprehensive and systematic overview 
of the fuzzy logic rules governing the agent's decision-making 
process in the maze navigation task. The table showcases the 
various combinations of input possibilities, encompassing 
distance with obstacles, distance with target location, and 
visual range, each categorized into appropriate linguistic 
variables (e.g., near, medium, far; off target, medium, on 
target). For every unique combination, the corresponding 
fuzzy logic "If/Then" rules are defined, determining the 
agent's rewards as punish, medium, or reward. Table I 
highlights the agent's adaptability and versatility through the 
vast array of rules, capturing the intricacies of different maze 
scenarios. With 27 distinct rules, the fuzzy logic system can 
precisely respond to the agent's real-time observations, 
guiding it towards optimal actions that lead to successful 
navigation. This rich and nuanced reward system empowers 
the agent to effectively learn from its experiences, enabling it 
to avoid obstacles, approach the target, and dynamically adjust 
its behavior based on varying visual cues. Consequently, the 
"If/Then Analysis Fuzzy Logic Rules Possibilities" table 
serves as a powerful tool in understanding and implementing 
the complex decision-making process of the agent, fostering 
efficient learning and successful maze navigation. 

 
Fig. 1. Visual range. 

 

Fig. 2. Distance to target. 

 
Fig. 3. Distance to obstacle. 

 

Fig. 4. Output fuzzy: reward points. 

TABLE I.  IF/THEN FUZZY LOGIC RULES FOR REWARDS 

Distance 
Visual 

Range 

Obstacle 

(Near) 

Obstacle 

(Medium) 
Obstacle (Far) 

Target 

(Near) 

Near High Positive High Positive High Positive 

Medium Mid Positive Mid Positive Mid Positive 

Far Low Positive Low Positive Low Positive 

Target 

(Medium) 

Near High Middle High Middle High Middle 

Medium Low Middle Middle Low Middle 

Far Low Middle Low Middle Low Middle 

Target 

(Far) 

Near Low Negative Low Negative Low Negative 

Medium Mid Negative Mid Negative Mid Negative 

Far High Negative High Negative High Negative 
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III. SIMULATION SETUP 

To thoroughly evaluate the enhanced performance of the 
proposed method, this study embarked on constructing a 
detailed 3-D raster map model and crafting two distinct 
simulation maps, meticulously illustrated in Fig. 5(a) and Fig.   
5(b). In this simulated environment, dynamic obstacles, 
symbolized by white cylinders, were strategically placed, 
posing challenges to a TurtleBot simulation machine car, 
visually presented in black. The machine car's laser range, 
portrayed in blue, scanned the surroundings as it navigated 
through the intricate maze. The red square pinpointed a target 
training point, emphasizing the complexity of the assigned 
tasks. 

Fig. 5(a) specifically delves into a scenario where the 
TurtleBot is tasked with locating a singular target location 
represented by the red square amid a set of four cylindrical 
obstacles. This intricate setting simulates real-world challenges 
where the robot must efficiently identify and navigate towards 
a specific point among various hindrances. 

Fig. 5(b) presents a more intricate scenario where the 
TurtleBot is assigned the mission of identifying two specific 
cylinders as target locations within a maze of block obstacles. 
This heightened complexity mirrors scenarios where the robot 
must discern and navigate through a maze-like environment to 
pinpoint multiple objectives. This detailed simulation 
environment allows for a comprehensive assessment of the 
proposed method's effectiveness in handling diverse and 
intricate navigation tasks. 

The computer used for the simulations was equipped with 
a 4-core Intel i5 7400 CPU running at 3.00 GHz, 8 GB of 
RAM, running on the Ubuntu 16.04 operating system, and 
utilizing the ROS kinetic system. The article leveraged certain 
parameters for the 3-D environment model, which were 
sourced from the ROS open-source community. The 
corresponding parameter settings are as follows: 

rgoal = 100, robstacle = -100, ɛ = -100, σx = σy = 1 

γgoal = 0.9, robstacle = 0.9, rcritical = 0.8, rotherwise = 0.75 

In the context of this work: 

 " r " signifies a single reward. 

  σx and σy represent the obstacle center coordinates. 

 γ (gamma) serves as the discount factor, influencing the 
importance of future rewards. 

In this context, r represents a reward, with rgoal and robstacle  
being specific awards assigned to reaching the goal and 
encountering obstacles, respectively. The term γ serves as the 
discount factor, influencing the importance of future rewards 
in the context of reinforcement learning. The parameters ε, σx, 
and and σy represent the grid center coordinates, contributing 
to the spatial representation of the environment and the 
localization of obstacles. 

Fig. 6 depicts The Turtlebot2 which is a popular mobile 
robot platform widely used in robotics research and 
applications. 

 
(a) 

 
(b) 

Fig. 5. (a) and (b) Showcase maze circuits in the Gazebo simulation 

environment to test and evaluate the robot's path planning capabilities. 

 

Fig. 6. The Turtlebot2 robot equipped with a lidar sensor. 

IV. TRAINING PERFORMANCE OF THE PROPOSED METHOD 

The visual representations in Fig. 5(a) and Fig. 5(b) aimed 
to illustrate the improved method's performance across 
different simulation maps. While these figures may not 
directly demonstrate capabilities, they serve as visual aids to 
showcase the distinct scenarios and complexities encountered 
by the agent in each environment. It's essential to 
acknowledge that the term "validation" in the context of 
comparing results from Reinforcement Learning (RL) and 
Fuzzy Logic (FL) approaches refers to a qualitative 
assessment rather than a formal validation process. 

In Fig. 5(a), the experiment showcased the performance of 
the improved method on the first simulation map, providing 
insights into how the agent navigates a specific environment. 
On the other hand, Fig. 5(b) illustrated the capabilities of the 
improved method on the second simulation map, highlighting 
its adaptability to different scenarios. By comparing the results 
from RL and FL approaches, the article qualitatively validated 
the effectiveness of the enhanced technique in the complex 3-
D environment. These visual representations offered a 
valuable qualitative assessment, helping to understand the 
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nuanced behaviors of the agent, its path planning strategies, 
and obstacle avoidance mechanisms in diverse settings. The 
improved method consistently demonstrated superior 
performance, efficiently finding optimal routes to reach the 
target point while navigating around obstacles effectively. The 
simulations offered valuable insights into the agent's behavior, 
path planning, and obstacle avoidance, elucidating 
fundamental aspects of autonomous robot navigation. The 
superior performance of the enhanced method was evident in 
its ability to navigate efficiently, choosing optimal routes 
while circumventing obstacles effectively. 

Furthermore, the deliberate choice of Fig. 5(b) as a test run 
was made to rigorously assess the proposed method's 
robustness in scenarios with increased complexity and 
multiple target points. This strategic selection adds an 
additional layer of validation, demonstrating the algorithm's 
efficacy in handling intricate navigation tasks. 

 

Fig. 7. Q-value comparison. 

As shown in Fig. 7, in the Q-value map, the Fuzzy Logic 
(FL) example has a faster convergence speed, especially in 50 
K training sessions, and after approximating 25 K trainings, 
the Q value of the FL algorithm is still richly transformed, 
showing the FL is less likely to fall into local optimum. This 
segment of our analysis offers a glimpse into the noteworthy 
performance attributes of the FL local search approach. As 
depicted in Fig. 8, which illustrates the bonus map, the FL 
example stands out due to its utilization of a multiple reward 
mechanism and a loop memory network. This distinction is 
most evident in the greater reward values attributed to the FL 
path, which correspondingly signify a reduced occurrence of 
repeated errors. In essence, a higher reward value in this 
context indicates a superior capacity to identify and follow an 
optimal path with fewer deviations. Turning our attention to 
Fig. 9, we delve into the loss diagram. Here, we observe a 
compelling trend: the loss associated with the FL example is 
consistently lower compared to that of the RL example. This 
finding is particularly significant, as it underscores the model's 
proficiency in minimizing error during the learning process. A 
lower loss value reflects a more accurate prediction and action 
selection by the model, emphasizing the effectiveness of the 
FL approach in optimizing path planning. To provide a closer 
examination of this phenomenon, Fig. 10 offers a magnified 
view of the loss diagram from Fig. 9. This detailed perspective 
reaffirms the rationality and effectiveness of the loss function 

employed in our model. The stability in parameter learning, 
particularly evident in the FL example, facilitates faster 
convergence to the optimal values. This not only enhances the 
efficiency of path planning but also showcases the model's 
robustness in navigating complex environments. 

 
Fig. 8. Cumulative Rewards based on the proposed method vs. pure RL 

algorithm. 

 
Fig. 9. Loss comparison. 

 
Fig. 10. Loss comparative enlarged view. 
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V. EVALUATION AND VERIFICATION OF THE DEVELOPED 

POLICY 

This work conducted three comprehensive tests to 
rigorously evaluate the performance of the proposed method. 
Each simulation aimed to assess the effectiveness of the 
respective algorithm in enabling the mobile robot to learn and 
navigate its environment autonomously. 

To verify the practical performance of the model, physical 
tests were conducted on the robotic machine based on the 
robot operating system (ROS). The TurtleBot machine car was 
employed for these experiments to ensure consistency and 
reliability. The test environment comprised an obstacle zone 
constructed in the laboratory terrain, with the ideal distance 
from the starting point to the target point set at 8.3 meters. Fig. 
5(a) and Fig. 5(b) depict the laser environment after its 
construction. It's important to note that the use of TurtleBot in 
these experiments is not meant to directly reduce errors in the 
algorithm. Instead, TurtleBot provides a standardized platform 
for testing, ensuring consistency and reliability across multiple 
trials. The choice of TurtleBot contributes to the creation of a 
controlled and reproducible testing environment, minimizing 
potential errors arising from variations in hardware and 
environmental conditions. This emphasis on error reduction 
pertains to the establishment of a robust and reliable basis for 
evaluating the proposed method's performance in real-world 
scenarios rather than directly mitigating errors in the algorithm 
or system. Following the integration of the trained model into 
the navigation function package, a meticulous series of 
verification tests was carried out to assess its performance. 
Each testing round consisted of five restarts, with three 
experiments conducted within each round to ensure the 
robustness of the evaluation process. For instance, in the first 
round of experiments, the robot's performance was tested 
through three individual trials: the first trial covered a distance 
of 8.8 meters in 77 seconds; the second trial covered 9.0 
meters in 78 seconds, and the third trial spanned 8.6 meters in 
73 seconds. By calculating the mean of these results, we 
obtained an average performance of 8.8 meters covered in 76 
seconds. 

Table III presents the detailed results of the first round, 
where the robot covered distances of 8.8 meters in 65 seconds, 
8.6 meters in 53 seconds, and 8.7 meters in 56 seconds during 
the three tests. The calculated mean for Table II was 8.7 
meters covered in 58 seconds. Notably, Table II exhibited a 
higher learning rate compared to Table II, indicating improved 
efficiency in path planning and execution. 

TABLE II.  THE EXAMPLE OF RL ALGORITHM 

Examples 
length/time 

Test 1 Test 2 Test 3 Mean 

First Round 8.8 m/77 s 9.0 m/78 s 8.6 m/73 s 8.8 m/76 s 

Second 
Round 

9.3 m/86 s 9.1 m/83 s 8.9 m/74 s 9.1 m/81 s 

Third Round 8.9 m/68 s 8.6 m/63 s 9.2 m/70 s 8.9 m/67 s 

Fourth 

Round 
9.1 m/78 s 8.9 m/73 s 8.7 m/71 s 8.9 m/74 s 

Fifth Round 9.2 m/80 s 9.2 m/77 s 8.6 m/77 s 9.0 m/78 s 

TABLE III.  THE EXAMPLE OF REINFORCEMENT LEARNING WITH FUZZY 

LOGIC ALGORITHM 

Examples 
Length/Time 

Test 1 Test 2 Test 3 Mean 

First Round 8.8 m/65 s 8.6 m/53 s 8.7 m/56 s 8.7 m/58 s 

Second Round 8.8 m/63 s 8.9 m/69 s 8.7 m/60 s 8.8 m/64 s 

Third Round 8.7 m/66 s 8.7 m/70 s 8.5 m/68 s 8.6 m/68 s 

Fourth Round 8.7 m/73 s 8.8 m/65 s 8.6 m/66 s 8.7 m/68 s 

Fifth Round 8.4 m/71 s 8.7 m/73 s 8.4 m/69 s 8.5 m/69 s 

The overarching analysis of these comprehensive tests 
reveals that the Fuzzy Logic approach consistently 
outperforms other methods in terms of both time consumption 
and path length, particularly in the scenario represented in Fig. 
5(b). It consistently finds shorter paths in less time, 
highlighting its superior efficiency. Additionally, the Fuzzy 
Logic method demonstrates remarkable stability in locating 
multiple paths, underscoring its prowess in complex 
environment path-finding. 

However, it's important to acknowledge certain limitations 
associated with the Fuzzy Logic-based approach. While it 
excels in various aspects of path planning, it may face 
challenges when confronted with highly dynamic and rapidly 
changing environments. Fuzzy Logic, being rule-based and 
reliant on predetermined membership functions, might 
struggle to adapt swiftly to unpredictable obstacles or 
situations. Additionally, its performance could be impacted by 
the complexity and size of the environment, as processing a 
vast amount of data can introduce computational overhead. 

Therefore, while the Fuzzy Logic approach proves highly 
effective in many scenarios, it may not be the optimal choice 
for applications demanding real-time adaptability in extremely 
dynamic settings. Exploring its boundaries and considering 
alternative approaches for such specific scenarios remains a 
valuable avenue for future research and development. 

VI. CONCLUSION 

This research introduced a novel navigation method based 
on Q- learning and fuzzy logic for efficient path planning of 
agents in diverse environments. The proposed approach 
combines the strengths of deep learning with symbolic 
reasoning, specifically Fuzzy Logic, to overcome the 
challenges faced by traditional DRL methods in mobile robot 
navigation, reducing the global path search time by 6-9% and 
shortening the average path search length by 4-10% compared 
to pure Q-learning. The incorporation of symbolic 
representations in the learning process leads to reduced 
training convergence time and more practical path planning 
results. The experimental results demonstrate its efficiency 
and effectiveness in complex environments, making it a 
promising solution for autonomous robotic navigation in 
urban megacities. As future work, the effectiveness of new RL 
algorithms will be explored in even more challenging 
environments, further advancing the field of autonomous 
robotic navigation. 
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Abstract—To address the challenges of insufficient 

multimodal information fusion and insufficient long-range 

dependencies features extraction for brain tumor segmentation, 

this paper propose a novel network based on asymmetric encoder 

and multimodal cross-collaboration. The network employs an 

asymmetric encoder-decoder architecture. Firstly, the invert 

ConvNext split convolution (ICSC) block is used in the local 

refinement encoder and improved SwinTransformer with 

DscMLP enhancements (DscSwinTransformer) module is used in 

global associative encoder. The local and long-range 

dependencies of each stage of two parallel encoders can be well 

extracted by hybrid fusion. Moreover, this paper adds a 

multimodal cross-collaboration (MCC) module at the beginning 

of the two encoders to fully exploit the complementary 

information between modalities and reduce the reliance on a 

single modality during model training. Coordinate Attention 

(CA) is used in the bridge part of the encoder and decoder to 

capture important spatial location information. Then, the 

depthwise separable convolution (DscConv) module is used in the 

decoder branch to reduce the computation while maintaining 

good feature extraction ability. Finally, this paper uses a hybrid 

loss function of BCE, Dice and L2 loss to mitigate the problem of 

class datas imbalance. Experimental results show that our model 

achieves Dice coefficients of 0.897, 0.905 and 0.824 in the whole, 

core and enhanced tumor regions, respectively. These results 

show that the performance of our proposed method outperforms 

in comparison with several existing methods in core and 

enhanced tumor regions. 

Keywords—Brain tumor; multimodal cross-collaboration; 

asymmetric encoder; coordinate attention 

I. INTRODUCTION 

A brain tumor is a mass or cluster of aberrant cells in the 
brain that impairs brain tissue function. Brain tumors are 
primarily classified as malignant or benign [1]. Malignant 
brain tumors are one of the most severe cancers at present, 
posing an increasing threat to human health. Brain tumors are 
classified as I-IV by the World Health Organization. Because 
the higher the grade of the brain tumor, the shorter the 
patient’s survival time [2-3], early detection and treatment of 
brain tumors is critical. However, because the shape, size, 
location, and border of MRI images from various brain tumor 
patients vary, it is difficult to properly segment the brain tumor 
area. Manual segmentation of brain tumors by doctors is very 
time-consuming and inconsistent among different doctors for 

the same patient, while automatic segmentation techniques 
based on brain tumor MRI images can automatically locate 
and segment the shape, position and boundary of the brain 
tumor area, thus assisting doctors in diagnosing patients’ 
conditions and alleviating their workload. Therefore, the 
research of brain tumor segmentation algorithm has significant 
scientific value and clinical relevance for efficient diagnosis of 
brain tumors. 

At present, most segmentation networks do not properly 
use multi-modal complementary information. This study 
proposes a multi-modal cross-coordination feature fusion 
module, which reduces the feature dependence on a single 
mode and obtains rich context information of different modal 
complementary information. In order to obtain long-range 
dependencies information while extracting local feature 
information, this paper uses dual encoders to obtain spatial 
and coordinate attention information at different stages. In this 
paper, the mixed loss function is further designed to alleviate 
the problem of class imbalance in brain tumor data sets, so 
that the model can effectively segment different types of brain 
tumor regions. 

II. RELATED WORK 

With the advancement of deep learning technologies, 
convoluted neural networks have emerged as the primary way 
for diagnosing brain tumor locations.  U-net [4] is a typical 
segmentation network based on the encoder-decoder structure. 
Later, the Unet-type structure was further developed, such as 
Unet++ [5] with nested and densely connected structures, 
DenseUnet [7] that combines DenseNet [6]

 
network and U-net, 

and Vnet [8] structure for volumetric segmentation. 
Convolutional neural networks can capture local features, but 
they have difficulty in modeling explicit long-range 
dependencies from the global feature space. 

However, Local and global features are essential for dense 
prediction tasks. Vision Transformer [9] leverages self-
attention mechanism to model long-range information, 
enabling CNN hybrid Transformer to fuse and extract local 
and distant features effectively. In this regard, TransBTS [10] 
network is proposed, which incorporates Transformer into the 
3D CNN encoder-decoder architecture for the first time, 
enhancing global feature extraction. TransBTSV2 [11] further 
improves TransBTS by redesigning the Transformer module 
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and introducing deformable bottleneck module to capture 
shape-sensitive local features. SwinBTS [12] structure 
employs 3D SwinTransformer as both encoder and decoder of 
the network to extract global information from feature maps 
efficiently, using convolution operation for upsampling and 
downsampling. Unetr [13] network connects the Transformer 
encoder to the decoder with different resolutions through skip 
connections, capturing global multi-scale information more 
effectively. 

Moreover, different brain tumor regions have large scale 
differences, and the receptive field of ordinary convolution is 
not enough to extract rich contextual feature information. In 
this regard, Liu et al. [14] proposes a lightweight ADHDC-Net 
network that combines hierarchical convolution with different 
dilation rates and tumor region relation-guided attention; 
Chang et al. [15] proposes a dual-path and multi-scale 
attention fusion module that merges feature maps with 
different receptive fields for dense pixel prediction; Rehman et 
al. [16] designs SDS-MSA-Net, which extracts features from 
3D and 2D inputs separately, and uses selective depth 
supervision to assist the output, accelerating the model 
convergence speed, but at the same time processing 3D and 
2D resources increases the computational cost. The above 
improved structures enhance the extraction ability of global 
features and multi-scale attention features respectively, but 
most of the current networks are limited to simple 
concatenation fusion of multi-modal brain tumor data input 
level, which cannot fully utilize the complementary fusion 
information between different modalities. Therefore, Liu et al. 
[17] designs a two-stage network that performs pixel-level 
fusion and feature-level fusion of multi-modal images to 
achieve more fine-grained utilization of multi-modal 
information; Zhou et al. [18] proposes an attention feature 
fusion module that can fuse different modalities and 
selectively extract useful feature information, but the core of 
the above networks still needs to improve the segmentation 
accuracy of the enhanced tumor region. 

To solve the aforementioned challenges, our study offers 
an asymmetric encoder and multimodal cross-collaboration 
brain tumor segmentation network (AEMCCNet). This paper’s 
primary contributions are summarized as follows: 

1) This paper proposes an asymmetric encoder-decoder 

structure, where parallel local refinement encoder and global 

associative encoder use redesigned invert ConvNext split 

convolution (ICSC) block and improved SwinTransformer [19] 

with DscMLP enhancements (DscSwinTransformer) module 

respectively, which can effectively capture the fusion 

information of local details and long-range dependencies 

features in three stages of the encoder. 

2) To reduce the model’s dependence on a single brain 

tumor modality during training, this paper proposes a 

multimodal cross-collaboration (MCC) module, which can 

fully utilize the complementary information between 

modalities. 

3) To obtain more accurate segmentation results, this 

paper uses coordinate attention (CA) Module [20] in 

AEMCCNet, which encodes the channels along horizontal and 

vertical directions. This transformation can capture remote 

features along one spatial direction and preserve precise 

location information along another direction, which is very 

important for generating spatial detail selective information. 

4) To tackle the class imbalance issue, this paper employs 

a hybrid loss function composed of binary cross entropy, Dice, 

and L2, which enhances brain tumor segmentation accuracy 

even further. 

III. METHODOLOGY  

A. AEMCCNet Network  

The overall architecture of the brain tumor segmentation 
network based on asymmetric encoder and multimodal cross-
collaboration proposed within this study is seen in Fig. 1. 

The network model is an asymmetric encoder-decoder 
structure, where T1 and T1ce modalities are the inputs of the 
local refinement encoder; T2 and Flair modalities are the 
inputs of the global associative encoder. Both the local 
refinement encoder and the global associative encoder first use 
MCC module designed in this paper to fully learn the cross-
modal features and reduce the model’s dependence on a single 
modality [21]. Then this paper uses the ICSC Block and 
DscSwinTransformer module designed in this paper 
respectively, and the parallel dual-stream encoders fuse with 
each other at each stage, increasing the link throughout low-
level detail features and high-level semantic features. 
Moreover, CA module is applied to the fused feature maps 
along two dimensions of MRI images to aggregate features, 
model long-range dependencies and channel transformation, 
and enhances the extraction of useful information while 
suppressing the influence of invalid information on tumor 
segmentation performance. Finally, depthwise separable 
convolution (DsConv) [22] is used in the decoder module to 
acquire the semantic details of the fusion information obtained 
from asymmetric dual-stream encoder and low-level decoder 
modalities. 

B. MCC Module 

To reduce the dependence on a single brain tumor 
modality during the model training process, and to better 
utilize the complementarity between T1, T1ce modalities and 
T2, Flair modalities to cross-extract features, this paper 
designs a MCC module, as shown in Fig. 2. 

First, modality A and modality B separately go through 
7×7 channel-by-channel convolution (DwConv) to obtain rich 
context information of a single modality, and then cross-
multiply with the features of another modality after 1×1 
convolution to obtain y11 and y21, respectively, as shown in Eq. 
(1) and Eq. (2), to extract recognizable features from one 
modality to assist in correcting another modality; 

11 Dw7 7( ) Conv1 1(   ）y B A
                (1) 

21 Dw7 7( ) Conv1 1( )  y A B
           (2) 
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Fig. 1. Overall architecture of proposed AEMCCNet. 
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Fig. 2. Structure of a MCC module. 

Then, the features of the same modality after 1×1 
convolution are added and fused with the cross-fused features 
to generate the feature maps y12 and y22, as stated in Eq. (3) 
and Eq. (4). 

12 11+ Conv1 1(  ）y y A
                   (3) 

22 21+ Conv1 1(  ）y y B
                  (4) 

Finally, the branch modality features y12and y22 are 
element-wise added and fused to generate the output feature 
map y of the module, as illustrated in Eq. (5). 

12 22 y y y
 (5) 

C. ICSC Block 

As shown in Fig. 3(a), MobileNetV2 [23] swaps the order 
of convolutional dimensionality increase and decrease in the 
Inverted Residuals structure, uses depthwise separable 
convolution to reduce the computational cost, and enhances 
the nonlinear expression ability of the network. As shown in 
Fig. 3(b), ConvNext Block [24] inherits the feature of wide 
convolutional dimension in the middle layer of Inverted 
Residul, and sets the depthwise separable convolution kernel 
size to 7×7, Padding=3. This paper draws on the advantages of 
these two modules and redesigns the ICSC Block of channel-
split, as shown in Fig. 3 (c). 

The input feature map of this module is X∈R
C×H×W

,, where 

C is the number of channels. First, X is split into two C/2 
branches X11 and X21 along the channel dimension. The left 
branch X11 uses 7×7 depthwise separable convolution to 
extract rich spatial context information, and then uses two 1×1 
convolutions to increase and decrease the dimension 
respectively, obtaining the feature map X1. The right branch 
X21 first uses 1×1 convolution to reduce the dimension, then 
uses 3×3 depthwise separable convolution to extract spatial 
rich information and increase the dimension, and then uses 
1×1 convolution to reduce the dimension again, obtaining the 
feature map X2. Then, the outputs of the two branches are 
concatenated and fused along the channel direction. Finally, 
the fused feature map is added with the original input feature 
map by identity connection to obtain the output feature map y 
of this module as shown in Eq. (6) to Eq. (8). 
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1 111( ( 1[ ( 7( ))]))X Conv g Conv L Dw X
  (6) 

2 211( 6 3[ ( 1( ))])) （X Conv Relu Dw B Conv X
   (7) 

1 2[ , ] Y X X X
                      (8) 

where, DW7() is a channel-wise convolution with a kernel 
size of 7×7, Conv1() is a convolution with a kernel size of 1×1, 
L is LN normalization operation, B is BN normalization 
operation, g() is gelu() activation function, Relu6 is activation 
function, [·] is channel-wise concatenation and fusion. 

D. DscSwinTransformer Module 

Encoder-decoder structure based on CNN lacks the ability 
to capture long-range dependencies features, while lightweight 
SwinTransformer Block uses sliding window self-attention 
mechanism to capture global dependencies features 
information. In SwinTransformer Block [19], the multilayer 
perception (MLP) uses two fully connected layers for 
dimension transformation, but using fully connected layers in 
image segmentation causes partial segmentation information 
loss. 

Inspired by the above content, this paper replaces the 
multilayer perception (MLP) in DscSwinTransformer Module 
with the designed depthwise separable perception (DscMLP), 
which can further refine the context information and improve 
the nonlinear transformation of features. As shown in Fig. 4, 
DscMLP takes the feature X after self-attention W-MSA, 
sliding window self-attention mechanism SW-MSA, and 
reshapes the shape of the feature map X first from [B, H×W, C] 
to X1 in [B, C, H, W] dimensions, where B, C, H, and W are 
the batch size, the number of channels, the height, and the 
width, respectively, of the model training settings; Then it 
applies depthwise separable convolution and identity 
connection on X1 in parallel respectively, and performs 
element-wise multiplication on the two-branch results; finally 
it reshapes the feature dimension to [B, H×W, C] dimension 
output feature map Y. 

The DscSwinTransformer Module is used in the three 
stages of the global associative encoder, and the repetition 
number of SwinTransformer in each stage is 1; before the first 

stage the output feature map y∈R
C×H×W

 of the multimodal 

cross-collaboration module is partitioned into M patches of 
size P×P,P=2 in the Patch Partition module, and each patch is 

reshaped into a one-dimensional vector 
py ∈R

M×(P×P×C)
, then 

these patches are flattened along the channel direction and 

mapped to D dimensions by the Linear Projection module E∈

R
(P×P×C)×D

, while adding a learnable position variable 
posE ∈

R
(P×P×C)×D

 to obtain the feature z, as shown in Eq. (9): 

 p posz y E E
                            (9) 

In the DscSwinTransformer Module, layer normalization 
(LN) is first used and residual connection is performed on W-
MSA, SW-MSA, DscMLP, as shown in Fig. 4, the above 
process can be expressed as. 

1 1( ( ))


   
k

k kZ W MSA LN Z Z
     (10) 

( ( ))
 

 
k k

kZ DscMLP LN Z Z
      (11) 

1

( ( ))


  
k

k kZ SW MSA LN Z Z
      (12) 

1 1
1 ( ( ))

  
  

k k
kZ DscMLP LN Z Z

      (13) 

To generate 2x downsampling, between the 
DscSwinTransformer modules use patch merging to increase 
dimensionality and decrease token numbers. 
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Fig. 3. Comparison of Convolutional Blocks from left to right as (a) InvertedResidual Block, (b) ConvNeXt Block, (c) ICSC Block. 
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Fig. 4. Structure of DscSwinTransformer module. 

E. CA Module 

In deep network segmentation models, such as SE 
attention and CBAM attention, it has been proven that they 
can significantly enhance channel attention and spatial 
attention weights, and promote the model’s segmentation 
performance, but they typically ignore positional details, 
which is vital for creating selective spatial features.  Therefore, 
this paper introduces CA module [20], which embeds 
positional information into channel attention, as shown in Fig. 
5. 

Residual

X Avg Pool

Re-weight

Y Avg Pool

Concat + Conv2d

BatchNorm + Non-linear

Conv2d Conv2d

Sigmoid Sigmoid

split

X

Y

C×H×1

C×H×1

C×H×1

C×1×W

C×H×W

C/r×1×(W+H)

C/r×1×(W+H)

C×1×W

C×1×W

 

Fig. 5. Structure of CA module. 

Coordinate information embedding alongside coordinated 
attention generation make up the two sections of the CA 
module. The coordinate details embedding implies encoding 
the input feature map X along both vertical and horizontal axes, 
respectively, using pooling kernels of shapes (H, 1) and (1, W) 
within the channels, to create two-dimensional feature maps 
that can capture distant features through one spatial direction 
and retain accurate positioning data along the other. Eq. (14) 
and Eq. (15) illustrate this: 

   
0

1
,

 

 h

c c

i W

Z h X h i
W              (14) 

   
0

1
,

 

 w

c c

j H

Z w X j w
H

            (15) 

where,  h

cZ h  is a result of the Cth channel with height h, 

and  w

cZ w  is similarly. 

The second transformation is the generation of CA module. 

First,  h

cZ h  and  w

cZ w  are concatenated, and then a 1×1 

convolution function F and the feature mapping f of spatial 
data within multiple directions was extracted using an 
activation function that is nonlinear, as shown in Eq. (16). 

( ([ , ])) h wf F Z Z
         (16) 

Then f is decomposed into a pair of distinct tensors hf ∈

R
C/r×H

 and wf ∈R
C/r×W

 , and the convolution function F is used 

to transform them into tensors with the identical number of 
channels just like the input X, and the function of Sigmoid 

activating is utilizing to derive the attention weights hg  and 
wg  on two directions respectively. Ultimately, the module’s 

initial feature map multiplies element by element with the two 
separate attention weights to yield the module’s output Y, as 
indicated in Eq. (17) to Eq. (19). 

( ( ))h hg F f
               (17) 

( ( ))w wg F f
                (18) 

( , ) ( , ) ( , ) ( , )  h wY i j X i j g i j g i j
  (19) 

IV. EXPERIMENTAL SETTINGS 

A. Dataset 

This paper uses the dataset from the Brain Tumor 
Segmentation (BraTS) competition in 2019, which contains 76 
cases of low-grade glioma and 259 cases of high-grade glioma. 
This paper divides the training and testing data of the 
BraTS2019 dataset according to a ratio of 8:2. The 
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segmentation results are evaluated by the performance 
indicators of the whole tumor region (core tumor region and 
edema region), core tumor region (enhanced tumor region and 
necrosis region) and enhanced tumor region. 

B. Data Preprocessing 

Since training with 3D format images takes a long time 
and requires better GPU and more memory, this paper chooses 
to use 2D slices to train the proposed network. The size of the 
3D data for each modality is 240×240×155. Since there is a lot 
of useless background information on the outer edge of the 
brain tumor data, which causes the problem of data class 
imbalance, this paper first crops the spatial size of the 3D data 
to 160×160×155 to eliminate the useless spatial background 
information, and then slices the data along the channel 
direction, transforming the 3D data into 155 slices of 160×160 
2D slices to meet the needs of the model training in this paper. 

Due to different imaging mechanisms, different modalities 
have different image contrast, so normalization is used to 
make the data intensity of different modalities balanced, which 
is conducive to the model using complementary information 
between different modalities. The normalization operation is 
shown in Eq. (20): 






x x
z

 (20) 

In the above equation, x is the cropped 2D sliced image, x  

is the mean value of the input image,  is the standard 

deviation of the input image, and z is the normalized image. 

As shown in Fig. 6, the images of four modalities and the 
ground truth label of a slice of a case after preprocessing in 
this paper are shown from left to right as (a) T1, (b) T1ce, 
(c)T2, (d) Flair and (e) Ground truth (GT) label. In the 
network model prediction image and the ground truth label, 
green represents edema tumor region, yellow represents 
enhanced tumor region and red represents necrosis and non-

enhanced tumor region. 

C. Experimental Environment Configuration 

The software version is PyTorch 1.11.0 with Cuda 11.3, 
and the hardware environment consists of a 32 core CPU 
processor, 30GB RAM, and a GPU with NVIDIA RTX A5000, 
24GB video memory. To update the model weights, this paper 
utilizes the Adaptive Moment Estimation (Adam) algorithm 
[25] as the optimizer; the detailed training experiment 
configuration is shown in Table Ⅰ. 

D. Evaluation Metrics 

Four distinct assessment standards are employed to assess 
the segmentation accuracy of the model in this study to 
evaluate the how effective the suggested model algorithm. As 
described in Eq. (21), the Dice similarity coefficient is a value 
between 0 and 1. The closer to 1, the more similar the brain 
tumor segmentation result is to the manual label result, and the 
better the segmentation effect. 

2

2  


TP FP FN

TP
Dice

      (21) 

Sensitivity is a measure of the model’s ability to predict 
positive pixels. Precision is used to measure the ability of the 
model to correctly predict pixels. As shown in Eq. (22) and Eq. 
(23). 


 P

TP
Precisi

TP
o

F
n

         (22) 

Where TP stands for true positive pixels, FN represents for 
false negative pixels, FP means for false positive pixels, and 
TN indicates for true negative pixels. 


 N

TP
Sensiti i y

TP
v

F
t

                (23) 

(a) T1 (b) T1ce (c)  T2 (d) Flair (e) GT

tumor core

enhanced tumor

edema region

 

Fig. 6. Images after data preprocessing. from left to right as (a) T1, (b)T1ce, (c) T2, (d) Flair and (e) GT label. 

TABLE I. EXPERIMENTAL CONFIGURATION 

Configurations Values 

Software version PyTorch11.0 

GPU NVIDIA RTX A5000 

Optimizer Adam 

Initial learning rate 0.003 

Momentum 0.09 

Weight decay coefficient 0.00001 

Batch szie 24 

Tranning Epoches 300 
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To calculate the distance between the model segmentation 
border and the real label boundary, the Hausdorff distance 
(HD) has utilized, the higher the segmentation precision, the 
lower the Hausdorff distance. Eq. (24) shows the calculation 
formula. 

 max max min ( , ),max min ( , )
  


y Y x Xx X y Y

Hausdorff d x y d x y   (24) 

Here y represents GT and x represents the predicted 
segmentation result, d(x,y) is the Euclidean distance between x 
and y. In this paper, HD95 is used in the evaluation, which 
means taking the 95th percentile result. 

E. Hybrid Loss Function 

As indicated in Eq. (25), binary cross entropy (BCE) is 
often utilized as a loss function for performing segmentation 
operations for various medical data sets. 

     
1

1
log 1 log 1



      
N

BCE i i i i

i

L y p y p
N   (25) 

Where N denotes the overall amount of output pixels, yi 
means the la-bel value for the ith pixel, and pi defines the 
model prediction value for the ith pixel. Since the BCE loss 
function assigns equal weights to foreground and background 
pixels, but there is a large difference in the proportion of 
foreground and background pixels in multimodal brain tumors, 
and foreground pixels account for only a minority, there is a 
problem of data class imbalance. This study applies the Dice 
loss function to the BCE loss function to overcome the 
problem of data class imbalance, as seen in Eq.  (26): 

Dice 

2

1







 

 



 

N

i i

i

N N

i i

i i

p y

L

p y

(26) 

The value given by the parameter has been set to 10
-6

 to 
ensure data stability. In addition, overfitting is prone to occur 
during the training of the model, so based on this L2 loss is 
introduced to alleviate the overfitting problem during the 
training of the model, which is advantageous to network 
convergence. The L2 loss function is shown in Eq. (27): 

 
2

2

1
  N

i i iy
N

L p
 (27) 

In summary, the hybrid loss function in this paper is shown 
in Eq. (28): 

Dice BCE 2   L L L L
   (28) 

The approach of controlling hyperparameters is applied in 
this paper to evaluate the most effective settings. The variation 
range of hyperparameters α and β values is shown in Table Ⅱ 

First, β is set to 0 to test the best hyperparameter α. As 
shown in Fig. 7, the fluctuation range of α is between 0 and 1. 
When α is 0.5, the model in this work hits the peak point in 
the whole tumor (WT), core tumor (TC), and enhanced tumor 
(ET) regions, implying that its predictive ability is best at this 

time. 

On this basis, the experimentation of the optimal 
superparameter β was continued, as shown in Fig. 8, where the 
fluctuation of β ranges from 0 to 0.1 spacing. The Dice 
coefficient of this paper’s model on WT, TC and ET regions 
reaches 0.897, 0.905 & 0.824 when the finalized parameter α 
is 0.5 and β is 0.05, and the prediction performance of this 
paper reaches the best. 

The best hyperparameters α=0.5 and β=0.05 are 
substituted into the hybrid loss function. When the model 
training iteration number is 295 rounds, as illustrated in Fig. 9, 
the model’s training and validation loss values tend to be 
optimum. 

F. Ablation Experiment 

To evaluate the efficacy of the design along with addition 
of modules in this study, under the same experimental 
conditions of using the same loss function and parameters, this 
paper replaces the original 3×3 convolution module of the 
encoder-decoder structure with depthwise separable 
convolution, which serves as the Baseline structure of our 
model. This paper adds different modules to the Baseline 
structure, and Table Ⅲ displays the outcomes. Where MCC 
stands MCC module, ICSC represents ICSC block CA 
indicates CA module and DscSwinT represents 
DscSwinTransformer Module. By incorporating the MCC 
module to the first layer of the encoder before entering the 
Baseline, the Dice values of the whole tumor, core tumor and 
enhanced tumor regions in the model increase by 0.6%, 0.9% 
and 1.5%, respectively. Based on Baseline, using the ICSC 
block, the performance of the model in the WT, TC and ET 
regions is further improved. Similarly, based on Baseline, 
using the DscSwinTransformer to obtain the accuracy 
indicators of the ET and TC regions are significantly improved. 
Based on Baseline, adding CA module, the Dice indicators of 
the WT and TC are significantly improved. 

TABLE II. VARIATION RANGE OF HYPERPARAMETERS 

Hyperparameters Variation Range 

α Between 0 and 1 

β Between 0 and 0.1 

 

Fig. 7. Effect of hyperparameter α on model performance. 
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Fig. 8. Effect of hyperparameter β on model performance. 

 
Fig. 9. Model training Loss variation. 

Finally, this paper integrates the modules designed and 
used above into our structure. Compared with the Baseline 
structure, the Dice values of the WT, TC and ET increase by 
5.1%, 5.3%, 6%, respectively. The hausdorff distance values 
of the three types of tumors are also the lowest values for 
ablation comparison experiments, proving the effectiveness of 
this method. 

To test the effectiveness of adding different attentions to 
the bridging part between the asymmetric dual-stream encoder 
and decoder, this paper compares the CA module mechanism 
with SE [26] channel attention, CBAM [27]

 
channel spatial 

attention, and ECA [28] efficient channel attention, 
respectively, as shown in Fig. 10 (a) and Fig. 10(b). After 
using the improved CA module in the decoder branch, the 
Dice similarity coefficient and HD95 of the model reach the 
best. 

G. Experimental Results 

To further verify the effectiveness of our method for 
multimodal brain tumor MR image segmentation, this paper 
uses part of the BraTS2019 dataset as the test set to compare 
with other advanced methods, and the results are shown in 
Table Ⅳ. 

Compared with the classic 2D U-net and Unet++ networks, 
our model has a significant performance improvement in the 
whole, core and enhanced tumor regions. When compared 
with the advanced 3D models TransBTSV2, SwinBTS and 
MBANet, the 3D models have an advantage in segmenting the 
whole tumor due to their spatial continuity, but our 2D model 
uses DscSwinTransformer Module to strengthen the extraction 
of long-range dependencies features, making the Dice value of 
the whole tumor region close to the advanced 3D 
segmentation methods, and having the most optimal values in 
the overall evaluation indicators. 

Finally, this paper segments some samples from the 
BraTS2019 test dataset and compare them with the input 
images and segmentation results as shown in Fig.11, where 
each row represents a patient case. U-net has over-
segmentation phenomenon in the edema region of the second 
case, and also over-segments the core and enhanced tumor 
regions of the third case; The current advanced SwinBTS and 
TransBTSv2 networks have good segmentation effects on the 
edema region due to their spatial continuity, but they mis-
segment part of the enhanced tumor region as necrotic tumor 
region in the second and third cases. Our proposed 
segmentation model improves by 5.7% and 2.2% respectively 
on the TC and ET tumor regions compared to the advanced 
TransBTSV2 network, showing that our method has better 
segmentation effects on the tumor core and enhanced regions. 

TABLE III. MODULE ABLATION COMPARISON EXPERIMENTS 

Baseline MCC ICSC DscSwinT CA 
Dice Hausdorff95(mm) 

WT TC ET WT TC ET 

√     0.846 0.852 0.764 6.617 5.509 3.155 

√ √    0.852 0.861 0.779 6.613 5.516 3.167 

√  √   0.855 0.879 0.802 6.607 5.498 2.948 

√   √  0.863 0.886 0.798 6.594 5.195 2.935 

√    √ 0.877 0.873 0.788 6.539 5.504 3.026 

√ √ √ √ √ 0.897 0.905 0.824 5.508 4.892 2.790 
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Fig. 10. Comparison of dice and hausdorff95 values with different attention modules added. 

TABLE IV. COMPARATIVE EXPERIMENTS OF ADVANCED NETWORKS 

Models 
Dice↑ Precision↑ Sensitivity↑ Hausdorff95(mm) ↓ 

WT TC ET WT TC ET WT TC ET WT TC ET 

U-net [4] 0.834 0.823 0.769 0.871 0.898 0.800 0.856 0.908 0.813 6.648 6.596 4.062 

Unet++ [5] 0.848 0.860 0.784 0.868 0.899 0.805 0.849 0.910 0.795 6.256 6.131 3.967 

TransBTSv2 [11] 0.902 0.848 0.802 0.852 0.893 0.789 0.902 0.922 0.860 5.432 5.473 3.696 

SwinBTS [12] 0.903 0.825 0.796 0.856 0.909 0.788 0.890 0.908 0.864 8.560 15.78 26.84 

MBANet [29] 0.898 0.831 0.782 0.892 0.905 0.809 0.896 0.896 0.794 5.881 5.090 3.086 

Ours 0.897 0.905 0.824 0.884 0.916 0.819 0.921 0.915 0.859 5.508 4.892 2.790 
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(a) Flair (b) T2 (c)  GT (d) U-net (f) TransBTSV2 (g) Ours(e) SwinBTS
 

Fig. 11. Visual comparison of segmentation results: (a) Flair; (b) T2; (c) GT; (d) U-net; (e) SwinBTS; (f) TransBTSV2; (g) Ours. 

H. Complexity Comparative Analysis 

To better evaluate the performance of the model, we 
compare the number of parameters (Params) and the amount 
of computation (FLOPs) of the network model under the same 
input size, as shown in Table Ⅴ. The quantity of parameters of 
our modelis reduced by about 75.45% compared to the CNN 
hybrid SwinTransformer structure SwinUnet, and the amount 
of computation is reduced by about 44.66%. Moreover, 
compared with the advanced 3D model SwinBTS, the number 
of parameters of our model is reduced by about 14.68%, and 
the amount of computation is reduced by about 70.09%. In 
summary, our model embeds depthwise separable convolution 
in each proposed module, and only uses one 
DscSwinTransformer Module in each stage of the global 
associative encoder. This substantially minimizes the number 
of parameters and the amount of computation required by the 
model, resulting in excellent segmentation performance for 
TC and ET regions. 

TABLE V. COMPARATIVE ANALYSIS OF COMPLEXITY 

Method Params/M FLOPs/G 

U-net [4] 69.71 28.46 

TransUnet [30] 96.07 48.34 

TransBTS [10] 32.99 333.00 

SwinBTS [12] 27.64 89.46 

Unetr [13] 92.58 41.19 

Ours 23.58 26.75 

V. DISCUSSION 

Due to insufficient hardware resources, this article only 
changed the number of rounds of model training on the basis 
of the same training parameters. The results showed that in the 
295th round of model training, Dice, Precision, and HD95 in 
the model validation set were optimal. The sensitivity values 
in the TC and ET regions still had a gap compared to the 
optimal values of the network. This may be related to the 
removal of slices without lesion information during the 
process of slicing 3D images into 2D images in data 

preprocessing. Considering the segmentation performance 
presented by the four evaluation indicators, this article retains 
the 295th training model as the optimal model for the network 
to test the test set. If the GPU computing resources are 
sufficient, further increasing the training rounds can be 
considered to find the optimal value of the comprehensive 
evaluation indicators during the training process as the optimal 
model. 

A lightweight AEMCCNet network model is proposed in 
this paper. It can be seen from subsections F and G of Section 
IV that compared with other network models, the proposed 
model has better segmentation effect in the core and enhanced 
tumor regions. In addition, the AEMCCNet network in Section 
IV, subsection H, reaches the optimal values of the number of 
parameters and the amount of computation. For the whole 
tumor area, 2D network cannot capture the information of 
adjacent sections of 3D brain tumor cases, but AEMCCNet is 
close to the segmentation effect of 3D network, and multiple 
adjacent sections can be combined for segmentation in the 
future. 

VI. CONCLUSION 

To address the problems of insufficient fusion of 
multimodal brain tumor information and inadequate extraction 
of long-range dependencies features, this paper adopts an 
asymmetric encoder-decoder structure, which incorporates the 
MCC module, ICSC block, DscSwinTransformer module, and 
CA module designed in this paper into the architecture, and 
offers an asymmetric encoder-based brain tumor segmentation 
algorithm with multimodal cross-collaboration. The MCC 
module can reduce the model’s dependence on a single brain 
tumor modality during training and fully utilize the 
complementary information between modalities; the local 
refinement encoder branch uses the ICSC module to split 
channels and extract local detail features, enhancing the 
network’s non-linear expression ability; the global associative 
encoder uses DscSwinTransformer module to strengthen the 
capture ability of long-range dependencies features; the bridge 
part between the asymmetric encoder and decoder uses the CA 
module to enhance the location weight of spatial detail 
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selective information; the decoder branch uses DscConv to 
maintain good feature extraction ability while reducing 
computation; During network training, a hybrid loss function 
is redesigned to handle the class imbalance and overfitting 
issues.  The findings from the experiments reveal that the 
model’s accurate segmentation of WT region is comparable to 
that of advanced 3D segmentation algorithms., while the Dice 
coefficient of TC and ET regions is better than other advanced 
models. At the same time, in the comparative experiment, it 
has the best values of other evaluation indicators, and uses 
DscConv throughout the model to minimize model parameters 
and calculations, but the extraction of edge detail information 
of enhanced tumor is still insufficient. Therefore, in future 
work, we will explore using an efficient encoder-decoder 
structure enhanced by edge operator attention or a low-
parameter 2.5D network to further improve the segmentation 
accuracy of enhanced tumor region. 
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Abstract—Brain tumors originating from uncontrolled 

growth of abnormal cells in the brain, presents a significant 

challenge in healthcare due to their various symptoms and 

infrequency. While Magnetic Resonance Imaging (MRI) is 

essential for accurately identifying and diagnosing malignant 

tumors, manual interpretation is often complex and sensitive to 

mistakes. To address this, we introduce BrainTumorNet, a 

specialized convolutional neural network (CNN) created for 

MRI-based brain tumor diagnosis. We ensure improved image 

quality and a robust dataset for model training by including 

preprocessing approaches involving CLAHE and data 

augmentation. Additionally, we integrated a blockchain-based 

data retrieval technology to enhance the security, traceability, 

and collaboration in MRI data management across several 

medical institutions. This blockchain framework ensures that 

MRI data, once input from hospitals, stays immutable and can be 

safely retrieved based on unique hospital IDs, promoting a 

trustable environment for data exchange. Performance 

assessments conducted on multiple MRI datasets showcased 

BrainTumorNet’s commendable proficiency, with accuracy rates 

of 98.66%, 97.17% and 94.24% on the dataset 1, dataset 2, and 

dataset 3, respectively. The model’s performance was evaluated 

using a comprehensive set of metrics, including accuracy, 

specificity, recall, precision, f1-score, and confusion matrix. 

These measures are essential for evaluating a model's strengths 

and limits, emphasizing BrainTumorNet’s ability to generate 

accurate and relevant predictions and its effectiveness in 

determining negative classification. BrainTumorNet's 

performance was compared with six renowned deep learning 

architectures: VGG16, ResNet50, AlexNet, MobileNetV2, 

InceptionV3, and DenseNet121. Our work highlights 

BrainTumorNet's potential capabilities in simplifying and 

boosting the accuracy of MRI-based brain tumor diagnosis while 

ensuring data integrity and collaboration through blockchain. 

Keywords—Brain tumor; MRI imaging; BrainTumorNet; deep 

learning; image classification; augmentation 

I. INTRODUCTION 

Brain tumors develop from abnormal cell growth in the 
brain [1]. While cells normally follow a regular development 
and death cycle, sometimes they expand uncontrolled, resulting 
to harm in the brain. There are around 120 distinct forms of 
brain tumors and central nervous system (CNS) exist. In 2021, 
the American Cancer Society anticipated that brain and CNS 
cancers will cause 18,600 adult and 3,460 child deaths. The 
probability of surviving five years after being diagnosed is 
roughly 36%, and 10 years is 31% [2]. In 2019, the National 
Cancer Institute recorded 86,010 new cases of brain and CNS 
cancers in the U.S. It's believed that roughly 700,000 
Americans live with a brain tumor, with 60,800 of them being 

non-malignant and 26,170 being cancerous [3]. Globally, the 
World Health Organization recorded roughly 9.6 million new 
cancer diagnoses in 2018 [4]. 

Early diagnosis of brain tumors is vital for patient survival. 
Analyzing brain tumor images effectively is vital to 
determining a patient's health state. Physicians and radiologists 
traditionally scan magnetic resonance (MR) images to discover 
abnormalities. However, this strategy depends greatly on the 
medical skill of the practitioner [5]. Differences in experience 
and the complexity of the imagery may make diagnosis with 
the human eye challenging. Doctors may struggle to rapidly 
analyze MR images because they often include several 
abnormalities or unnecessary data. The difficulty of accessing 
this large quantity of information increases as the number of 
data increases, making manual tumor identification time-
consuming and costly. There's a rising demand for an 
autonomous computer-aided diagnostics (CAD) system to 
solve these issues. Such technologies may help doctors and 
radiologists by enabling fast and precise identification of 
cancers, thereby contributing to preserving human lives. 

Artificial intelligence (AI) provides automation with 
capacities following human brain functions, such as learning 
and problem-solving. In the field of brain tumor identification 
and diagnosis, AI's accuracy provides crucial help, particularly 
considering the sensitive nature of the task. There are several 
initiatives to improve brain tumor categorization. However, the 
variation in tumor properties, such as their form, texture, and 
contrast variations across people, continues to be a problem. 
Machine learning (ML) and deep learning (DL), two branches 
of AI, have brought in a new era for the practice of 
neurosurgery. These cutting-edge methods include data 
preparation, feature extraction, selection, reduction, and 
classification as their final steps. Recent research [6] reveals 
that AI permits neurosurgeons to perform surgeries with 
unsurpassed confidence, enabling more precise brain tumor 
diagnosis. 

Deep learning (DL) is an advanced version of machine 
learning that dives into data using multi-layered 
representations. By establishing a feature hierarchy, DL 
ensures fundamental features aid in developing advanced ones. 
This technique strengthens classic neural networks by 
incorporating several hidden layers between input and output, 
allowing them to capture complicated, non-linear relationships. 
Because of its excellent performance in recent years, DL has 
become the frontrunner in many medical image analysis 
difficulties, including tasks like image denoising, 
segmentation, authentication, and classification. 
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Brain tumors, due to their various appearances and sporadic 
frequency, have long been a main topic of worry in the medical 
community. Though useful, traditional diagnostic approaches 
often depend on human mistakes, particularly given the 
delicate nuances of MRI imaging. Recognizing these problems, 
we designed BrainTumorNet. Designed to overcome current 
diagnostic inadequacies, BrainTumorNet employs the ability of 
deep learning to negotiate the difficulties of MRI-based tumor 
identification. Our objectives for BrainTumorNet are not 
simply confined to enhanced diagnostic capabilities; we also 
emphasize a smooth, transparent, and most crucially, a secure 
data flow. This is where the integration of blockchain 
technology plays a key role, bringing in an approach where 
data integrity and trustworthiness become the standard rather 
than the exception. As our study develops a comprehensive 
strategy, blending cutting-edge AI with the resilience of 
blockchain, we intend to redefine the standards in brain tumor 
detection. The key findings of this research are: 

 BrainTumorNet, a novel proposed model, demonstrated 
significant proficiency in identifying brain tumors using 
multiple MRI datasets.  

 The addition of the CLAHE preprocessing approach 
significantly improved the image quality, leading to 
better model performance. 

 Utilized a rigorous data augmentation method to 
increase the dataset's size and prevent the model from 
overfitting and improve its generalizability across 
various MRI images. 

 We implemented a blockchain-based system for MRI 
data retrieval in recognition of the essential requirement 
for data security and traceability in medical diagnostics. 
This integration promises a clear, dependable, and 
immutable data handling procedure. 

 Using six thorough performance indicators on three 
different datasets, we systematically evaluated 
BrainTumorNet's effectiveness. This comprehensive 
assessment confirmed the model's consistently good 
performance, proving its durability and dependability. 

II. LITERATURE REVIEW 

CNN has been extensively employed to address various 
issues, but its performance in health-related image processing 
applications is outstanding. Several techniques have been 
developed based on DL to identify brain tumors on MRI 
images in recent years.  Most of them focused on binary 
segmentation to identify brain tumors. 

Zhao et al. [7] developed an inventive method for brain 
tumor segmentation by integrating a complete Convolutional 
Neural Network (CNN) with Conditional Random Fields 
(CRFs). This unified framework assured visual excellence and 
spatial coherence in the segmentation outcomes. They 
employed three segmentation models trained on 2D image 
segments and slices from axial, coronal, and sagittal views. 
These models were combined using a voting-based fusion 
approach for precise tumor segmentation. On the other hand, 
Mohsen et al. [8] utilized a Deep Neural Network (DNN) 
classifier to differentiate an MRI dataset into four categories: 

normal tissue, glioblastoma, sarcoma, and metastatic 
bronchogenic carcinoma tumors. They incorporated Principal 
Component Analysis (PCA), an effective feature extraction 
technique, with the discrete wavelet transform (DWT) before 
classification. The ensuing evaluations showcased remarkable 
performance across all metrics. 

Paul et al. [9] focused on 989 axial images, intending to 
simplify the neural network procedure by omitting the 
incorporation of three distinct axes with redundant diagnostic 
information. Both fully connected networks and CNNs were 
utilized for classification. When trained with axial data, the 
neural network achieved an impressive accuracy of 91.43% 
employing five-fold cross-validation, indicating its 
classification precision. On the other hand, Ari et al. [10] 
presented a three-step method. The initial phase contained 
preprocessing, where nonlocal means and local smoothing 
techniques decreased noise. In the subsequent step, the extreme 
learning machine with local receptive fields (ELM-LRF) was 
employed to classify cranial MR images as benign or 
malignant. Finally, image processing techniques segmented 
tumor areas in the third phase. 

In this research, Abiwinanda et al. [11] aimed to train a 
CNN model to identify the three most prevalent forms of brain 
malignancies: gliomas, meningiomas, and pituitary tumors. 
They developed the simplest conceivable CNN architecture, 
consisting of one layer each of convolution, max-pooling, and 
flattening, followed by a complete connection from a single 
hidden layer. Using the basic architecture and no previous 
region-based segmentation, the study attains a 
maximum validation accuracy of 84.19%. Afshar et al. [12] 
have recently included newly generated CapsNets to alleviate 
the problem with CNNs that fail to properly exploit spatial 
interactions. Since the relationship between the tumor and the 
neighboring tissue is a crucial sign of tumor kind.  Because of 
this, a specialized version of the CapsNet architecture for 
classifying brain tumors is proposed, including the tumor's 
coarse borders as additional inputs inside its pipeline to 
sharpen its attention. 

However, Khan et al. [13] proposed a method comprising 
three critical phases: preprocessing, brain tumor segmentation 
applying k-means clustering, and benign/malignant tumor 
identification via a fine-tuned VGG19 model. This method has 
been assessed employing the BraTS 2015 benchmark dataset. 
Furthermore, they proposed synthetic data augmentation to 
expand the training dataset size, which consequently enhanced 
the classification accuracy. Yahyaoui et al. [14] offer a new 
semantic approach by fusing 2D and 3D MRI data in this 
study. Preprocessing, categorization, and fusion are the three 
stages that make up the whole system. To classify 2D brain 
data, the DenseNet model is used, and the 3D-CNN model was 
created specifically for 3D brain scans. Authors relied on a 
domain-specific ontology to accomplish the fusion of the 
output classes. 

Furthermore, Murthy et al. [15] deployed the Optimized 
Convolutional Neural Network with Ensemble Classification 
(OCNN-EC) for tumor image classification. This deep learning 
approach encompasses an ensemble classifier containing a 
Deep Neural Network (DNN), an autoencoder, and a Support 
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Vector Machine (SVM). This ensemble replaces the 
completely connected layer once the ACV-DHOA has 
optimized the count of convolutional layers and hidden 
neurons. In this study, Latif et al. [16] argue that features from 
the MR images are extracted using a deep CNN network and 
then input into a support vector machine classifier. This 
research uses the BraTS dataset to categorize Gliomas into 
many classes. The suggested method attained a remarkable 
96.19% accuracy. 

Several recognized limitations in MRI-based brain tumor 
diagnosis were clear in light of available studies. Notably, 
many existing models struggle with accuracy problems, the 
difficulties of adding data to MRI datasets, and the complexity 
of managing various MRI data sources. We established 

BrainTumorNet to close these gaps and improve the diagnostic 
capability. The purpose of our proposed model is to achieve 
higher performance in the detection of brain tumors from MRI 
images. BrainTumorNet aims to establish a new standard in 
both accuracy and reliability in the field of brain tumor 
diagnosis, further enhanced by blockchain technology for 
secure and transparent data administration. 

III. METHODOLOGY 

This section highlights the main methods we employed 
during our research, including image preprocessing, deep 
feature extraction, blockchain integrity, and deep learning 
algorithms.  The process of tumor detection is presented in Fig. 
1. 

 

Fig. 1. The entire system of the proposed model BrainTumorNet. 

A. Data Collection: 

For the study, three publicly available datasets are used. 
The datasets are image datasets that contain MRI images of the 
brain. The detailed description of the employed dataset is stated 
below: 

1) Dataset 1 (DT1): Br35H: Brain Tumor Detection 2020 

[17] is the first dataset used in the study. It is an MRI image 

dataset. The dataset consists of 1500 images positive for brain 

tumors and 1500 images of normal brains. The normal and 

tumor class dataset samples are shown in Fig. 2(a). 

2) Dataset 2 (DT2): The BraTS 2019 [18] is the second 

dataset used in this study. The dataset contains 1500 MRI 

images of the brain with tumor and 1500 MRI images of the 

normal brain. The sample images of this dataset are presented 

in Fig. 2(b). 
 

Fig. 2. Data sample of the three datasets (a) DT1 (b) DT2 (c) DT3. 
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3) Dataset 3 (DT3): The third dataset used in the study is 

available in the Kaggle data repository [19]. This is an 

unbalanced image dataset. It contains 170 MRI images of 

normal brain and 230 images of brain with tumor. The sample 

images of the normal and tumor class of DT3 are presented in 

Fig. 2(c). 

B. Data-preprocessing: 

1) Clache: Contrast limited adoptive histogram 

equalization (CLAHE) is used to enrich the image quality. 

CLAHE improves the contrast of the MRI image. Images are 

normalized using this technique, which also highlights finer 

information for Machine Learning (ML) classifiers to pick up 

on. By boosting contrast locally, the CLAHE method gets 

beyond the limitations of traditional, global approaches. 

Critical hyper-parameters for this technique are the tile size and 

clip limit. Multiple permutations of all these settings are 

examined before the ideal values of tileGridSize (8, 8), and the 

clip limit is settled on (3.7). Algorithm 1 displays the process 

of CLAHE. 

Algorithm 1: CLAHE Working Process 

Procedure CLAHE (Image  , ClipLimit c, GridSize g) 

           Convert   to grayscale 

                 Initialize CLAHE with c and g 

                Apply             on       

  Save            as ‘clahe_output.jpg’ 

  Return            

 End  

   

2) Data augmentation: The datasets, DT1 and DT2 are 

well balanced datasets. However, DT3 is a highly imbalanced 

dataset and consists of a small amount of data. Since ML 

models require a fairly large dataset to train and produce 

efficient performance result. To do this, we leverage the 

ImageDataGenerator class in the Keras library to generate 

high-quality images for the expansion of our training data. 

Table I has the image-making parameters. After augmentation, 

the final count of the DT3 is 500 images of normal brain and 

500 images of brain tumor. Algorithm 2 represents the 

procedure of augmentation. 

TABLE I.  ATTRIBUTES OF IMAGEDATAGENERATOR 

Attributes Values 

Shear_range 0.3 

Zoom_range 0.2 

Vertical flip True 

Horizontal flip True 

Rescale 1/255 
 

Algorithm 2: Augmentation for Balancing Image 

Procedure AugmentData 

 Define ImageDataGenerator attributes 

 Function LOAD_IMAGES (directory) 

  Return images from directory 

  End 

  NormalImages   LOAD_IMAGES 
(normal_dir) 

  TumorImages   LOAD_IMAGES (tumor_dir) 

   While count of normal_images ! 500 do 

    Augment ‘normal’ images 

   End 

   While count of tumor_images ! 500 do 

    Augment ‘tumor’ images 

   End 

  Return Count 

 End  

 

3) Resize image: For uniformity's sake, we resize every 

picture in the collection to 128×128 pixel, since the original 

dimensions of images in the three datasets (DT1, DT2, and 

DT3) vary substantially. 

4) Dataset splitting: The datasets are divided into training 

and validation subsets. The division is done at a ratio of 80:20, 

where 80% of each data belongs to the training set and the 

remaining 20% to the test set. Table II shows the data division 

of each set. 

TABLE II.  DATA DISTRIBUTION OF THE DATASETS 

Dataset Training set Test set Total 

DT1 2400 600 3000 

DT2 2400 600 3000 

DT3 800 200 1000 

C. Blockchain Framework for Secure Data Management in 

BrainNet 

Our proposed system incorporates blockchain architecture 
to ensure effective and secure data retrieval and sharing 
procedure designed for managing medical MRI data. Many 
institutions may cooperatively exchange and store MRI 
information to improve the BrainTumorNet model's detection 
abilities without compromising patient data integrity. Our work 
emphasizes the MRI data retrieval and sharing procedures 
inside our method, based upon the multi-organization 
blockchain designs mentioned by [20], [21]. 
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1) Blockchain-based MRI data retrieval process: In the 

framework of our study, every participating data 

source/hospital provides MRI data, storing it as a unique 

transaction inside the blockchain network. Before this data is 

placed into the blockchain, it undergoes a preprocessing stage. 

Initially, the MRI images are improved using the CLAHE 

approach, which increases the contrast and overall visibility of 

tumor locations in the images. Following this, Data 

Augmentation methods are applied to extend the dataset 

intentionally. This assures increased variety and assists in 

training the BrainTumorNet model more robustly. 

Retrieving this data from the blockchain nodes hinges on 
two key parameters: the distance between the nodes     and 
the unique ID of the hospital     . Each hospital denoted as   , 
is assigned a unique ID, determined in part by its distance     

from another hospital   . This can be represented as, 

                                             (1) 

where,   is a function computing the ID based on the 
hospital’s attributes and its distance from other hospitals.  

The blockchain system maintains log tables that register 
these unique IDs, ensuring that data integrity is maintained at 
all times. When BrainTumorNet needs to access specific MRI 
datasets for its diagnostic tasks, it retrieves the relevant data 
from the corresponding hospitals using the retrieval function 
      . This function returns the data    if     exists in the log 
table, otherwise it returns to error. 

Moreover, the neighborhood distance between two sources, 
   and   , plays a critical role in efficient data access. The 

distance    , can be determined by, 

             (  )                          (2) 

where,   is the distance function and      represents the 
location of source  .  

This research effort aims to establish a new benchmark in 
secure, transparent, and collaborative medical diagnostics, 
laying the foundation for further advancements in this 
interdisciplinary field by combining the robustness of 
blockchain technology with the diagnostic prowess of 
BrainTumorNet and rigorous preprocessing steps. 

D. Deep Learning Models for Classification 

Our proposed model's major objective is to automatically 
identify people who have brain tumors while decreasing 
classification time and increasing accuracy. For the purpose of 
finding brain tumors utilizing multiples MRI datasets, we 
proposed a novel, reliable and robust CNN model 
BrainTumorNet. To establish the most effective transfer 
learning strategy for the classification assignment, six pre-
trained models including VGG16, ResNet50, AlexNet, 
MobileNetV2, InceptionV3, and DenseNet121 are tested. The 
significant characteristics and some essential properties of the 
selected deep CNN models are compiled in Table III The next 
section includes an entire discussion of the model utilized in 
this study. 

1) AlexNet: This model is consisting of five convolution 

layers and three fully linked layers. certain number of 

convolution layers are succeeded by the max-pooling layer (1, 

2, and 5 layers). The ReLU  nonlinearity is applied to the 

output of every fully connected and convolutional layer. Each 

of the connected layers has 4096 neurons [22]. During training, 

neurons are "turned off" with a predefined probability to 

prevent data over-adjustment using a regularization technique 

known as dropout [23]. 

TABLE III.  PROPERTIES OF THE DEEP LEARNING MODELS EMPLOYED IN 

THIS RESEARCH 

Model 
Input  

Shape 

Custom 

Input Shape 
Parameters 

Size 

(MB) 

VGG16 224×224 224×224 138 × 106 552 

ResNet50 224×224 224×224 25.6 × 106 102 

AlexNet 227×227 224×224 60 × 106 240 

MobileNetV2 224×224 224×224 3.5 × 106 14 

InceptionV3 229×229 224×224 23.8 × 106 95 

DenseNet121 224×224 224×224 8 × 106 32 

BrainTumorNet 222×222 - 2.16 × 106 10 

2) ResNet50: ResNet50 [24] is a 50-layer Convolutional 

Neural Network (CNN) composed of 48 fully connected layers, 

one max pooling layer, and one average pooling layer. It's 

capable of performing up to 3.8×10
9
 floating-point 

computations. To resolve the vanishing gradient issue 

prevalent in traditional CNNs and expedite the training 

process, ResNet50 employs a spectrum of convolutional filters 

of varying sizes [25]. With fewer filters, ResNet’s operates 

more promptly. This architecture is trained using 

approximately 23 million parameters. The network is designed 

to receive images where the height, breadth, and channel 

dimensions are multiples of 32. 

3) VGG16: The Visual Geometric Group is referred to as 

VGG [26]. Simonay and Zimmerman [27] created the VGG 

model. VGG employs 3×3 convolutional layers that are layered 

on top of one another and become deeper over time. Max 

pooling layer is responsible for reducing the volume size. 

Afterwards, a softmax classifier is followed by two completely 

connected layers with a total of 4096 nodes each [27]. 

4) InceptionV3: At the ImageNet Recognition Challenge, 

Google introduced Inception version 3 [28]. The Auxillary 

Classifiers contain a label smoothing classifier, a factorized 

7×7 convolution classifier, a batch norm classifier, an 

RMSProp optimizer, and a downscaling classifier for 

extracting and augmenting data from label sequences. The 

InceptionV3 model's training time is shortened by substituting 

bigger convolutions for smaller ones. Several optimization 

methods may be used to remove constraints and make an 

InceptionV3 model more flexible. The model is designed 

employing max pooling, convolutions, concatenations, 

dropouts, and fully-connected layers. 

5) MobileNetV2: MobileNetV2 [38] is built upon an 

inverted residual structure, with residual connections 
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interconnecting its bottleneck layers. The intermediate 

expansion layer utilizes lightweight depth-wise convolutions to 

provide non-linear feature filtering. Following the initial 

convolutional layer with 32 filters, MobileNetV2 incorporates 

19 residual bottleneck layers, resulting in a total of 53 layers 

for the network. The model has been pre-trained using over a 

million images from the ImageNet database, classified into 100 

distinct categories. As a result, the network has gathered an 

enormous number of features from a diverse multitude of 

images. 

6) DenseNet121: The Dense Convolution Network is a 

deep learning model that employs feedforward to link each 

layer to all subsequent layers [29]. DenseNet has (L(L+1))/2 

direct lines compared to L connections for conventional L-

layer CNNs. A feature map may be found in every layer of the 

model. Each layer's feature map serves as the following layer's 

input. It allows for the most information to be sent throughout 

the network by linking all levels directly to one another. 

DenseNet's primary benefits are a large reduction in parameter 

count, prevention of gradient runaway, improvement of feature 

diffusion, and encouragement of feature reuse. DenseNet needs 

fewer parameters than conventional CNN since the feature map 

is not repeatedly trained. Additionally, DenseNet uses 

regularization to lessen the possibility of overfitting. Each of 

the four dense blocks in DenseNet121 has six, twelve, twenty-

four, and sixteen convolution blocks. 

7) BrainTumorNet (Proposed Model): BrainTumorNet 

model is both small in size and computationally effective, 

improving performance across various datasets. This model is 

precisely designed for CNN that processes grayscale images 

with dimensions of 222×222×1 to identify brain tumors from 

MRI scans. The network is designed with four distinct blocks 

that have been optimized for feature extraction. Each of these 

blocks begins with a Conv2D layer, which is statistically stated 

by, 

        ∑ ∑                  
 
    

 
           (3) 

where,        is the input feature map at position       for 

the k
th
 channel.        represents the kernel or filter at position 

      for the k
th
 channel and          is the output of feature map 

after convolution at position       for the k
th
 channel. 

Following the convolutional transformation, there is a 
MaxPooling layer, which is presented as, 

             
          

                             (4) 

Here,        is the pooled output at position       for the k
th
 

channel, and   denotes the pooling window size. 

Each block ends with a batch normalization layer, 
stabilizing the activations and ensuring the features remain 
standardized. As the depth of the network increases, the spatial 
dimensions are progressively reduced, encapsulating more 
complex and sensitive patterns essential to tumor identification. 
Once the entire spatial panorama has been thoroughly 
evaluated, the extracted features are flattened into a 1D tensor, 
covering a size of 10816. This tensor then runs across two 
dense layers, described by, 

                                           (5) 

Here,   is the output of the dense layer,   symbolizes the 
weight matrix,   represents the input to the dense layer, and   
is the bias term. 

The end of BrainTumorNet's activities is encapsulated in its 
last output layer, which is equipped with a sigmoid activation 
function. This design option provides binary classification 
capabilities, properly denoting whether the input MRI shows 
the existence or absence of a tumor. Table IV demonstrates the 
architecture of the proposed model BrainTumorNet. Fig. 3 
illustrates a visual output of the proposed model. 

This proposed model for detecting brain tumors using MRI 
images surpasses prior approaches through feature extraction 
and processing efficiency improvements. Increasing filters on 
convolutional layers are utilized to identify detailed features, 
which are essential for identifying brain tumor characteristics. 
Convolutional layers employ a balanced layout of 1×1 stride 
and 3×3 kernel size to optimize image processing, followed by 
max pooling. This arrangement minimizes the loss of 
information while preserving computational efficiency. 
Integrating BatchNormalization enhances learning stability, 
facilitating fast and consistent training. The model reaches the 
highest point with a binary classification output layer that is 
designed to ensure precise tumor detection. This architectural 
design signifies an important improvement in the accurate 
detection of brain tumors by addressing the distinct difficulties 
associated with MRI image analysis. 

 
Fig. 3. The architecture of the proposed model BrainTumorNet. 
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TABLE IV.  DESCRIPTION OF BRAINTUMORNET ARCHITECTURE LAYERS USED FOR BRAIN TUMOR DETECTION 

Operation Layer Name No. of Filters 
Stride 

Size 
Kernel Size Padding Size 

No. of 

Channels 
Input Shape Output Shape 

Input Image Input Layer - - - - 3 222 × 222 × 1 - 

Convolution Convolution 2D 32 1×1 3×3 Same 32 222 × 222 × 1 222 × 222 × 32 

Pooling Maxpooling - 2×2 2×2 Valid 32 222 × 222 × 32 111 × 111 × 32 

Normalization BatchNormalization - - - - 32 111 × 111 × 32 111 × 111 × 32 

Convolution Convolution 2D 32 1×1 3×3 Same 32 111 × 111 × 32 111 × 111 × 32 

Pooling Maxpooling - 2×2 2×2 Valid 32 111 × 111 × 32 55 × 55 × 32 

Normalization BatchNormalization - - - - 32 55 × 55 × 32 55 × 55 × 32 

Convolution Convolution 2D 64 1×1 3×3 Same 64 55 × 55 × 32 55 × 55 × 64 

Pooling Maxpooling - 2×2 2×2 Valid 64 55 × 55 × 64 27 × 27 × 64 

Normalization BatchNormalization - - - - 64 27 × 27 × 64 27 × 27 × 64 

Convolution Convolution 2D 64 1×1 3×3 Same 64 27 × 27 × 64 27 × 27 × 64 

Pooling Maxpooling - 2×2 2×2 Valid 64 27 × 27 × 64 13 × 13 × 64 

Normalization BatchNormalization - - - - 64 13 × 13 × 64 13 × 13 × 64 

Flattening Flatten - - - - - 13 × 13 × 64 10816 

Fully Connected Dense 128 - - - - 10816 128 

Fully Connected Dense 64 - - - - 128 64 

Output Dense 2 - - - - 64 2 
 

E. Hyperparameters Tuning: 

The principal objective of this research is to develop the 
most efficient model BrainTumorNet for classifying brain MRI 
data. Hyperparameters are a group of factors that have the 
ability to impact the model's training process and provide the 
best outcomes [30-32]. These parameters include the volume of 
epochs, batch size, image size, optimizers, activation function, 
learning rate, decay rate, dropout rate and regularizer. During 
the experiment, we conducted several trials before settling on 
batch size, learning rate, regularization factor, etc. Different 
pre-trained models, including VGG16, ResNet50, AlexNet, 
MobileNetV2, InceptionV3, and DenseNet121, are used to 
execute the proposed brain tumor detection. Using a variety of 
optimizers, each model was assessed for 250 epochs. Each 
model is first tuned using Keras-tune to obtain the appropriate 
hyperparameter ranges. We employ the widely utilized grid 
search strategy for parameter tuning. Table V displays the 
parameters after tuning used during model training. 

F. Evaluation Matrix 

Accuracy, Specificity, Recall, Precision, and F1-score are 
some of the performance metrics calculated to assess the 
models' efficacy.  Accuracy measures the rate of a model 
produce accurate predictions. The relevant predictions of 
positive classes are determined by calculating precision. 

Efficiency in predicting the negative class from the whole set 
of classes is measured by specificity. Contrarily, recall is the 
proportion of true positive classes that were anticipated. The 
F1-score measures how well specificity and recall are 
combined. Eq. (6) through Eq. (10) below express the 
parameters. 

         
     

           
  

          
  

     
  

       
  

     
   

           
  

     
  

           
                

                
 

Here, True Positive (TP) is the proportion of 
positive predictions that turned out to be accurate. True 
Negative (TN) is the accurately anticipated negative images. 
False Negative (FN) represents the count of positive photos 
that were incorrectly labeled as negative. Similarly, False 
Positive (FP) represents the count of negative data that were 
incorrectly labeled as positive. 

TABLE V.  THE FINAL HYPERPARAMETERS USED TO TRAIN THE MODELS 

Model 
No. of 

Epochs 
Batch Size Image Size Optimizers 

Activation 

Function 

Learning 

Rate 
Decay Rate 

Dropout 

Rate 
Regularizer 

VGG16 250 64 224×224 Adam Softmax 0.000001 1e-3 0.2 1e-4 

ResNet50 250 64 224×224 SGD ReLU 0.0001 1e-4 0.2 1e-4 

AlexNet 250 64 224×224 Adagrad ReLU 0.00001 1e-2 0.2 1e-4 

MobileNetV2 250 64 224×224 SGD Softmax 0.1 1e-4 0.2 1e-4 

InceptionV3 250 64 224×224 Adam Sigmoid 0.001 1e-3 0.2 1e-4 

DenseNet121 250 64 224×224 Adam ReLU 0.0000001 1e-2 0.2 1e-4 

BrainTumorNet 250 128 222×222 RMSProp Sigmoid 0.01 1e-5 0.2 1e-4 
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IV. EXPERIMENTAL RESULTS 

A. Experimental Setup 

We utilized the Keras 2.10.0, TensorFlow 2.0, and Python 
3.7 programming languages to execute the proposed models 
and produce results. Visualization was done using the Seaborn 
and Matplotlib packages. System specifications include AMD 
Ryzen 7 running at 3.90 GHz, 32 GB of RAM, a MD Radeon 
RX 580 series GPU, and a Windows 10 setup. 

B. Result Analysis 

Six different transfer learning models and novel 
BrainTumorNet model were employed in the study to detect 
brain tumor from MRI data. Furthermore, the seven models are 
employed on the three datasets containing MRI images of the 
brain. The purpose of the study is to identify a robust model 
that can classify MRI data to diagnose brain tumor. The models 
were run for 250 epoch and the outcome of each epoch are 
recorded for all three datasets. Using Eq. (6) through Eq. (10), 
we can calculate the performance parameters of each model 
and so assess how well each model performs. 

In Fig. 4 we can see the results of the performance 
indicators for DT1. Among the transfer learning models, it is 
seen, the model CNN consistently displays high performance, 
with an accuracy of 95.34%. A precision of 96.14% was 
attained, along with 95.78% recall, 96.32% specificity, and 
95.95% f1-score. It is followed by InceptionV3 with specificity 
of 92.55%, similarly the model falls well short of perfection in 
accuracy (93.5%), precision (92.17%), recall (95.78%) and f1-
score (93.13%). Likewise, the other models, including VGG16, 
AlexNet, MobileNetV2, and ResNet50, all have subpar 
accuracy (90.47%, 93.75%, 91.24% and 89.02%, respectively). 
Contrary to the transfer learning models, the proposed model 
performs with exceptionally high measures. The accuracy of 
the proposed model BrainTumorNet is 98.66%. Similarly, the 
specificity is 98.59% and the f1-score is 97.69%. 

Fig. 5 displays the outcomes of DT2's key performance 
metrics. The CNN model shows the highest classification 
efficiency among the transfer learning models with an accuracy 
of 94.76% and an f1-score of 94.98%. The accuracy score of 
VGG16, ResNet50, AlexNet, MobileNetV2 and InceptionV3 
are 85.78%, 91.45%, 92.01%, 89.71% and 90.83% 
respectively. Performance-wise, the proposed BrainTumorNet 
model is much superior to transfer learning methods with an 
accuracy of 97.17%. 

The results of DT3 are recorded and presented in Fig. 6. 
Similar to the other datasets, the CNN model has the best 
classification efficiency among the transfer learning models in 
DT3 with an accuracy of 92.5% and an f1-score of 92.79%. 
Similar to the previous datasets, in DT3, the BrainTumorNet 
shows the highest efficiency. The classification accuracy of the 
model is 94.24%. The precision, recall, specificity, and 
f1scores are 96.34%, 95.06%, 94.59%, and 95.69%, 
respectively. 

The performance matrix shows that the proposed fine-tuned 
model performs consistently with the highest accuracy over the 

three datasets. However, the classification accuracy of the three 
datasets varies. The datasets DT1 and DT2 achieve accuracy of 
98.66% and 97.17%, respectively. These accuracies are quite 
similar to the accuracy achieved from DT3, which is 94.24%. 

The datasets DT1 and DT2 have higher counts of data 
compared to DT3. When employed on DT3, the models have 
less data to train on, so their performance suffers. On the 
contrary, when the BrainTumorNet model is trained and 
validated on DT1, it achieves the highest performance 
efficiency. 

 
Fig. 4. Perfromance of the models for DT1. 

 
Fig. 5. Performance of the models for DT2. 

 
Fig. 6. Perfromance of the models for DT3. 
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Fig. 7. Confusion Matrix of DT1 for the employed models. 

In Fig. 7, we present the confusion matrix created by the 
seven models on the dataset DT1. In the confusion matrix, T 
refers to data with brain tumors, and N refers to data from 
normal brains. The confusion matrix was built from the 
validation set of DT1 consisting of 600 data. It can be observed 
from the confusion matrix that the proposed model 
BrainTumorNet correctly predicts the most data and has the 
lowest incorrect predictions. 

In Fig. 8(a), the progress of the performance accuracy of 
the proposed model (BrainTumorNet) on DT1 is illustrated. 
The performance of the model on 250 epochs is presented 
during both training and validation of the model. It can be 
observed that in the 1

st
 epoch, the model starts with a very low 

training accuracy of 42% and validation accuracy of 54%. 
However, with each progressing epoch, the model's accuracy 
increases rapidly. On the final epoch, the model provides the 
highest training accuracy of 97.83% and validation accuracy of 
98.66%. 

Likewise, in Fig. 8(b), the progress of the loss of the 
proposed model (BrainTumorNet) over 250 epochs is 
presented. On the 1

st
 epoch, the model demonstrates a high 

training loss of 4.75% and a validation loss of 4.33%. Over the 
increased epoch, the loss rate gradually decreases with 
consistency. On the final epoch, the model achieves the lowest 
training loss of 0.207% and validation loss of 0.135%. 

 

 

Fig. 8. (a) Accuracy and (b) Loss of proposed model on DT1 per epoch. 

V. STATE-OF-THE-ART COMPARISON 

This paper introduces BrainTumorNet, a complex 
convolutional neural network (CNN) specifically designed for 
classifying images of brain tumors, to address the crucial 
difficulty of reliably identifying brain tumors using Magnetic 
Resonance Imaging (MRI). Advanced preparation techniques 
were used to ensure the highest level of data quality, including 
CLAHE for image improvement, data augmentation for 
assuring dataset variety, and blockchain integration for secure 
and traceable data administration. By recording accuracy 
scores of 98.66%, 97.17%, and 94.24% across three datasets 
during testing, BrainTumorNet demonstrated its outstanding 
abilities and established a new standard when compared to 
other pre-trained models. This study raises the standard for 
MRI-based brain tumor identification and gives professionals a 
crucial diagnostic tool. Table VI thoroughly evaluates 
BrainTumorNet's performance in relation to other existing 
models. 
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TABLE VI.  STATE-OF-THE-ART COMPARISON OF PROPOSED MODEL 

Authors Data Type Methods Accuracy 

Khan et al. [13] MRI Fine-tune VGG19 90.03% 

Yahyaoui et al. [14] MRI DenseNet 92.06% 

Febrianto et al. [33] MRI CNN 93% 

Afshar et al. [34] MRI CapsNet 90.89 

Anaraki et al. [35] MRI Shallow CNN 94.20 

Rehman et al. [36] MRI 3D CNN 92.67% 

Sajjad et al. [37] MRI VGG19 90.67% 

Banik et al. MRI BrainTumorNet 

98.66% 

97.17% 

94.24%. 
 

VI. CONCLUSION 

BrainTumorNet, a CNN model developed to detect brain 
tumors from MRI images, was demonstrated in this research 
article. Its performance was improved through a rigorous data 
preparation process that included CLAHE and data 
augmentation. Brain TumorNet’s unique incorporation of 
blockchain technology assures MRI data management that is 
highly secure and identifiable, thereby developing confidence 
and facilitating collaborations focused on data integrity. 
Assessed through the utilization of a wide variety of metrics 
such as accuracy, specificity, recall, precision, f1-score, and 
confusion matrix, BrainTumorNet demonstrated its ability to 
perform by attaining accuracy rates of 98.66%, 97.17%, and 
94.24% on three separate datasets. Furthermore, it 
outperformed six pre-trained deep learning models. Despite 
infrequent misclassifications, its overall efficacy represents a 
significant development in the field of medical imaging. It is 
believed that integrating deep learning with blockchain will 
bring about an important change in perspective in healthcare 
management and brain tumor detection in the future. 
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Abstract—In this article, we propose a model to optimize the 

detection of attacks in IoT. IoT network is a promising 

technology that connects living and non-living things around the 

world. Despite the increased development of these technologies, 

cyber-attacks remains a weakness, making it vulnerable to 

numerous cyber-attacks. Of course, automatic computer 

intrusion detection systems are deployed. However, it does not 

make it possible to mobilize the full potential of Machine 

Learning. Our approach in this maneuver consists of offering a 

means to select the least expensive ML method in terms of 

learning in order to optimize the prediction of threats to 

introduce IoT objects. To do this, we make modular design based 

on two layers. The first module is a canvas containing the 

different methods most used in ML such as supervised learning 

method, unsupervised learning method and reinforcement 

learning method. The second module introduces a mechanism to 

measure the learning cost linked to each of these methods in 

order to choose the least expensive one in order to quickly and 

efficiently detect intrusions in IoT objects. To prove the validity 

of the proposed model, we simulated it using the Weka tool. The 

results obtained illustrate the following behaviors: The 

classification quality rate is 93.66%. This last result is supported 

by a classification consistency rate of 0.882 (close to unity 1) 

demonstrating a trend towards convergence between observation 

and prediction. 

Keywords—IoT; Machine learning; cyber-security; detection of 

attacks; weka tool; classification quality and consistency 

I. INTRODUCTION 

IoT refers to a network of smart objects around the world 
via the Internet, allowing them to collect and exchange data 
without any human interference [1]. However, security in the 
Internet of Things (IoT) is a major concern because it is 
susceptible to cyber-attacks like any other network given the 
proliferation of connected devices and the massive data 
collection they perform [2]. 

Intrusion Detection System (IDS) is an effective technique 
for detecting cyber-attacks in any network. IDS detects cyber-
attacks efficiently and quickly at fog nodes compared to the 
cloud [3]. The IoT network consists of connections between 
different types of smart objects, ranging from supercomputers 
to tiny devices that may have very little computing power. It is 
therefore difficult to secure this type of network and cyber 
security is therefore a major challenge. 

Faced with this new mode of operation of the strike chain, 
traditional network security is no longer suitable. Certainly, 

computer systems for automatic intrusion detection are 
deployed [4, 5]. Most of the latest IDS are based on machine 
learning algorithm for training and detection of cyber-attacks 
on the network. However, their conceptual deficiency does not 
make it possible to mobilize the full potential of Machine 
Learning. 

The problem that arises is that these IDS do not emphasize 
the impact linked to the learning cost for the ML method used. 
This can slow down the attack prediction process by choosing 
an ML method that is inappropriate for the context and 
environment of IoT objects. 

In this context, we propose an approach to boost the 
detection of attacks by choosing the optimal method in terms 
of learning cost to provide a prediction of attacks that is fast, 
efficient and reflects reality. 

The contribution consists of proposing a new process 
framework for integrating ML techniques. This process is 
based on three pillars. The first is the dynamic dimension of the 
cyber-attacks chain. This problem is addressed by proposing an 
updatable dataset in terms of sampling and scoring of 
variables. The second is the competition process of different 
existing ML methods. The third is the introduction of cost-
sensitive learning using a risk-based cost matrix. 

The remainder of this article is organized as follows: 
Related work is given in Section II, Section III delves into 
Approach and method, then Section III deals with the proposed 
modeling, then Section V deals with the methods and 
materials. Section VI dedicated to the results and discussions 
and finally we present the conclusion and the perspectives of 
our work in Section VII. 

II. RELATED WORK 

Intrusion detection systems are built based on data 
collected and trained using supervised, semi-supervised and 
unsupervised learning methods [6]. This article proposes to 
evaluate the performance of intrusion detection systems over 
the long term. The objective is to be able to detect still 
unknown zero-day attacks. 

On the other hand, a summary on the analysis of security 
threats, issues and solutions for Cloud computing uses machine 
learning algorithms [7]. They are used to overcome security 
issues of cloud computing in supervised, unsupervised, semi-
supervised and hardened modes. 
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The Internet of Connected Things in the industrial domain 
(I-IoT) is also an active area of research and is the subject of 
several studies. The problem of low detection rates and high 
proportions of false alarms is addressed in this article [7]. The 
sole objective of this work is to detect and stop cyber-attacks. 
Concerns about the costs and impact of this detection are not 
the focus. 

The article in [8] makes an important contribution to 
solving the problem of security of connected objects. An in-
depth analysis of the literature is assigned to them. The articles 
cited in this study certainly differ in their aims and objectives. 
Some of them approach the question from the reasonable angle 
of the technical constraints intrinsic to the IoT, notably storage, 
memory and energy. 

Other authors in [9, 10] introduce the notions of layered 
architecture with or without integration of techniques such as 
machine learning, artificial intelligence and cryptography. The 
contextualization of the security issue of connected objects 
remains reactive and corrective. However, the proposed 
solutions do not seem to be part of an innovative and proactive 
methodology. 

In the article [11], the authors have access to a review of 
the typology of anomalies, detection layers, context and 
methodology. What emerges is an overly simplistic view of 
anomaly classification. All attacks are classified into a single 
anomaly category, resulting in only four anomaly types. This 
represents more than half of the population. In addition, the 
type of attack is not well specified. More than 90% of articles 
do not consider context. This further weakens the robustness of 
the proposed solutions. 

The articles in [12,13] shows the need to focus on learning 
methods for Cyber security in IoT Networks, the quality of the 
data used and the importance of security issues in free 
decision-making. This last point is crucial with regard to the 
cognitive dimension of the proposed solution. 

In the paper [14], the authors proposed a cyber-attack 
detection framework for IoT using the voting-based ensemble 
learning approach. This idea of ensemble learning like Random 
Forest (RF) is good, but the process does not include risk-based 
thinking although it achieves over 97% accuracy. 

The authors in [15] proposed several approaches based on 
recurrent neural networks (RNN) using long short-term 
memory (LSTM), auto encoders and multi-layer perceptron. 
For the authors [16], deep learning LSTM is applied with the 
resampling of an imbalanced dataset. Here again, no risk 
prioritization or cost discrimination was applied. The overall 
accuracy rate of 99% did not resolve the impact of individual 
cyber-attacks. 

In the work [17], it is recognized that the IoT cyberspace is 
like an “unsecured Internet of Things” and that emerging 
technologies (machine learning, block chain) are key solutions. 
This survey reveals that there are many problems associated 
with the use of machine learning techniques. Topics include 
dataset accuracy and versioning. 

However, these articles do not seem to draw attention to the 
innovative approach of modular analysis and security 

segregation based on learning costs which prompted us to 
focus in this research study on the impact of learning cost of 
ML methods thus influencing the effectiveness of attack 
predication in IoT. 

III. APPROACH AND METHODOLOGY 

The majority of detection systems are based on classical 
linear structure learning models (see Fig. 1). That is, we draw a 
dataset S from an operational IoT network. This data set and 
the underlying variables describe a particular state of a 
functional system. Critical security factors may constantly 
change over time horizon t, with respect to the dynamics of 
cyber threats. The resulting M-model becomes inappropriate 
for tracking cyber-attacks due to short-term mutations in the 
threat process called block chain. 

  
Fig. 1. Classic intrusion detection model. 

Viable, reliable and agile machine learning that streamlines 
operations and strengthens businesses is a very serious and 
time-consuming task [18]. Indeed, this approach to cyber 
security modeling does not call into question the improvement 
in algorithmic performance delivered by a one-way learning 
method. As a result, we will not be able to capitalize on the 
differential advantage offered by a range of different learning 
methods. Additionally, it should be noted that omitting the 
impact of the learning process and attack detection would 
reduce the quality of the model. The reason is that cyber-
attacks differ in terms of their impact on the entire company 
and in terms of the resources used to neutralize them. These 
conceptual cognitions constitute the very foundation of our 
motivation to propose a new type of approach to modeling 
cyber security issues. We seek to achieve essentially the 
following objectives. 

On the one hand, the goal of our approach is to define what 
represents an acceptable algorithmic methodology. It allows 
the learning engine to have access to a set of machine learning 
methods to increase the algorithmic space. The reason is to 
match the most salient issues that need to be resolved. This will 
increase the quality of intrusion detection and the cyber 
security of connected objects. Additionally, the outcome of this 
expected performance depends on the raw data sampling 
process. The quality criteria for this sampling include not only 
the size of the data set but also the relationship between the 
descriptive variables called inter-correlation. This last 
parameter should ideally be reduced to zero. In addition, the 
delay in capturing network data has a great advantage. This 
will keep the dataset up to date and consistent with threat level 
and complexity. 

On the other hand, the objective is to follow a risk-based 
approach when analyzing the cyber-security attack chain or kill 
chain. This means that cyber risk must be identified first. Then, 
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the assessment of this risk is based on its probability and its 
total impact on the system. The end goal of this process is to 
prioritize each risk category in terms of cost weighting. This 
will lead to a framework enabling the integration of security 
objectives, taking into account the risk tolerance level of 
security councils, and at the same time reduce the costs 
induced by security and insecurity related to the Internet of 
Things. 

The ultimate goal of this approach is to develop an 
optimized model that recovers all the drawbacks linked to the 
state of the art of cyber-security and ensures enhanced cyber-
security of connected objects. This model should compensate 
for the shortcomings of the approaches discussed in the state of 
the art. 

IV. PROPOSED MODELING 

The motivation for proposing a new intrusion detector 
optimization model lies in the fact that NIDS attempts to apply 
the same intrusion filters regardless of the risk policies in 
place. Since zero risk is unrealistic, it is essential to control its 
assessment and level of acceptance. 

The ultimate goal of this approach is to develop a model 
allowing you to choose among Machine Learning methods 
(supervised, unsupervised and reinforcement), the optimal 
method to effectively detect intrusions in IoT objects. This 
choice is essentially based on the cost-sensitive technique thus 
minimizing the learning impact of attacks and intrusions in IoT 
objects. 

Upgrading the generic classification and detection model 
involves redefining the methodology. To do this, we imagined 
the creation of two functional layers at the conceptual level 
(see Fig. 2). This brings us to modular programming of the 
detection engine. On the one hand, the first module serves to 
design the algorithmic component of the methodology in order 
to integrate a wide range of learning methods. On the other 
hand, the second module models the security-cost component 
of the methodology. This allows the security manager to 
control the acceptable level of risk in relation to the typology 
of cyber-attacks. In this way, the most optimal classification 
method will be chosen. This is the least expensive method in 
terms of negative impact. 

 

Fig. 2. Macro-learning optimization method for cyber-attacks. 

We find ourselves in an optimization automation process 
with the possibility of acting on the algorithmic parameters and 
the security cost. 

Achieving the previously set optimization goals will be a 
prerequisite for achieving the optimized cyber security logic 
model (see Fig. 3). 

 
Fig. 3. Optimized cyber-security logic model (olm). 

This process takes place in two successive phases. First, we 
introduce the concept of Meta-Learning on which algorithmic 
policy is based. Next, we present the cost-aware learning 
technique. This will make it possible to implement the entity's 
security policy in terms of intrusion detection and cost control. 

Meta-learning corresponds to what we could call macro 
learning. This involves understanding the behavior of multiple 
learning methods. The objective is to collect metadata 
consisting of performance values and algorithmic parameters 
associated with the methods. 

This approach makes it possible to nest or encompass 
several learning methods within a single Canvas. We know that 
the quality of an algorithm includes not only how well it 
predicts reality, but also how quickly it is executed. This is the 
basic principle of the meta-learning process. 

In the second block dedicated to security policy, we 
propose to introduce the notion of learning costs (impacts). The 
goal of classical learning is to minimize the errors generated by 
the difference between prediction and observation. Since not 
all errors have the same cost or impact, we will use the cost-
sensitive learning technique. The fundamental principle of 
cost-aware learning is that the learning engine is informed 
about the cost or impact of intrusion detection scenarios. 

At the formal level of the description of the proposed 
model, we are faced with an operational research problem. On 
the one hand, it involves defining an objective function, which 
takes into account the resource constraint and aims to maintain 
a level of algorithmic performance and to reduce the 
expression of costs. 

Let n be the bisquare dimension matrix, the confusion 
matrix M (Mij) and the cost matrix C (Cij). The objective 
function F should be the aggregation of all effects that trigger 
resource consumption. This includes the cost of detection 
training and the cost of missed detection of an intrusion. F will 
be the scalar product of M and C: 
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Since the first diagonal corresponds to well-classified items, 

their cost is identical and can be normalized to Cij=1: 

  ∑(         )  ∑(    )      

The cost of well-classified elements related to correct 

detection is ∑(    ). This is simply a computational cost. Thus, 

the remaining quantity ∑(         ) of F corresponds to the 

cost linked to the impact of cyber-security. The linear 
optimization of the objective function is obtained by: 

    ∑(         )      

V. METHODS AND MATERIALS 

A. Dataset 

To conduct the proposed work, we used the latest DDoS 
attack dataset CICIDS2018 [19]. Most DDoS attack datasets 
have many limitations, such as missing relevant data and 
redundancy, which are unreliable. The CICIDS2018 datasets 
contain up-to-date real-world working network like data. This 
dataset was collected for five consecutive days with many 
different cyber-attacks as well as normal data. This dataset 
contains the latest network data with and without attack, very 
close to real network data. This dataset is unbalanced, so we 
balanced it using a duplication method because it seriously 
affects the training of the deep learning method and therefore 
testing. This work is applied in an environment containing a 
32-bit Intel Core-i5 processor with 8 GB of RAM in a 
Windows 10 environment. 

B. Confusion Matrix 

The confusion matrix is a predictive analysis tool in 
machine learning. It is also known as an error matrix, and is 
used to evaluate the performance of a machine-learning model 
based on classification, which aim to predict a categorical label 
for each input instance [20]. 

We can also say that the confusion matrix is a summer 
table of the number of correct and incorrect predictions 
produced by a classifier for binary classification tasks. 

The matrix displays the number of true positives (TP), true 
negatives (TN), false positives (FP), and false negatives (FN) 
produced by the model on the test data (see Table I).  

 True Positive (TP): when the actual value is Positive 
and predicted is positive. 

 True Negative (TN): when the actual value is Negative 
and prediction is Negative. 

 False Positive (FP): When the actual is negative but 
prediction is Positive. Also known as the Type 1 error 

 False Negative (FN): When the actual is Positive but the 
prediction is Negative. Also known as the Type two 
errors. 

TABLE I.  CONFUSION MATRIX BASIC METRICS 

Techniques Observation 

Learning 
(Predicted Class) 

(True Positives) TP (False Positive) FP 

(False Negative) FN (True Negative) TN 

C. Performance Metrics 

The performance of proposed deep learning models for the 
detection of DDoS attack is measured by standard matrices as 
Accuracy, Recall and Precision. The definition and the 
equation for the same is given below: 

Accuracy: An indicator makes it possible to measure the 
proportion of well-classified individuals relative to the entire 
population examined. It is obtained using the following 
equation: 

         
     

           
 

Precision: An indicator of false alarms. It allows us to 
answer the following question. What proportions of positive 
identifications were actually correct? It is obtained using the 
following equation: 

          
  

     
 

Recall: A metric that characterizes detection failures. This 
failure results in the presence of false negatives. It is obtained 
using the following equation: 

       
  

     
 

D. Weka Tool 

The physical implementation of the IoT cyber-security 
model requires the use of hardware and software resources. In 
order to produce an Optimized Physical Cyber-security Model 
(OPCM), we opted for open source software that is well known 
in the scientific research community. This is Weka and its 
applications. 

WEKA provides implementations of learning algorithms 
that you can easily apply to your database. It also includes a 
variety of tools for transforming datasets. These include 
algorithms for discretization and sampling. It can also be used 
to pre-process a dataset, integrate it into a learning scheme, and 
analyze the resulting classifier and its performance [21]. 

In this article, we use the tool for apply learning methods to 
a dataset and analyze its output to learn more about the data. 
The objective is to verify the performance of our cyber security 
mechanism in effectively predicting attacks hitting the IoT. 

VI. RESULTS AND DISCUSSIONS 

The evaluation study of the proposed model is based on a 
set of tests obtained after simulating the model in the Weka 
tool. These data will be provided as input values to the 
prediction function. The results of this operation will be 
compared with the corresponding observation values. 
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Fig. 4. Prediction (star series) of cyberattacks using confusion matrix. 

As these results show in Fig. 4, we notice that almost 2863 
packets are denial of service (see DINAIL*). This prediction is 
confirmed by the observations of the test set. In addition there 
are 1928 packets recognized as benevolent (see Normal*) both 
in prediction and in observation. We find the errors made by 
the model for a column of observations outside the first 
diagonal. There were 1628 predictions ARP spoofing (see 
SPOOF*). The curves show that the prediction (star series) of 
cyber-attacks is very close to the values from observation. 

To assess the validity of the model, several indicators can 
measure these objectives at the same time. We have the holistic 
statistical estimates, which evaluate the overall performance of 
the model. These indicators reflect the quality, shortcomings 
and consistency of the learning process. 

 
Fig. 5. Performance statistics. 

In Fig. 5, the results obtained illustrate the following 
behaviors: The classification quality rate is 93.66%. This rate 
shows a high level of conformity between predictions and 
observations. This result is supported by a classification 
consistency rate of 0.882 (close to unity 1), demonstrating a 

trend towards convergence between observation and 
prediction. This deduces the accuracy and performance of the 
model evaluated. 

We then proceed to deepen our assessment of the model's 
validity using other metrics such as the model's sensitivity, 
specificity and precision. 

 

Fig. 6. Learning assessment metrics. 

From these test results (see Fig. 6), we deduce that the 
sensitivity varies between 74% and 97%, while the specificity 
of the model is between 95.8% and 99.8%. The false alarm rate 
(false positives) is therefore between 0.2% and 4.2%. 

VII. CONCLUSION 

Our exploration has revealed major IoT security risks. The 
physical security of IoT is challenged in remote sites. 
Hardware and software upgrades and updates are critical. This 
is a major constraint to the scale of the threat. 

This threat is accentuated by the availability of tools for 
researching and exploiting vulnerabilities in the IoT system. 
This represents obvious cyber security challenges. 

In this design, special attention is paid to the cybernetic 
strike chain. To adapt to this, we opted for an optimized 
detection model. This optimization is based on algorithmic and 
security policies. 

This integrates the potential of algorithmic methods and the 
reduction of learning costs. To implement it, macro-learning 
(Meta learning) and discriminated cost methods are used. The 
programming is carried out on the Weka of the machine-
learning platform. 
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Abstract—In order to improve the accuracy of yield risk 

evaluation, an intelligent evaluation model of yield risk based on 

empirical probability distribution is constructed. The 

dimensionality reduction method of risk factor based on 

principal component analysis is adopted. After adjusting the 

multiple data dimensions of risk factors that affect the rate of 

return to a unified dimension, the cluster-based evaluation index 

screening method is used to build the evaluation index set that 

best reflects the risk of the rate of return; The index weight 

vector equation method based on entropy weight and 

information entropy is used to set the evaluation index weight. 

Through the comprehensive evaluation model based on the 

empirical probability distribution of risk indicators, the 

empirical probability distribution information of risk indicators 

at all levels is analyzed, and the risk level of yield is intelligently 

evaluated. The research structure shows that the model can 

effectively evaluate the level of return risk and provide an 

effective reference for preventing and controlling investment 

return risk. 

Keywords—Empirical probability distribution; yield; risk 

intelligence evaluation; principal component analysis; clustering; 

weight 

I. INTRODUCTION 

The characteristics of the investment itself, the complexity 
of the market environment and the risk management ability of 
investors will greatly affect the project's return on investment 
[1]–[3]. In order to obtain the highest return, investors should 
evaluate the investment risk of the product in the early stage. 
Because the risk always accompanies the return, and the high 
return must be accompanied by the high risk, so once the risk 
occurs, it may give investors a devastating blow [4], [5] The 
greater the risk of the activity is, the greater the loss of the final 
result if the decision is wrong, and vice versa. Risk cannot be 
completely avoided, but rational choice can minimize risk [6]. 
When conducting risk evaluation, investors should consider the 
source and use of funds. When examining the use of funds, that 
is, the investment of projects, they should also 
comprehensively consider the risks of financing and the overall 
market environment [7]. 

According to the analysis of the existing risk evaluation 
models, Authors used the NPV analysis model and @ risk 
software to assess the economic benefits and risks of China's 
carbon capture, utilization and storage projects in the context of 
carbon neutrality. Although the evaluation effect is effective, it 

is limited by the completeness of software functions. If the 
software is abnormal, whether the evaluation accuracy meets 
the standards remains to be tested [8]. Researchers built a risk 
evaluation model for overseas mining investment based on the 
structural power theory. Firstly, they built an evaluation index 
system of mining investment risk with the safety structure, 
production structure, financial structure and knowledge 
structure as the criterion level; then, the Topsis method and 
grey correlation analysis method were used to build a grey 
correlation risk evaluation model to complete the effective 
evaluation of overseas mining investment risk. However, this 
model does not analyze the problem of data dimension and 
indicator overlap, and the evaluation ability needs to be 
optimized [9]. Authors used the case analysis method to 
identify the investment risk of overseas railway construction 
projects and built a risk index system. Relevant methods 
establish the risk assessment model of overseas railway 
construction project investment. But the evaluation accuracy of 
this model is limited by the training effect of the neural 
network [10]. 

Although the above methods have made some progress, the 
accuracy of rate of return risk evaluation is low, and there are 
problems in evaluating the risk level of rate of return. 
Therefore this study focuses on the intelligent evaluation of 
yield risk. After reducing the dimension of risk factors, the 
clustering algorithm is introduced to cluster risk factors and 
build the optimal yield risk index system. On the basis of 
determining the weight of each index, empirical probability 
distribution theory is introduced to build an intelligent 
evaluation model of yield risk based on empirical probability 
distribution. In this model, the dimension reduction method of 
risk factors based on principal component analysis is adopted. 
After adjusting the data dimensions of various risk factors that 
affect the rate of return to a unified dimension, the evaluation 
index set that best reflects the rate of return risk is constructed 
by the evaluation index screening method based on clustering. 
The index weight vector formulation method based on entropy 
weight and information entropy is used to set the evaluation 
index weight. Through the comprehensive evaluation model 
based on the empirical probability distribution of risk 
indicators, the empirical probability distribution information of 
risk indicators at all levels is analyzed, and the risk level of 
return rate is intelligently evaluated. After the experimental 
test, the conclusions are as follows: (1) After reducing the 
dimension of the data of the influencing factors of yield risk, 
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the data dimension is obviously controlled in a unified range, 
which ensures the regularity of the data; The test results of 
cross-correlation coefficient of yield risk assessment results 
show that the cross-correlation coefficient is 1, and there is a 
significant correlation between the yield risk assessment results 
and the actual yield risk level; Compared with other models, 
the evaluation effect is the best, which can accurately evaluate 

the risk level of return, and the evaluation results are in line 
with the reality. 

II. INTELLIGENT EVALUATION MODEL OF YIELD RISK 

According to the classification of systematic risk and non-
systematic risk, the classification of risk types of return on 
investment is shown in Fig. 1. 

 

Fig. 1. Classification of risk categories of return on investment. 

A. The Dimensionality Reduction Method of Risk Factor 

Based on Principal Component Analysis 

According to the risk types described in Section II, many 
risk factors affect the rate of return. These risk factors are 
highly related to economic data, and the data dimensions are 
inevitably different [11], [12]. If such factors are directly used 
in the rate of return risk evaluation, it will increase the number 
of evaluation tasks. As a statistical analysis method for data 
dimensionality reduction, the principal component analysis 
method can transform multiple dimensions of the rate of return 
risk factors into a unified dimension on the premise of retaining 
most of the original information so as to improve the efficiency 
of data analysis [13], [14]. 

Principal component analysis (PCA) is a statistical analysis 
method with the main method of reducing data dimensions. On 
the premise of losing little original information, it transforms 
multiple influencing factors into several comprehensive factors 
(principal components) by calculating covariance, explains the 
internal structure of multiple influencing factors through a few 
principal components, catches the main contradictions and 
reduces the number of variables, and achieves the purpose of 
data compression and improving the efficiency of analysis 
[15], [16]. The main steps of the dimensionality reduction 
method for risk factors based on principal component analysis 
are as follows: 

1) Standardize the data of yield risk factors. The risk 

factor data of the original yield is standardized to eliminate the 

impact of the yield risk factor data dimension and order of 

magnitude [17]. The standardization equation is: 

   
  

      

  
   (1) 

In the formula, a'ij is the risk factor data of the standardized 
rate of return; aij is the original factor data; βj and Rj are the 
sample mean and standard deviation of the jth yield risk factor; 
i=1,2,3,...,n, j=1,2,3,...,m,  and   are the number of samples and 
the number of factors. 

2) Calculate the correlation coefficient matrix of 

standardized factor data [18]. The correlation coefficient 

matrix   (   )   
 is the   -order symmetric matrix, and 

the correlation coefficient     represents the degree of 

correlation between the   -th factor and the   -th factor. The 

calculation equation of     is: 

    
∑ (      )(      )

 
   

√∑ (      )
  

   
√∑ (      )

  
   

  (2) 

In the formula,     and     are the   standardized data of 

the   -th and   -th risk factors respectively.    is the mean value 
of the second risk factor sample. 
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3) For the characteristic vector    of the yield risk factor, 

∑    
    

    is required, where     represents the   -th 

component of the characteristic vector   ,  - ,  -. 
4) Calculate the variance contribution rate and determine 

the principal component. Variance contribution rate    

represents the proportion of variance of principal component 

   in the total variance, and its calculation equation is: 

   
  

∑   
 
   

       (3) 

Generally, the first   principal components of the 

cumulative contribution rate ∑        
    can contain most 

of the original factor information [21]. 

5) Calculate the principal component load (principal 

component coefficient matrix). The relationship between the 

principal component load value     and the eigenvector    is: 

    
   

√  
      (4) 

6) Determine the dimension of risk evaluation factors of 

return rate [22]. Principal component load value     and 

variance contribution rate    of the principal component 

jointly determine the final dimension of yield rate risk 

assessment factors. Then: 

   
∑ |   |  

 
   

∑ ∑ |   |  
 
   

 
   

  (5) 

In the formula,    is the dimension of the   -th yield risk 

factor. 

B. Cluster-based Evaluation Index Screening Method 

There is usually "coverage" and "overlap" of information 
between evaluation indicators. In order to obtain more accurate 
and objective evaluation results, this paper first determines and 
eliminates the indicators whose information is covered and 
then adjusts the weight of evaluation indicators according to 
the amount of information overlap. 

Determining the evaluation index set usually includes two 
stages: rough selection and simplification of the evaluation 
index. The rough selection indicator set mainly considers the 
comprehensiveness of the evaluation indicators and is 
determined by the experts in the field and the evaluators 
through consultation; the selected indicator set mainly 
considers the representativeness of the evaluation indicators, 
which can be determined by statistical analysis methods such 
as correlation analysis based on the evaluation indicator value. 
There is no relevant quantitative method for the rough selection 
of evaluation indicators. Here, only a few main principles to be 
followed are given: 

1) Purpose principle. To select evaluation indicators, it 

must first clarify the purpose of the evaluation. The evaluation 

indicators concerned vary with different purposes. 

2) The principle of comprehensiveness. This principle 

needs to be followed in the rough selection stage of evaluation 

to ensure that the information contained in the evaluation 

index set reflects the effectiveness of weapons and equipment 

as fully and comprehensively as possible. As a result, there is 

also a phenomenon of coverage and overlap between 

evaluation indicators. 

3) Principle of independence. This is a slightly conflicting 

principle with the principle of comprehensiveness. In the 

process of rough selection of evaluation indicators, it is 

necessary to compromise with the principle of 

comprehensiveness. It is to avoid the coverage and overlap of 

evaluation indicators as much as possible and ensure that 

certain characteristics of weapon equipment effectiveness will 

not be repeatedly reflected in multiple evaluation indicators. 

4) Feasibility principle. The selected evaluation index 

must have a clear meaning, which can not only be understood 

and recognized by most people but also determines the 

evaluation index value based on sufficient and reliable data. 

In this section, in the risk factor set after dimension 
reduction in Section II(A), the "very close" risk indicator 
factors can be determined through cluster analysis. At this 
time, these indicators can be considered to cover each other. 
Here, the distance between the yields risk evaluation indicators 
   and    is given as follows: 

      
∑ .  

   ̄ /.  
   ̄ /

 
   

√0∑ (  
   ̄ ).  

   ̄ /
 
   1

 
  (6) 

In the formula,     represents the distance between 

indicators    and   ;  ̄  ∑   
    

   ,  ̄  ∑   
    

   ; m  

is the number of indicators. 

It is assumed that the risk evaluation index of return rate, 
class   , is obtained by combining class    and class   , and 
the distance between it and class    is defined by the middle 
distance method as follows: 

    √
 

 
   

  
 

 
   

  
 

 
   

       (7) 

where,     represents the distance between the class    
and   ;     represents the distance between classes    and   ; 
    represents the distance between classes    and   ;     
represents the distance between classes    and   . 

If    and    only contain one yield risk evaluation index 
   and   , there are: 

         (8) 

Further, the evaluation index screening method based on 
clustering is as follows: 

1) Set the distance threshold   between the evaluation 

indicators, and treat the yield risk evaluation indicator 

             as   different categories; 

2) Calculate the distance between classes according to Eq. 

(6) to Eq. (8); 

3) Determine whether the minimum distance          

is less than  ; 

4) If yes, merge classes    and    into a new class   , 

and skip to step (2), otherwise execute step (5); 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

974 | P a g e  

www.ijacsa.thesai.org 

5) Output evaluation index class   . 

Assume that    contains the set of yield risk evaluation 
indicators *            +  *            +, and   is the 
number of yield risk evaluation indicators included in   . At 
this point, it can be considered that *            + has basically 
covered each other, and it is further necessary to select the 
most representative yield risk evaluation index from them. 
Since the complex correlation number    reflects the degree of 
correlation between    and other indicators, the larger the value 
is, the higher the degree of coverage between    and other 
indicators is; that is, the more representative   is. The complex 
correlation coefficient between    and other indicators are as 
follows: 

   √
 

   
(∑    

    
   )      (9) 

where,     is the correlation coefficient between indicators. 

Further, the complex correlation coefficient corresponding 

to the representative index    of    is       
     

  . 

After the reduction of yield risk indicators, the set of yield 

risk evaluation indicators obtained is { ̂   ̂       ̂ }  
*            +,   is the number of yield risk evaluation 
indicators after the reduction, and the set of indicators 

{ ̂   ̂       ̂ } is the evaluation indicator system that best 

reflects the yield risk after the reduction. 

C. Index Weight Vector Equation Method based on Entropy 

Weight and Information Entropy 

1) Equation ion of weight vector in index layer 

considering data entropy weight: Entropy weight is an 

indicator to measure the degree of information provided by 

indicator data. By evaluating the degree of variation of data, 

we can measure the impact of the indicator data on the final 

rate of return risk evaluation results [23]. 

Firstly, the following steps are adopted to equation the 
weight vector between indicators within each indicator layer: 

a) Through the expert scoring method, it can get the 

importance matrix  ( )  (   )   
 between the indicators in 

the   -th index layer of { ̂   ̂       ̂ }, where            , 

    is the importance between the   -th index and the   -th 

index. The maximum eigenvalue and eigenvector of  ( ) are 

calculated as shown in Eq. (10). 

 ( )
 

 ̂ 
∑

( ( )  ( ))

  

 ̂ 
 

   
  (10) 

In the formula,  ( )  (            )  is the 
approximate eigenvector of the   -th index layer, which is the 
initial weight. A consistency check is performed on  ( )   , 
and if it is satisfied, it can proceed to the next step; otherwise, 
return to step (1) to re-evaluate  ( ) ,  -. 

b) The information entropy evaluation is carried out for 

the  th index of the   -th index layer in { ̂   ̂       ̂ }. The 

evaluation method is as follows (11): 

 (   )  
 ∑  (     )   (   (     ))

 (   )
   

  ( (   ))
  (11) 

In the formula,  (   ) is the information entropy of the   -
th index in the   -th index layer;  (   ) is the number of factor 
data of the   -th index of the   -th index layer;  (     ) is the 
satisfaction index of the   -th index factor data in the   -th 
index layer. 

c) The improvement of  ( ) taking into account 

information entropy is shown in Eq. (12): 

 ̄( )   ( )   ( )  (12) 

In the formula,  ̄( ) is the weight vector of the   -th index 
layer taking into account the information entropy;  ( ) is the 
information entropy vector of the   -th index layer; It  can 
normalize the above equation: 

 ̄(   )  
 ̄(   )

∑  ̄(   ) 
   

  (13) 

In the formula,  ̄(   ) is the weight of the   -th index in 
the   -th index layer after normalization. 

2) Formulation of weight vector of criterion layer 

considering weight information entropy 

However, the impact of different criteria levels on the final 
rate of return risk evaluation results is different, which cannot 
be reflected by the traditional expert scoring method and needs 
to be improved by using weight information entropy [25]. 

The formulation steps of the weight vector of the criterion 
layer considering the weight information entropy are as 
follows: 

a) Based on the expert scoring method and the feature 

vector method [26], the weight vector between the criteria 

layers is obtained as     , and the specific method is the 

same as the weight vector between the indicators within the 

specified criteria layers. 

b) The entropy weight is reflected in the criterion layer 

as follows: the weight information entropy of different 

evaluation indicators in the criterion layer, and the weight 

information entropy of the   -th criterion layer is calculated as 

shown in Eq. (14): 

  ( )  
 ∑  ̄(   )   (   ̄(   ))

 ( )
   

  ( ( ))
  (14) 

where,   ( ) is the weight information entropy of the   -
th criterion layer;  ( ) is the number of indicators in the   -th 
criterion layer. 

c) The weight vector      between the criteria layers 

is improved by using the weight information entropy, as 

shown in equation (15). 

 ̄( )   ( )   ( )  (15) 

where,  ̄( ) is the improved weight vector of the criterion 
layer. To sum up, the   -th criterion layer can be obtained, and 
the comprehensive weight of the   -th index is shown in Eq.  
(16): 
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 (   )   ̄( )  ( )  (16) 

D. Comprehensive Evaluation Model Based on the Empirical 

Probability Distribution of Risk Indicators 

In order to comprehensively evaluate the return risk of each 
proposed investment project, we adopted an expert scoring 
method based on questionnaire. Considering that the rate of 
return risk index system consists of multiple groups of 
indicators, and each group of indicators contains different 
numbers of factors, a questionnaire scoring table is tailored for 
each project. 

The design of the questionnaire carefully considered 
various risk indicators to ensure that quantitative and 
qualitative data were covered, so that experts could 
comprehensively and accurately assess risks. Specially invited 
20 experts from the industry to participate in the grading. 
These experts have profound academic background and rich 
practical experience in related fields, and their grading has high 
authority and reference value. In the questionnaire, experts 
need to tick the corresponding level according to the data 
collected by the index system and their cognition of the project 
risk level. This process ensures that every expert can score 
according to a unified standard, thus increasing the objectivity 
and accuracy of scoring. 

After this process, 20 answers from different experts will 
be obtained for each project. These answers provide valuable 
data to construct the empirical probability distribution of risk 
indicators. Through statistical analysis, we can understand the 
distribution of various risk indicators and the overall risk 
assessment of the project by experts. In order to ensure the 
validity and reliability of the questionnaire, a strict validity test 
is carried out. The content validity test is used to ensure that 
the questions and options in the questionnaire can fully reflect 
the rate of return risk index system. Secondly, the structural 
validity test is carried out, and the factor structure of the 
questionnaire data is analyzed to ensure that the measured 
results of the questionnaire are consistent with the expected 
risk factor structure. 

1) Calculate the empirical probability distribution of risk 

indicators at each level: 

    (  )  
 

  
 (   )  (17) 

In the formula,     (  ) refers to the probability 

distribution column of the risk indicators at the criterion level 
among the risk indicators at each level;    is the risk level. 
Similarly, there are similar expressions for risk indicators at the 
indicator level, namely: 

    (  )  
 

  
 ̄(   )  (18) 

In the formula,     (  ) represents the probability 

distribution column of the risk indicators at the indicator level 
among the risk indicators at each level. 

Among the risk indicators at all levels, the empirical 
probability distribution of the   -th risk factor of the   -th risk 
indicator at the criterion level is: 

    ( )  ∑     (  )
 
     (19) 

At this time, the total empirical probability distribution of 
risk indicators at the indicator level can be expressed as: 

   ( )  ∑     
 ̄(   )
   ( )   (21) 

In the formula,  ̄(   ) is the comprehensive weight of risk 
indicators at the indicator level. 

2) Based on the empirical probability distribution of risk 

indicators at all levels, the risk level of the rate of return is 

evaluated: 

 ( )  .   (  )    (  )    (  )    (  )    (  )/ (22) 

In the formula,    (  ) is the empirical probability 

distribution column data of indicators in risk level 1. The total 
value of empirical probability distribution is 1. It is mainly 
used to judge the degree of risk level based on the proportion 
of empirical probability distribution of risk indicators in each 
risk level. In the issue of income risk evaluation, the risk level 
is mainly divided into five levels, namely, lower risk, low risk, 
medium risk, high risk and higher risk. 

III. EXPERIMENTAL ANALYSIS 

In order to analyze the use effect of the model in this paper, 
the risk level of the return rate of two enterprises invested by a 
private equity fund is evaluated. A comprehensive data set is 
needed to train and verify the model, and the data set of yield 
risk is selected as the experimental data set, which is collected 
from publicly available financial databases, including historical 
yield data of financial markets such as stocks, bonds and 
futures. Collect GDP growth rate, inflation rate, interest rate, 
etc. from economic databases or official institutions, and 
collect income, profits, assets, etc. from company financial 
reports or public databases. 

Data preprocessing is an important step to build the model. 
Firstly, data cleaning is carried out to remove the repeated, 
abnormal and wrong data points in the data set to ensure the 
accuracy and reliability of the data. Secondly, in order to 
eliminate the influence of dimension and range in feature data, 
feature normalization is carried out, so that different features 
can be compared and calculated fairly. Finally, the missing 
values are filled by interpolation or regression to ensure the 
integrity and continuity of the data. These pretreatment 
measures can improve the efficiency and accuracy of model 
training, and provide a solid data foundation for building an 
intelligent evaluation model of return risk based on empirical 
probability distribution. Table I is the information on yield risk 
indicators constructed by this model. 

Table II shows the setting details of the weight of the yield 
risk evaluation indicators in this model: 

The model in this paper analyzes the investment risk of two 
enterprise projects using the risk evaluation of the rate of 
return. Table III is the empirical probability distribution 
column of risk indicators of Enterprise 1 and Enterprise 2. 
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TABLE I. INFORMATION ON YIELD RISK INDICATORS 

Criterion layer Indicator layer Factor 

Financial risk 

Solvency 

Current ratio 

Quick ratio 

Asset-liability ratio 

Liabilities/EBIT 

Profitability 

Net interest rate of equity 

Profit margin of main business 

Net asset interest rate 

Operational capacity 

Total asset turnover 

Inventory cycle rate 

Accounts receivable turnover rate 

Cash payment ability 

Free cash flow 

Cash flow debt ratio 

Sales cash ratio 

Growth ability 
Sales growth rate 

Profit growth rate in the past two years 

Non-financial risk 

Industry risk 

Political and economic fluctuation risk 

Policy and regulatory risks 

Industry life cycle risk 

Market risk 

Sales risk 

Supply chain risk 

Market competition risk 

Market development risk 

Product risk 

Property right risk 

Product substitution risk 

Technical environmental risk 

Product technical risk 

Product economic risk 

TABLE II. WEIGHT SETTING DETAILS OF YIELD RISK EVALUATION INDICATORS 

Criterion layer Indicator layer Weight Factor Weight 

Financial risk 

Solvency 0.140 

Current ratio 0.273 

Quick ratio 0.296 

Asset-liability ratio 0.176 

Liabilities/EBIT 0.255 

Profitability 0.312 

Net interest rate of equity 0.487 

Profit margin of main business 0.315 

Net asset interest rate 0.198 

Operational capacity 0.179 

Total asset turnover 0.312 

Inventory cycle rate 0.302 

Accounts receivable turnover rate 0.386 

Cash payment ability 0.114 

Free cash flow 0.4 

Cash flow debt ratio 0.302 

Sales cash ratio 0.298 

Growth ability 0.255 
Sales growth rate 0.491 

Profit growth rate in the past two years 0.509 

Non-financial risk 

Industry risk 0.258 

Political and economic fluctuation risk 0.322 

Policy and regulatory risks 0.24 

Industry life cycle risk 0.438 

Market risk 0.271 

Sales risk 0.288 

Supply chain risk 0.227 

Market competition risk 0.251 

Market development risk 0.234 

Product risk 0.471 

Property right risk 0.204 

Product substitution risk 0.194 

Technical environmental risk 0.154 

Product technical risk 0.253 

Product economic risk 0.195 
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TABLE III. THE EMPIRICAL PROBABILITY DISTRIBUTION OF RISK INDICATORS OF TWO ENTERPRISE PROJECTS 

Risk level Item 1 Item 2 

1 0.450 0.173 

2 0.347 0.290 

3 0.151 0.263 

4 0.052 0.143 

5 0.000 0.131 
 

As shown in Table III, the empirical probability distribution 
column value of Project 1 accounts for the largest proportion in 
risk level 1, followed by risk level 2, and 0.00 in risk level 1, 
while the empirical probability distribution column value of 
Project 2 accounts for the largest proportion in risk level 2, 
followed by risk level 3. There are empirical probability 
distribution columns in five risk levels, indicating that the risk 
is greater than Project 1. 

Fig. 2 and Fig. 3 show the details of the data distribution 
dimensions before and after the dimensionality reduction of the 
data of the factors influencing the yield risk. 

As shown in Fig. 2 and Fig. 3, the data dimension of the 
model in this paper is significantly different before the 
dimensionality reduction of the data of the factors influencing 
the yield risk. If such data is directly used in the intelligent risk 
evaluation, it will increase the difficulty. However, after 
reducing the dimension of the data of the factors influencing 
the yield risk in this model, the data dimension is obviously 
controlled in a unified range, ensuring the regularity of the 
data. 

Whether the risk evaluation results are credible when the 
model is used to assess the project yield risk of two enterprises 
is tested, and the cross-correlation coefficient reflects the test 
results. The analysis method of correlation number     is: 

    
   .  

( )
   

( )
/

  
( )

  
( )    (22) 

In the formula,   
( )

 and   
( )

 are the standard deviation 

between the risk level of the   -th and   -th project rate of return 
and the risk level of the actual rate of return. The value of     is 

0, indicating that there is an error in the yield risk evaluation 
result; If the value of     is close to 1, it indicates that there is a 

significant correlation between the yield risk evaluation result 
and the actual yield risk level. Then the cross-correlation 

coefficient of the yield risk evaluation results of the model in 
this paper is shown in Fig. 4. 

As shown in Fig. 4, the cross-correlation coefficient test 
results of the yield risk evaluation results of the model in this 
paper show that the cross-correlation number     is 1, 

indicating that the yield risk evaluation results are significantly 
correlated with the actual yield risk level, and the evaluation 
results are reliable. 

In order to highlight the mining effect of the model in this 
paper, it compares the model in reference [8], model in 
reference [9] and model in reference [10] to determine whether 
the model in this paper has application advantages. Fig. 5 
shows the comparison test results of the four models. 

 
Fig. 2. Before dimensionality reduction of the data of yield risk influencing 

factors. 

 

Fig. 3. After the dimensionality reduction of the data on the influencing factors of yield risk. 
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(a) Project of enterprise 1 

 
(b) Project of enterprise 2 

Fig. 4. The test results of the cross-correlation coefficient of the yield risk evaluation results of this model. 
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               (a) Evaluation results of this model.        (b) Evaluation results of reference [8] model 

          
              (c) Evaluation results of reference [9] model.        (d) Evaluation results of reference [10] model 

Fig. 5. Comparative test results of four models. 

As shown in Fig. 5, after the model in this paper, the model 
in reference [8], the model in reference [9] and the model in 
reference [10] evaluate the same yield risk target, the 
evaluation effect of the model in this paper is the best, which 
can accurately evaluate the yield risk level, and the evaluation 
results are in line with the reality. However, the evaluation 
results of the model in reference [8], the model in reference [9], 
and the model in reference [10]are biased. The reason is that 
the model in this paper can reduce the dimension of risk 
indicators and screen indicators before evaluation so as to 
ensure the rationality of indicators. 

IV. CONCLUSION 

This paper constructs an intelligent evaluation model of 
yield risk based on empirical probability distribution, 
comprehensively analyzes the yield risk from multiple 
perspectives, analyzes it from financial and non-financial 

perspectives, constructs an intelligent evaluation index of yield 
risk, and designs a comprehensive evaluation model based on 
the empirical probability distribution of risk indicators. After 
in-depth performance testing in the experiment, the test 
conclusions are as follows: 

1) After the dimensionality reduction of the data of the 

factors influencing the yield risk in the model of this paper, 

the data dimension is obviously controlled in a unified range, 

ensuring data regularity. 

2) The cross-correlation coefficient test results of the yield 

risk evaluation results of the model in this paper show that the 

correlation number is 1, the yield risk evaluation results have a 

significant correlation with the actual yield risk level, and the 

evaluation results are reliable. 

3) Compared with other models, the model in this paper 

has the best evaluation effect and can accurately evaluate the 
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risk level of the rate of return. The evaluation results are in 

line with reality. 

For the future research work of the intelligent evaluation 
model of return risk based on empirical probability 
distribution, the following are some prospects: 

1) Establish a more accurate model: Future research can 

explore a more accurate model and introduce market 

sentiment and macroeconomic indicators to improve the 

prediction accuracy of the model. 

2) Consider the nonlinear relationship: In fact, there may 

be a nonlinear relationship between stock returns, and future 

research can explore how to consider the nonlinear 

relationship to better describe and predict the return risk. 

3) Consider the change of market conditions: The change 

of market conditions is one of the important factors affecting 

the rate of return. Future research can explore how to adjust 

model parameters according to different market conditions 

and provide corresponding risk assessment. 
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Abstract—The effectiveness of machine learning (ML) and 

deep learning (DL) models on the Quora question pairs dataset is 

investigated in this study. ML models, including AdaBoost, 

reached 73.44% test accuracy, while ensemble learning 

approaches enhanced outcomes even further, with the Hard-

Voting Ensemble achieving 76.13%. DL models, such as FCN, 

demonstrated test accuracy of 81% with cross validation. These 

findings contribute to natural language processing by 

demonstrating the potential of ensemble learning for ML models 

and the DL models' detailed pattern-capturing capacity. 

Keywords—Ensemble learning; natural language processing; 

deep learning; machine learning  

I. INTRODUCTION  

Ensemble learning has grown increasingly popular as an 
efficient machine learning technique to increase accuracy and 
predictability in predictions. At its core, ensemble learning 
entails merging multiple models into a more accurate predictor 
[1]. There are various techniques for producing multiple 
models simultaneously. Bagging is one such approach [2], 
where multiple models are trained on random subsets of 
training data for multiple models to share a set of results. 
Another technique, called boosting [3], allows models to be 
trained sequentially to address errors from prior models. A 
third technique called stacking [4] uses multiple models trained 
on identical data and employs a meta-model as a bridge to 
integrate their outputs. Stacking is a method by which multiple 
models are trained to find an ideal way of combining their 
predictions. Predictions from base models serve as input into 
an intermediate-level model which then learns how to weigh 
and combine them to produce a final prediction. 

Ensemble learning offers numerous advantages over single 
models. It reduces the risk that an overfitted model becomes 
too complex and learns noise instead of patterns in data; and 
captures more patterns. Ensemble learning can also enhance 
the predictability and stability of predictions by creating a 
model less sensitive to small fluctuations in data. Furthermore, 
ensemble learning combines all models' strengths for improved 
accuracy in forecasts. Ensemble learning in machine learning 
refers to the practice of combining multiple models into one to 
increase accuracy and robustness. This involves training 
multiple models on one dataset using different initializations or 
hyperparameters for their training sessions. Ensemble 
learning's central concept is that combined models will 

outperform individual ones due to being better at capturing 
more patterns while avoiding overfitting. Ensemble learning in 
natural language processing has yielded excellent results for a 
range of tasks such as text classification and sentiment 
analysis. Ensemble learning can easily manage various data 
types - textual as well as structured data - making it applicable 
to many NLP tasks. Selecting the optimal ensemble method 
and configuration can be a complex process that involves 
extensive experimentation and evaluation. Furthermore, 
training multiple models may prove too expensive a prospect; 
hence ensemble learning has proven an indispensable asset to 
NLP applications. Recent machine learning studies have 
demonstrated the power of ensemble learning over individual 
classifiers when it comes to improving performance. Ensemble 
learning has had a considerable effect on machine learning 
applications, leading to its widespread usage across various 
domains such as text classification. [5- 8]. Deep neural 
networks (DNN), one of the cornerstones of machine learning, 
have emerged as a formidable force over recent years. DNNs 
have contributed to advancing natural language processing and 
text classification techniques. Speech recognition, object 
detection, visual object recognition, and object identification 
all benefit. [9]. Deep learning techniques differ from classical 
machine learning in that they automatically identify and extract 
complex features without manually creating them [10]. Deep 
learning employs multiple network architectures to address 
problems, including feed-forward neural nets, convolutional 
networks, and recurrent networks [11]. Recently, many 
attempts have been made to combine DNNs and ensemble 
methods to enhance prediction performance. To develop 
ensemble deep learning, one of the easiest and simplest 
approaches is integrating deep learning directly into existing 
ensemble learning methods. Most attempts focus on creating 
weighted-average models of deep learning models; studies 
have demonstrated that ensembles incorporating DNNs 
outperform individual DNNs for classification tasks [12]. 

The Quora Question-Pairs dataset is one of the most 
frequently utilized resources for identifying question pairs. 
With over 400,000 questions identified as either duplicates or 
not duplicates, this dataset offers an excellent way to pinpoint 
question pairings. Duplicate questions must be identified to 
reduce redundancy on search engines, forums, and question-
answering software. Unfortunately, due to its wide range of 
languages and question structures, this task is no easy feat. This 
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study investigates the efficacy of ensemble learning methods in 
recognizing question pairs from the Quora Question Pairs data 
set. Various ensemble methods were compared to improve the 
accuracy of machine learning models as well as deep learning 
models. Current experiments demonstrate how ensemble 
learning can be accomplished by combining models such as 
logistic regression, random forests, and XGBoost with deep 
learning models like convolutional neural networks or long-
short-term memory networks. This study will conduct further 
investigations of hyperparameters and assess the 
interpretability of ensemble models, contributing to an 
expanding body of research in ensemble learning and natural 
language processing (NLP), providing insight into optimal 
ensemble methods and configurations to identify question 
pairs; these results may also have applications in search 
engines, online forums and question answering software 
systems. 

This research performs comparative experiments on the 
dataset using the most popular ensemble techniques; weighted 
and vote ensemble methods, which contribute to and 
encompass the development of ensemble learning algorithm, 
extensive experimentation with various machine learning 
models, performance evaluation, comparative analysis against 
existing methods, and an exploration of prediction strategies 
within the context of ensemble learning for semantic similarity. 
To that purpose, the following are the primary contributions of 
the paper: 

In current study, comprehensive trials were carried out by 
cross-validating training several machine learning models, 
followed by precise evaluations. This strategy demonstrates the 
ensemble methods underlying potential for assessment the 
performance of models on the dataset of Quora question 
pairings. Ensemble learning approaches using a varied variety 
of machine learning models had not been investigated on the 
Quora question pairs dataset. 

This analysis using Current Ensemble Techniques is 
expanded to evaluate the effectiveness of ensemble approach 
with a number of well utilized ensemble techniques. The 
competitiveness and benefits in the context of semantic 
similarity are shown in this comparative analysis. 

This research covers a comparison by applying deep 
learning to the Quora question pairs dataset which enables us 
to illustrate deep learning's performance and natural benefits in 
dealing with the issues given by question pair classification 
tasks that providing a complete evaluation of model 
performance and emphasizing the practical value of these gains 
in tackling real-world situations. 

This paper is organized as follows. Section II presents the 
related works. Data preparation is shown in Section III. 
Section IV discusses the proposed model. While the results and 
discussion are given in Section V. Finally, Section VI 
concludes the current research. 

II. RELATED WORK  

Several studies as shown in Table I, have investigated the 
effectiveness of different ensemble methods, such as bagging, 
boosting, and stacking, in improving the performance. Study 
by Dhakal et al. [13] focused on used Natural Language 

Processing to address the issue of question duplication in Q&A 
forums by using Deep Learning to determine whether question 
pairings are duplicates. Sharma et al. research [14] investigated 
the task of Natural Language Understanding (NLU) through 
the analysis of duplicate questions in the Quora dataset. They 
explored the dataset extensively and applied a variety of 
machine learning models, including linear and tree-based 
models. To overcome the duplicate question problem provided 
by the Quora dataset, they tried an enormous number and 
variety of machine learning models. A basic Continuous Bag 
of Words neural network performed the best, they also 
performed error analysis and discovered some subjectivity in 
the dataset's labelling.  

Chandra and Stefanus [15] modelled the Quora question 
pairings dataset to find a related question; The assignment is a 
binary categorization. They attempted several methodologies 
and algorithms, as well as a distinct approach from earlier 
efforts. For XGBoost and CatBoost, they employed Bag of 
Words with Count Vectorizer and Term Frequency-Inverse 
Document Frequency with Unigram for feature extraction. 
Furthermore, they tested the WordPiece tokenizer, which 
considerably increases model performance, and they were able 
to get up to 97 percent accuracy. They tested Bag of Words 
with two boosting algorithms: Catboost and XGBoost. They 
also used simple LSTM and BERT to evaluate Quora Question 
Pairs. The results reveal that BERT outperformed the other 
models.  

The goal of research done by Sharma et al. [16] was to 
determine whether a question pair is similar; they used a 
dataset provided by Quora on Kaggle to accomplish this. That 
dataset had four lakh records, which assisted us in training their 
models and obtaining the necessary outcomes. They employed 
Natural Language Processing knowledge and different 
classification and boosting techniques to determine which is 
more useful, then they examined the accuracy of various 
models to determine which method is best suited for the task. 
The same has been done with the aid of multiple graphs and 
tables to highlight the differences in the accuracy of various 
algorithms. It was critical to clean and pre-process the data 
before applying any algorithm. After that, they used techniques 
such as the Count Vectorizer with XG Gradient Boosting, the 
TF-IDF Vectorizer with XG Gradient Boosting, Logistic 
Regression, and Random Forest. 

Anishaa et al. [17] proposed a novel approach by filtration 
of the Quora datasets using SQLite which takes one-quarter the 
time it takes to pre-process the same dataset using existing 
methodologies such as python functions. It concluded that 
XGBoost outperformed the other machine learning approaches 
discussed, it has also been discovered that pre-processing with 
SQLite has improved response time. To analyses and find the 
best model, they employed machine learning techniques such 
as Random Forest, Logistic Regression, Linear SVM (Support 
Vector Machine), and XGBoost. The error log loss functions 
(0.887, 0.521, 0.654, and 0.357) of the machine learning 
algorithms were analyzed and compared. XGBoost has the best 
performance among the other models.  

Chandra and his colleagues [18] provided a technique for 
detecting duplicate question pairs in their study by dividing the 

https://arxiv.org/search/cs?searchtype=author&query=Chandra,+A
https://arxiv.org/search/cs?searchtype=author&query=Stefanus,+R
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selected dataset in a 70:30 ratio. A technique known as random 
splitting was employed. It was discovered that if a feature 
timestamp for each question was given, then a time-based 
splitting might be utilized to partition the dataset, because the 
questions asked earlier differed greatly from the questions 
answered recently. Enabling this feature increases accuracy. 
The model uses the Glove pre-embedding to classify the 
questions. Features such as fuzzywuzzy help to achieve very 
minimal log loss. The log loss for the XGBoost model was 
0.35, while the log loss for the Siamese LSTM model was 0.21.  

Furthermore, Gontumukkala et al. [19] proposed a method 
to overcome two drawbacks of Quora as the occurrence of 
duplicate questions that cause ambiguity and insincere 
questions that lessen the value of the site by suggesting a 
strategy to address these two issues using Deep Learning (DL) 
and Natural Language Processing (NLP) approaches. Bi-
directional Long Short-Term Memory (BiLSTM) and Bi-Gated 
Recurrent Unit (BiGRU) architectures with attention 
mechanisms were used for both problems, and Siamese 
Manhattan Long Short-Term Memory (MaLSTM) 
architectures were used for question pair identification. Five 
different word embeddings were used for each problem. When 
it comes to accuracy, precision, recall, and F1 Score, the 
models that have been used are performing well. For the 
classification of sincere questions, their model achieved the 
highest accuracy of 95% and the highest F1 score of 0.82 using 
FastText + BiLSTM + BiGRU. For the identification of Quora 
question pairs, their research work achieved the highest 
accuracy of 90% and the highest F1 score of 0.89 using 
Paraphrase-MiniLM-L6-v2 + Siamese MaLSTM. 

Sendi et al. [20] introduced a transparent, deep ensemble 
classification method based on multiagent arguments. This 
approach leverages deep learning algorithms combined with 
argumentation to outperform traditional ensemble methods, 
providing explain-ability while meeting Explainable AI needs. 
Furthermore, Mohammed and Kora [21] proposed a novel 
ensemble meta-learning strategy which combines multiple 
classifiers was proposed.  

Karlos and his colleagues [22] presented the proposed 
ensemble method outshone other ensemble methods on 
benchmark datasets in terms of performance. Furthermore, its 
meta-learner's performance was further improved by taking 
advantage of probability distributions for class labels. This 
paper describes an ensemble-based training scheme for binary 
classifying using random feature splitting. 

Gonçalves et al. [23] assessed the effectiveness of a multi-
view ensemble for full-text classification using different 
document sections as views. Results demonstrate its accuracy 
in classification accuracy and F1-score calculations. C4.5 
serves as their meta-learner to implement support vector 
machine algorithms for stacking. For views creation, they 
utilized the OHSUMED full-text biomedical dataset; results 
from experiments demonstrate that multi-view techniques 
significantly improve text classification within biomedical text 
mining. Findings indicate that adding text from certain sections 
to datasets outperforms simply using titles and abstracts alone.  

Haghighi and Omranpour [24] offered an ensemble 
classifier stacking model to recognize handwritten digits. 

Addressing different writing styles and structural similarities 
among digits, this model uses a convolutional network (CNN) 
paired with bidirectional long-short-term memory (BLSTM) to 
unify both methods. It utilizes the innovative use of image 
class probability vectors as input to the meta-classifier, further 
increasing accuracy with its deep-learning model through 
BLSTM's ability to learn vectors and arrays. Stacking 
ensemble classification helps reduce recognition errors by 
considering similarities between Persian/Arabic numbers and 
writing style variations. The model was tested on a large 
dataset consisting of 102.352 points from 102.352 classes of 
Persian/Arabic data. It achieved high accuracy rates of 99.98% 
for the training set and 99.39% for the test set. These results 
demonstrate enhanced performance compared with 
convolutional neural network experiments and previous 
research.  

Araque et al. [25] investigated ways of improving 
performance using both deep learning techniques and 
traditional surface approaches for Sentiment Analysis. Deep 
learning offers advantages over surface approaches in terms of 
automatic feature extraction and richer representation abilities. 
This paper features six contributions; as an initial task, a deep-
learning-based sentiment classifier using word embedding is 
constructed as a baseline solution. Second, two ensemble 
techniques combine the baseline with other surface 
classifications commonly employed for Sentiment Analysis. 
Thirdly, they introduce two models that leverage data from 
multiple sources by combining surface and deep features. 
Fifthly, a taxonomy that classifies all proposed models is 
presented. Seven datasets from microblogging and movie 
reviews domains are utilized to conduct various experiments 
that compare performance between proposed models and 
baseline deep learning systems. An F1-Score analysis verifies 
the performance of their proposed models.  

A study done by Onan et al. [26] implemented a multi 
objective voting scheme for sentiment analysis that uses 
optimization. The ensemble method incorporates a static 
classifier, majority voting errors, forward search, and multi 
objective differentiation evolution algorithm. Base learners 
include Bayesian log regression, naive Bayes (linear 
discriminant analysis), logistic regression, and support vector 
machine while the current method outshone ensemble learning 
techniques in various classification tasks. Ankit and Saleena 
[27] offered a Twitter Sentiment Analysis which detects 
sentiments and opinions within tweets. To achieve accurate 
classification of tweets they selected an accurate classifier. 
They consider common base classifiers such as Naive Bayes 
and Random Forest, SVMs, and Logistic Regression as base 
classifiers. An ensemble classifier combining all these 
classifiers is then proposed to improve performance and 
accuracy.  

Convolutional Neural Networks (CNN) [28] used to 
identify the semantic similarity of questions using the Quora 
question pairs dataset. Glove pre-trained word embedding 
applied to identify the semantic similarity between queries. 
This word embedding vector is fed into CNN, and the results 
are compared to Siamese Neural Networks. The model 
achieved an accuracy of 79%. Wang et al. [29] used the Stack 
Overflow dataset to investigate three deep learning algorithms 
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to identify duplicate questions: DQ-CNN, DQ-RNN, and DQ-
LSTM, which are based on CNN, RNN, and LSTM, 
respectively. Six distinct question groups are used to evaluate 
the effectiveness of DQ-CNN, DQ-RNN, and DQ-LSTM. 

Except for the Ruby question group, their experimental results 
reveal that DQ-LSTM outperforms DupPredictor, Dupe, 
DupePredictorRepT, and DupeRep in terms of recall-rate@5, 
recall-rate@10, and recall-rate@20. 

TABLE I. SUMMARY OF THE PREVIOUS WORKS 

MODEL Accuracy Precision Recall F1-score 

Supervised Machine Learning 

Algorithm [13] 
    

Random Forest [13] 0.741 - - - 

Logistic Regression [13] 0.677 - - - 

Decision Tree [13] 0.683 - - - 

Support Vector Machine [13] 0.542 - - - 

K Nearest Neighbors[13] 0.719 - - - 

Multinomial Naive Bayes [13] 0.673 - - - 

Most frequent class [14] 63.1 - - - 

LR with Unigrams[14] 75.4 - - 63.8 

LR with Bigrams[14] 79.5 - - 70.6 

Linear LR with 

Trigrams[14] 
80.8 - - 71.8 

LR with Trigrams, tuned[14] 80.1 - - 71.5 

SVM with Unigrams[14] 75.9 - - 63.7 

SVM with Bigrams[14] 79.9 - - 70.5 

SVM with Trigrams[14] 80.9 - - 72.1 

Tree-Based Decision Tree[14] 73.2 - - 65.5 

Random Forest[14] 75.7 - - 66.9 

Gradient Boosting[14] 75.0 - - 66.5 

CBOW[ 14] 83.4 - - 77.8 

LSTM[ 14] 81.4 - - 75.4 

LSTM + Attention [14] 81.8 - - 75.5 

BiLSTM[ 14] 82.1 - - 76.2 

BiLSTM + Attention [14] 82.3 - - 76.4 

CV-XGBoost [15] 68.09 - - - 

CV-CatBoost [15] 74.66 - - - 

TF-IDF-XGBoost [15] 69.14 - - - 

TF-IDF CatBoost [15] 75.39 - - - 

XGB [16] 0.79 0.80 0.80 - 

Logistic regression [16] 0.74 0.75 0.73 - 

SGDC [16] 0.74 0.73 0.75 - 

Random forest [16] 0.83 0.81 0.82 - 

XGBoost [18] 69% 0.79 0.69 0.73 

Paraphrase- MiniLM-L6-v2 + 
Siamese MaLSTM [19] 

90% 0.85 0.94 0.89 

LSTM [30] 83.8% - - 0.79 

BiLSTM + Frame-GBDT [31] 87.92% - - - 

Neural Networks +  Multi-head 

Attention [32] 
86.83% 0.84 0.81 0.82 

Siamese LSTM [33] 82.77% 0.79 0.70 0.75 

XG Boost [34] 81% - - - 

BERT Model [35] 80% - - - 
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III. DATASET 

In this study, experiments were conducted on the Quora 
Question Pairs dataset, which is widely used for question pairs 
identification tasks. The dataset consists of 404,290 question 
pairs, each identified by a unique ID. For each question pair, 
the dataset provides the question IDs (qid1 and qid2), the 
actual text of the first question (question1), the actual text of 
the second question (question2), and a binary label indicating 
whether the questions are duplicates (1) or not duplicates (0). 

 
Fig. 1. The distribution of questions in the QQP dataset. 

 
Fig. 2. Unique and repeated questions in the QQP dataset. 

Fig. 1 shows a notable aspect of the dataset is the 
distribution of question pairs. Approximately 63.08% of the 
pairs are labeled as not similar or non-duplicates, while 36.92% 
are labeled as similar or duplicates. This class imbalance 
should be taken into consideration during the data 
preprocessing and model training stages. 

One interesting idea were explored during the data 
preparation stage is the identification of unique and repeated 
questions as shown in Fig. 2. By analyzing the dataset, 
discovered that 98% of the questions occur only once, 
implying that most questions do not repeat themselves. The 
dataset also revealed that the maximum number of times a 
question is repeated is fifty. 

Understanding the distribution and uniqueness of questions 
provides valuable insights into a dataset, aiding in designing 
appropriate preprocessing techniques and sampling strategies.  

 Cross-validation was used to assess the performance of 
models on the Quora Question Pairs dataset. The code snippet 
illustrates how to select and initialize various machine learning 
algorithms, such as Gaussian Naive Bayes (GNB), Logistic 
Regression (LR), Stochastic Gradient Descendant, Decision 
Tree (DT), Random Forest AdaBoost Extra Trees. Deep 
Learning classifiers included Fully Connected Networks 
(FCN), LSTM Bidirectional LSTM.  

As part of models’ assessment, stratified 10-fold cross-
validation were used to compare models. This technique 
ensures each fold maintains an equal distribution of classes to 
that found in the original dataset and minimizes potential bias. 
Accuracy scores were used to judge each classifier's 
performance; files containing this information allow for 
thorough comparisons among them. 

Cross-validation provides us with a powerful way to 
evaluate the performance of simple models for question pair 
identification using the Quora dataset. Reliable estimates of 
each model's accuracy allow us to make informed choices 
about suitability for ensemble learning; the results of which 
will inform future hyperparameter tuning and model selection 
steps leading to an ideal ensemble model to identify question 
pairs. 

IV. PROPOSED MODEL  

This paper proposes a model of a schematic representation 
architecture that uses ensemble approaches on the QQP dataset 
to improve the accuracy and reliability of question pair 
similarity prediction as provided in Fig. 3. This architecture 
integrates their predictions to provide strong and 
comprehensive similarity evaluations, with the goal of 
capitalizing on the strengths of varied base models. The 
ensemble technique tries to increase predictive accuracy while 
also establishing a more robust foundation for question pair 
analysis by synthesizing multiple perspectives on question 
relatedness. This architecture advances the subject of question 
similarity assessment within the context of the Quora dataset 
by integrating several modelling strategies and evaluating their 
combined efficacy. 

 
Fig. 3. Proposed general model architecture. 

At this stage, text data was processed in various ways to 
extract features that would aid in the modeling process. The 
text was initially tokenized using the Tokenizer module of 
TensorFlow Keras preprocessing modules. This process 
converted sentences to integer sequences according to word 
indexes; tokenized sequences were then either extended or 
reduced until reaching 25 words long. Pre-trained GloVe word 
embeddings were employed to capture semantic information 
present in text documents, using word-to-vector maps 
provided. By iterating over the word index, a matrix of word 
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embeddings was produced, initially initialized with zeroes 
before gradually being filled up by GloVe embeddings' word 
vectors. This word embedding matrix was employed to 
transform text data, using tokenized and padded question data 
to fit neural network input requirements for model training. 
These features were denoted q1_data (original data) and 
q2_data (transformed version of data), then stored for training 
use. 

Ensemble Learning with Machine Learning Classifiers 
Approach 

Ensemble learning techniques are powerful tools that can 
increase model performance by combining predictions from 
different base models into one cohesive prediction. In this 
research study [36], voting ensemble and weighted average 
were employed as ensemble techniques. 

The Voting Ensemble Technique involves aggregating 
individual model predictions to produce a final result. A hard 
voting technique was employed, in which the model with the 
highest number of votes was selected to predict class. This 
collective decision-making enabled more effective 
performances compared to any one model within an ensemble. 

Soft voting was utilized, taking into account the 
probabilities associated with each class prediction and adding 
up each label's predicted probabilities to determine which class 
had the highest predicted probability. This method also 
factored in confidence levels associated with each model 
prediction to enhance ensemble predictive abilities. 

Simple averaging the ensemble techniques was used as a 
simple averaging approach or weighted averaging. This 
approach averages the predicted values across different base 
models using element-wise averages and was utilized in both 
classification and regression tasks to provide more accurate 
prediction models from diverse models. 

This section presents an in-depth overview of the machine 
learning (ML) classifiers utilized in this ensemble framework 
to identify question pairs. These algorithms include Gaussian 
Naive Bayes (GNB), Logistic Regression (LR), Stochastic 
Gradient descent, Decision Tree Random Forest, and Gradient 
Boosting Machine. 

Gaussian Naive Bayes, a probabilistic classification method 
that utilizes Bayes' theorem and assumes independence of 
features, is derived from Bayesian Naive Bayes. Logistic 
Regression, on the other hand, is a linear model widely used to 
estimate probabilities associated with binary outcomes using 
logarithmic functions. Stochastic Gradient Descent optimizer 
model parameters iteratively using random subsets from the 
training data, while Decision Tree creates an interwoven tree-
like structure by recursively partitioning features into feature 
splits. Random Forest employs ensemble averaging to combine 
multiple decision trees into an ensemble for improved 
prediction performance, while AdaBoost trains weak learners 
iteratively by assigning greater weights to instances that have 
been misclassified, and Extra Trees creates a group of random 
decision trees to improve generalization. Gradient Boosting 
Machine creates an ensemble by continuously adding models 
that correct previous errors. 

The dataset was examined using an ensemble learning 
approach, employing various machine learning models. The 
dataset was divided into two sets for analysis - X_train 
(training) and X_test (testing), with target variables created as 
copies of these two groups Y_train and Y_test, respectively. 

For evaluation purposes, widely popular classifiers were 
trained such as Gaussian Naive Bayes, Logistic Regression, 
Stochastic Gradient descent, Decision Tree, and Random 
Forest classifiers as well as AdaBoost Extra Trees Gradient 
Boosting Machine and Random Forest to compare models' 
performances against each other. Each of the classifiers 
employed its respective hyperparameters and training 
algorithms to train on training data before being deployed on 
testing data to predict target variables. 

An ensemble prediction was created by combining 
predictions from each model using a simple average technique 
and then comparing these predictions against labels to calculate 
accuracy scores. Furthermore, performance metrics such as 
precision, recall, and F1 scores; specificity loss logs; ROC 
scores; Cohen's Kappa coefficient of correlation values were 
calculated and recorded. 

Voting Classifier was used to implement a voting-based 
ensemble. Two variations, hard and soft voting ensembles were 
explored; hard voting uses majority voting to combine 
individual classifier predictions; while soft voting used 
probabilities weighted according to each classifier's confidence 
in its prediction. Both ensembles were evaluated on the 
accuracy, classification reports, and confusion matrices for 
evaluation. A data frame (score) was produced to summarize 
the results, detailing each model and ensemble's performance 
metrics. 

A. Deep Learning Approach 

The current approach also integrates Deep learning (DL) 
classifiers such as Fully Connected Networks, Long Short-
Term Memory, and Bidirectional LSTM into its repertoire. 
FCN is an architecture of neural networks with fully connected 
layers; typically used for classification tasks. LSTM is a 
recurrent neural network type capable of modeling long-term 
dependencies within sequential data, while Bidirectional 
LSTM adds context information from past and future inputs by 
processing sequences both forwards and backward 
simultaneously. This ensemble framework harnessed their 
complementary properties and strengths in combination with 
each other to increase accuracy and robustness for question 
pair identification tasks. Finally, experimental results were 
presented as well as evaluating their performance. 

As part of the current experimental setup, this study 
analyzed this dataset using deep learning methods, 
demonstrating several neural network models including Fully 
Connected Network, Long Short-Term Memory network 
(LSTM), and Bidirectional LSTM models. a Time Distributed 
Layer was used, which employs deep learning architecture to 
classify questions as duplicates or not. Below is an outline of 
its implementation and evaluation process. 

Initializing all variables and data structures. Next, the 
dataset was split into two sets - training and testing. Within the 
training set there can also be further subdivided into five folds 
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to facilitate cross-validation. The current model was then built 
using Keras' functional API for flexible architecture consisting 
of two input layers for every pair of questions posed to it. 

The embedding layer transforms words into dense vectors of 
fixed size for every question, using pre-trained embeddings of 
words to capture semantic data. Output from this embedding is 
fed into a Time Distributed Layer followed by a Max Pooling 
operation to produce fixed-length representations of each 
question, before being concatenated together and passed 
through several dense layers such as batch normalization and 
dropout regularization to reach completion. 

The final layer is a dense layer with a sigmoid activation 
function. This layer produces a score that indicates the 
likelihood of two questions being identical. 

A 5-fold cross-validation approach is used to evaluate the 
model. Once trained using a set number of epochs and 
callbacks are implemented to save weights based on validation 
accuracy, then tested against a test set to evaluate accuracy and 
loss of prediction. 

The algorithm incorporates visual elements like confusion 
matrices and learning curves to get a general sense of how well 
its model is performing. Other metrics, such as precision, 
recall, F1 scores and specificity metrics were used to evaluate 
the classification performance of the models. 

TABLE II. UTILIZING CROSS VALIDATION FOR COMPARATIVE ANALYSIS OF SIMPLER MODELS ACCURACIES 

MODEL Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10 

Naive Bayes 0.67119 0.67324 0.67324 0.67409 0.67698 0.67641 0.67446 0.67347 0.67273 0.66998 

Logistic Regression 0.70775 0.70867 0.70860 0.70701 0.71157 0.71078 0.71273 0.70778 0.71071 0.70859 

Stochastic Gradient Descent 0.71214 0.71026 0.71344 0.71365 0.72298 0.71269 0.71492 0.70891 0.71121 0.71615 

Decision Tree 0.72171 0.72114 0.72160 0.72051 0.72415 0.72191 0.72212 0.72583 0.72068 0.72290 

Random Forest 0.77569 0.77728 0.77803 0.77545 0.78092 0.77473 0.77837 0.77918 0.78042 0.77826 

AdaBoost 0.73220 0.73676 0.72765 0.73408 0.73429 0.73389 0.74032 0.73421 0.73672 0.73933 

Extra Trees 0.76806 0.77068 0.77414 0.76866 0.77598 0.76883 0.77569 0.77402 0.77600 0.77378 

Gradient Boosting Machine 0.75418 0.75188 0.75435 0.75654 0.75813 0.75283 0.75537 0.75590 0.75685 0.75251 

TABLE III. CROSS-VALIDATION RESULTS: MEAN VALUES AND 

STANDARD DEVIATIONS OF MODEL PERFORMANCE 

Algorithm 
Cross Validation 

Means 

Cross Validation 

Errors 

Naive Bayes 0.67358 0.00201 

Logistic Regression 0.70942 0.00180 

Stochastic Gradient Descent 0.71364 0.00372 

Decision Tree 0.72226 0.00156 

Random Forest 0.77783 0.00197 

AdaBoost 0.73494 0.00344 

Extra Trees 0.77258 0.00304 

Gradient Boosting Machine 0.75486 0.00195 

FCN model architecture features dense layers with different 
activation functions and dropout layers to prevent overfitting, 
created using an Adam optimizer with binary cross-entropy 
function and dropout layers as dropout layers to avoid 
overfitting. The LSTM architecture employed a recurrent 
network with LSTM cells. Data was reshaped according to 
input requirements for an LSTM model and dense layers were 
added similar to an FCN; dropout layers were also 
implemented to enhance generalization. Finally, this model 
was constructed and trained using an optimization algorithm, 
loss function, and FCN model as its training environment. 
Implementing the Bidirectional-LSTM Model An additional 
bidirectional layer was added to an LSTM architectural model 
for training of Bidirectional-LSTM model, enabling it to 
capture data from past and future timesteps while increasing 
understanding of temporal dependencies. Finally, an LSTM 
was used as the training medium. 

V. RESULTS  

A. Evaluation Metrics 

 Accuracy, which stands as one of the most fundamental, 
and intuitive evaluation metrics as it measures the ratio 
of correctly predicted instances over the total number of 
evaluated instances as shown in formula (1). It signifies 
the overall correctness of a model's predictions. While 
accuracy serves as a valuable initial assessment, it may 
not be the sole determinant of a model's performance, 
particularly when dealing with imbalanced datasets 
where one class predominates over others [37]. 

         
     

           
 (1) 

 Error Rate, which quantifies the proportion of 
incorrectly predicted instances within the dataset and 
provides a clear picture of misclassifications which is 
the ratio of incorrectly predicted instances over the total 
number of evaluated instances as shown in formula (2) 
and is particularly relevant in scenarios where false 
positives or false negatives bear substantial 
consequences [37]. 

            
     

           
 (2) 

 Precision [37], which accentuates the accuracy of 
positive predictions and quantifies the proportion of 
true positive predictions (correctly identified positive 
instances) relative to the total number of positive 
predictions (comprising true positives and false  

positives) as shown in formula (3).  

          
  

     
  (3) 
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 Recall (sensitivity or the true positive rate) assesses a 
model's capability to correctly identify all relevant 
instances from a dataset [37]. From the proportion of 
true positive predictions in relation to the total number 

of actual positive instances (encompassing true 
positives and false negatives) as shown in formula (4). 

       
  

     
   (4)

TABLE IV. COMPARISON TABLE OF ML BASED MODELS 

 
Train 

Accuracy 

Test 

Accuracy 
Precision Recall F1 Score Specificity 

Matthew 

Correlation 

Coefficient 

Cohen 

Kappa 

ROC 

Score 
Loss Log 

Naive Bayes 0.51866 0.5175 0.42993 0.9409 0.59017 0.26966 0.25797 0.1689 0.605 17.39107 

Logistic Regression 0.63082 0.63075 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.5 13.3092 

Stochastic Gradient 

Descent 
0.5944 0.5908 0.46496 0.7177 0.56432 0.51652 0.2283 0.21049 0.617 14.74902 

Decision Tree 0.68679 0.67717 0.57045 0.509 0.53799 0.77561 0.29225 0.29114 0.642 11.6358 

Random Forest 0.69127 0.68942 0.6417 0.3598 0.46106 0.88239 0.28845 0.26644 0.621 11.19449 

AdaBoost 0.77972 0.73435 0.66278 0.5712 0.61359 0.82987 0.41553 0.41288 0.701 9.57503 

Extra Trees 0.70752 0.70098 0.65113 0.4098 0.50298 0.87147 0.32135 0.30464 0.641 10.7777 

Gradient Boosting 
Machine 

0.69441 0.69088 0.6805 0.307 0.42308 0.91563 0.28832 0.25117 0.611 11.14189 

 F1-score, as shown in formula (5) represents the 
harmonic mean of precision and recall. This metric 
strikes a balance between precision and recall, offering 
a consolidated score that accounts for both false 
positives and false negatives [37].  

         
                  

                
  (5) 

B. Ensemble Learning on ML Results 

At this research facility, an in-depth evaluation was 
conducted to select the ideal model. To do so, several 
classifiers were used such as Gaussian Naive Bayes (GNB), 
Logistic Regression (LR), Stochastic Gradient descent 
Decision Tree Random Forest AdaBoost Extra Trees to select 
an effective one. 

As part of this evaluation of each classifier's performance, 
first conducted a stratified cross-validation with 10-folds to 
assess their performance and select the most accurate models 
for further study, cross-validation scores for each fold were 
then computed as illustrated in Table II which offers a side-by-
side comparison of the variability and average performance of 
several machine learning methods. The best mean accuracy is 
demonstrated by Random Forest and Extra Trees, although 
numerous other algorithms, including Logistic Regression and 
Decision Tree, also perform consistently. 

Calculation and summarizing the mean and standard 
deviation of cross-validation results for each model as provided 
in Table III. 

After selecting classifiers, an in-depth analysis was 
conducted using grid search to fine-tune their hyperparameters. 
This involved optimizing each model's parameters using cross-
validation with the GridSearchCV feature; hyperparameters 
were chosen carefully based on empirical evidence and prior 
knowledge for each classifier. 

After optimizing hyperparameters, every classifier was 
trained using the entire training dataset. Standard scaling was 
applied both during training and testing to ensure unbiased 
evaluation, predictions were made using training data, 

predictions were made from both sources simultaneously while 
accuracy and computational time were recorded. 

Reports were prepared on the optimal settings and scores 
for each classifier, along with grid scores from parameter 
tuning processes, to give an insight into performance variations 
between hyperparameter combinations. After using 
independent test data to assess the generalization abilities of 
classifiers, their generalization abilities were evaluated using 
various performance metrics. The results of the performance 
metrics of machine learning models as presented in Table IV 
reveal that Naive Bayes obtained moderate accuracy but 
demonstrated a trade-off between precision and recall. 

Table V illustrated the additional results presents the 
performance metrics of ensemble learning techniques applied 
to the previously mentioned machine learning models. The two 
ensemble methods used are Simple Average and Voting (both 
Hard-Voting and Soft-Voting). 

Simple Average, Hard-Voting Ensemble, and Soft-Voting 
Ensemble were among the ensemble approaches used to 
enhance overall prediction accuracy. The results of applying 
ensemble learning techniques to the previous machine learning 
models show improved performance compared to individual 
models. The Simple Average ensemble achieved good 
accuracy and precision, but its recall rate was relatively low. 
The Hard-Voting Ensemble achieved the highest train accuracy 
and a balanced performance between precision and recall. The  

Soft-Voting Ensemble showed a good overall performance, 
with higher recall but slightly lower precision compared to the 
Hard-Voting Ensemble. Both ensemble methods demonstrated 
better performance metrics compared to the individual models, 
suggesting the effectiveness of combining multiple models in 
improving predictions. 

By leveraging the strengths of individual models and 
combining their predictions, ensemble learning techniques 
have the potential to enhance the performance of machine 
learning models. 
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TABLE V. ENSEMBLE ON SIMPLE BASE MODELS 

 
Train 

Accuracy 

Test 

Accuracy 
Precision Recall F1 Score Specificity 

Matthew 

Correlation 

Coefficient 

Cohen 

Kappa 

ROC 

Score 

Simple Average 0.74303 0.69804 0.73163 0.28782 0.41312 0.93819 0.30955 0.25852 0.61301 

Hard-Voting Ensemble 0.79982 0.76133 0.67724 0.67563 0.67643 0.81150 0.48737 0.48737 0.74357 

Soft-Voting Ensemble 0.78274 0.75000 0.63556 0.75703 0.69100 0.74588 0.48896 0.48374 0.75145 

In order to optimize these ensemble methods and determine 
their applicability to other datasets, additional analysis and 
experimentation are required. The Hard-Voting Ensemble 
outperformed the individual models in terms of accuracy, 
precision, memory, and discriminating ability. The Soft-Voting 
Ensemble exhibited good accuracy and recall as well, but with 
somewhat lower precision than the Hard-Voting Ensemble. 
Individual models were outperformed by both ensemble 
techniques, with the Soft-Voting Ensemble having the greatest 
ROC score, suggesting higher discriminating abilities.  

C. Deep Learning Results 

The provided results present the performance metrics of deep 
learning models applied to the Quora question pairs dataset. 
The evaluated models consist of Fully Connected Network 
(FCN), Long Short-Term Memory (LSTM), and Bidirectional 
LSTM (Bi-LSTM).  

The results in Table VI show how three deep learning 
models, FCN, LSTM, and Bi-LSTM, performed in a 
classification test. The FCN model obtained 68.47% train 
accuracy and 68.54% test accuracy, suggesting consistent 
performance across training and testing periods.  

Moreover, through the application of cross-validation, the 
initial test accuracy of the FCN model, which stood at 68.54%, 
was significantly improved to 0.81 % as demonstrated in 
Table VII.  

1) Deep learning using cross validation: The results given 

in Table VIII showed the performance metrics of the FCN 

model when cross validation was done for a binary 

classification task. The evaluation of the model was carried 

out in two classes, which were labeled as 0 and 1. Precision, 

recall and F1 score were computed for each class. 

Results from a binary classification model that was applied 
to a dataset with two separate classes labelled as 0 and 1. The 
outcomes are performance measures for a binary classification 
model for the classes labelled 0 and 1. The model obtains 86% 
accuracy, 84% recall, and an F1 score of 85% for class 0. It 
achieves 73% accuracy, 77% recall, and a 75% F1 score for 
class 1. Collectively, these measures show that the model 
performs very well at categorizing cases into class 0, while also 
achieving better for class 1 examples, even though with 
significantly lower precision.  

VI. DISCUSSION 

The outcomes and performance metrics of different 
machine learning and deep learning classifiers in the current 
study are analyzed to evaluate their effectiveness in predicting 
target classes. 

The results of the performance metrics of machine learning 
models reveal that Naive Bayes obtained moderate accuracy 
but demonstrated a trade-off between precision and recall. 
These results are in consistence with [13] where they proposed 
to use of ANN's minimal cost architecture and the selection of 
highly dominating attributes from the questions make it an 
excellent model for detecting duplicate questions and 
subsequently finding high-quality replies to queries in Q&A 
forum. They obtained 0.673 % of accuracy from Multinomial 
Naive Bayes model. 

Logistic Regression performed poorly; however Stochastic 
Gradient Descent displayed balanced precision and recall in 
agreement with [16] study article adopted by Sharma et al. who 
employed Natural Language Processing knowledge and 
different classification and boosting techniques to determine 
which is more useful. Then they examined the accuracy of 
various models to determine which method is best suited for 
the task. The same has been done with the aid of multiple 
graphs and tables to highlight the differences in the accuracy of 
various algorithms. By comparing the two questions, Sharma et 
al. were able to determine whether they were identical. They 
used a dataset provided by Quora to solve this hard challenge 
and trained multiple machine learning algorithms on four 
entries to determine whether two questions are identical or not. 
They used multiple techniques after cleaning and preparing the 
data as needed. First, they used logistic regression, which 
produced unsatisfactory results. Therefore, they attempted xG 
boosting with Count Vectorizer and TF-IDF Vectorizer, and 
they got an accuracy of more than 80%. With 125 trees, 
Random Forest produced the best results, yielding an accuracy 
of 83%, which is quite impressive. The performance of the 
Decision Tree and Random Forest models was comparable, 
with the latter obtaining slightly greater accuracy and 
specificity in consistence with results obtained by [13] and 
[14], which showed percent of specificity of 0.683% and 
73.2% respectively. AdaBoost worked admirably, displaying 
strong accuracy, precision, recall, and discriminating abilities. 
Extra Trees and Gradient Boosting Machine performed rather 
well, with a trade-off between various models to determine 
which method is best suited for the task. The same has been 
done with the aid of multiple graphs and tables to highlight the 
differences in the accuracy of various algorithms. By 
comparing the two questions, Sharma et al. were able to 
determine whether they were identical. They used a dataset 
provided by Quora to solve this hard challenge and trained 
multiple machine learning algorithms on four entries to 
determine whether two questions are identical or not. They 
used multiple techniques after cleaning and preparing the data 
as needed. First, they used logistic regression, which produced 
unsatisfactory results. Therefore, they attempted XG boosting 
with Count Vectorizer and TF-IDF Vectorizer, and they got an 
accuracy of more than 80%. With 125 trees, Random Forest 
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produced the best results, yielding an accuracy of 83%, which 
is quite impressive. The performance of the Decision Tree and 
Random Forest models was comparable, with the latter 
obtaining slightly greater accuracy and specificity in 
consistence with results obtained by [13] and [14], which 
showed percent of specificity of 0.683% and 73.2% 
respectively. AdaBoost worked admirably, displaying strong 
accuracy, precision, recall, and discriminating abilities. Extra 
Trees and Gradient Boosting Machine performed rather well, 
with a trade-off between precision and recall. These results are 

in accordance with [14] and [15] where they investigated the 
task of Natural Language Understanding (NLU) by examining 
duplicate question identification in the Quora dataset. They 
conducted extensive investigation of the dataset and employed 
various machine-learning models, including linear and tree-
based models. The researchers discovered that a simple 
Continuous Bag of Words neural network model outperformed 
more complex recurrent and attention-based models with 
accuracy of 83.4 %. 

TABLE VI. COMPARISON TABLE OF DL BASED MODELS 

 
Train 

Accuracy 

Test 

Accuracy 
Precision Recall F1 Score Specificity 

Matthew 

Correlation 

Coefficient 

Cohen 

Kappa 

ROC 

Score 

FCN 0.68469 0.68537 0.79293 0.20021 0.31970 0.96939 0.28151 0.20071 0.58480 

LSTM 0.70532 0.70494 0.78143 0.27896 0.41114 0.95432 0.33279 0.26915 0.61664 

Bi-LSTM 0.65856 0.66013 0.83982 0.09832 0.17603 0.98902 0.20726 0.10691 0.54367 

TABLE VII. FCN MODEL WITH CROSS VALIDATION 

Evaluation metrics FCN Model 

Train Accuracy 0.95 

Test Accuracy 0.81 

Precision 0.81 

Recall 0.81 

F1 Score 0.81 

Specificity 0.84 

Matthew Correlation Coefficient 0.6 

Cohen Kappa 0.6 

TABLE VIII. BINARY CLASSIFICATION RESULTS FOR CLASS 0 AND 1 

Class Precision Recall F1 Score 

0 0.86 0.84 0.85 

1 0.73 0.77 0.75 

The machine learning models' performance on the Quora 
question pairs dataset produced diverse results as the Logistic 
Regression model had a challenging time classifying positive 
instances, showing limited success along with the Naive Bayes 
and Stochastic Gradient Descent models. The Gradient 
Boosting Machine and AdaBoost models achieved the highest 
train accuracies, outperforming the Decision Tree, Random 
Forest, and Extra Trees models. These results are in agreement 
with authors of [17] research, where their goal was to find the 
best machine learning technique for removing all duplicate 
questions and increasing user satisfaction. Using a real-time 
dataset, this work trained and tested four machine learning 
models to recognize duplicate inquiries. The raw dataset was 
discovered to be 7GB in size. PL/SQL was used to pre-process 
data before it was stored in the database. PL/SQL loads the full 
dataset only once, and data is acquired directly from the 
database whenever a query is conducted, making this 
procedure quick and efficient. In one hour, the complete 
dataset was cleaned and pre-processed effectively. While 
existing solutions use python methods available in python 
libraries to pre-process massive datasets, it takes four times as 

long as PL/SQL. Four distinct machine learning models were 
applied, and their results were evaluated to determine which 
model performed the best. Following execution, the error 
parameters referred from the log loss function for the random 
model, logistic regression model, linear SVM, and XGBoost 
are 0.887, 0.521, 0.654, and 0.357, respectively. Because 
efficiency is inversely related to error function, it can be 
concluded that XGBoost is the optimal model, delivering 
highest accuracy in the shortest amount of time, which is 
supplemented by the unique pre-processing procedures 
performed using PL/SQL, hence improving overall response 
time. 

The results of the Simple Average ensemble had a middling 
accuracy but a better specificity, suggesting its ability to 
recognize negative events in agreements with [22], which 
offered the use of base ensemble consists of two participants in 
soft voting mode, but multiple classifiers combined into an 
ensemble method to improve predictive performance. In 
addition, the experimental results demonstrated by [26] and 
[27] showed that ensemble classifiers perform significantly 
better than standalone classifications or majority voting 
ensembles for sentiment classification purposes. Furthermore, 
that research explored how feature representation and 
preprocessing affect sentiment classification performance in 
consistent with current data results. 

The Deep Learning model has a comparatively high 
accuracy of 79.29%, indicating its ability to categorize positive 
events reliably. The reduced recall of 20.02%, on the other 
hand, indicates that the model struggled to catch many positive 
events. When compared to the FCN model, the LSTM model 
performed better in terms of accuracy, precision, and recall. It 
obtained 70.53% train accuracy and 70.49% test accuracy, with 
a precision of 78.14% and a recall of 27.89% in consistency 
with [18] study, which used a Siamese LSTM to assess the 
semantic similarity of two queries in order to improve 
prediction. The Siamese network is an architecture composed 
of parallel neural networks, namely LSTM units, for the 
parallel processing of two questions, with each question 
passing through an Embedding Layer, an LSTM unit, and then 
a dense layer. Following that, the outputs of two networks were 
integrated and compared, yielding a similarity score reflecting 
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how similar two queries are. The log loss metric was used as 
the major statistic in this study to evaluate alternative models. 
The main addition is that the Siamese network is utilized to 
process two questions in parallel and find vector 
representations for each. The vectors produced by this 
technology enable more effective similarity detection than 
existing models. The GloVe word embedding method was used 
to determine the semantic similarity of two queries. As the 
basis model, a random classifier was developed, then logistic 
regression, linear SVM, and the XGBoost model were utilized 
to reduce log loss. Finally, a Siamese LSTM was proposed, 
which significantly minimizes the loss. The XGBoost model 
accurately identified 69% of question pairings as duplicate, 
resulting in a recall rate of 0.69. The precision rate was 0.79, 
and the F1- score was 0.73. Finally, as compared to individual 
models, ensemble techniques performed better in the 
classification challenge. The Hard-Voting Ensemble and Soft-
Voting Ensemble performed better in terms of accuracy, 
precision, memory, and discrimination, highlighting the value 
of mixing various models. These findings extend machine 
learning approaches for categorization problems by 
emphasizing the potential benefits of ensemble methods in 
improving prediction performance. Furthermore, current results 
are in agreement with [26] study which proposed a model that 
identifies duplicate question pairs by integrating three word 
embedding feature extraction techniques (Google News 
Vector, FastText Crawl, and FastText Crawl Subword), which 
results in significantly higher accuracy than these embeddings 
independently. Furthermore, this study developed a novel 
Siamese MaLSTM model that uses the Manhattan distance to 
determine semantic similarity among questions with 95% 
accuracy, far outperforming previous studies. Looking closely 
at the manhattan values, the manhattan score classifies the 
question pairings more accurately than any other embedding in 
a blend of different word embedding predictions; the duplicate 
question score is nearly one, while the non-duplicate pair 
values are nearly zero. 

VII. CONCLUSION 

In this study, a thorough investigation of deep learning 
(DL) and machine learning (ML) models using the dataset of 
Quora question pairings. To ensure a reliable analysis, the 
dataset was put through ten folds of cross-validation. A variety 
of machine learning (ML) models were trained, such as Naive 
Bayes, Logistic Regression, Stochastic Gradient Descent, 
Decision Tree, Random Forest, AdaBoost, Extra Trees, and 
Gradient Boosting Machine, and evaluated the performance of 
each model using a variety of evaluation criteria. 

These findings showed that the ML models performed at 
various levels. While models like Decision Tree, Random 
Forest, AdaBoost, Extra Trees, and Gradient Boosting Machine 
performed better, models like Naive Bayes and Logistic 
Regression had little success. Following that, ensemble 
learning strategies like Simple Average, Hard Voting, and Soft 
Voting were used to improve the performance of the ML 
models. These ensemble approaches significantly increased F1 
scores, accuracy, and precision, demonstrating their efficacy in 
combining predictions from many models. 

In addition, this study investigated how well DL models 
like the Fully Connected Network (FCN), Long Short-Term 
Memory (LSTM), and Bidirectional LSTM (Bi-LSTM) 
performed. The DL models' performance was assessed using 
precision, recall, and F1 scores after they were trained on the 
identical dataset of Quora question pairs. Cross-validation was 
used to evaluate the FCN model with two classes, and the 
results showed precision, recall, and F1 scores of 0.81 for both 
classes. These results show that the FCN model has performed 
well overall. 

This study discovered that the ensemble learning 
techniques applied to the ML models produced competitive 
results when comparing their performance to that of the DL 
models. The DL models, on the other hand, showed off their 
capacity to identify intricate patterns and connections in the 
dataset. With high precision, recall, and F1 scores for both 
classes, the FCN model showed promise. 

In summary, the current study emphasizes the effectiveness 
of using ensemble learning techniques to improve the 
performance of machine learning models. Moreover, this study 
has observed that deep learning models, the FCN model 
demonstrate great potential in accurately categorizing pairs of 
questions. These discoveries contribute to the progress of 
natural language processing. Offer valuable insights for 
enhancing question pair classification tasks. Moving forward, it 
would be beneficial to concentrate on refining these models 
exploring different architectures and examining their 
applicability to diverse datasets and real-world scenarios. 

VIII. FUTURE WORK 

In light of current study's results in employing ensemble 
learning techniques to enhance deep learning models, several 
avenues for future work emerge, broaden this ensemble 
learning approach to include a broader range of deep learning 
architectures, improve computational efficiency, and improve 
interpretability. Will also examine applications in domains 
with limited labelled data, assess generalization skills further, 
and develop adaptive ensemble weight techniques for dynamic 
data distributions. 
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Abstract—To further improve the design effect of 3D film and 

television animation, integrating virtual reality technology with 

3D film and television animation design is studied. This method 

uses 3Ds Max software in virtual reality technology to build 3D 

film and television animation scenes by manual modeling. Based 

on the established 3D film and television animation scene, texture 

mapping is performed on it, and then the 3D film and television 

animation character model is established and simulated. After 

optimizing the established 3D scene and character model using 

the improved quadratic error measurement algorithm, the 

roaming interaction of 3D film and television animation scene is 

realized through Unity3D software, and the integration of virtual 

reality technology and 3D film and television animation design is 

realized. The experimental results indicate that the 3D film and 

television animation scene created using virtual reality 

technology is very realistic, which can effectively optimize the 3D 

film and television animation model. The number of path nodes 

is the least when the 3D film and television animation scene 

roams and interacts, which has a relatively significant 

application effect. 

Keywords—Virtual reality technology; 3D film and television; 

Animation design; model optimization; roaming interaction 

I. INTRODUCTION 

3D animation technology is also known as 3D animation 
technology. 3D animation technology has recently advanced 
functions such as animation character modeling, material 
design adjustment, scene environment building, etc. [1]–[3]. It 
can use various visual communication techniques to 
reconstruct and simulate more complex spatial scenes, logical 
thinking, character representation, and other external forms and 
realize the scheme on the 3D software platform [4]–[6]. At 
present, virtual reality technology can be applied more and 
more widely [7], especially in the direction of virtual 
simulation modeling in 3D space. VR and 3D animation 
technology can be integrated through 3D integrated model 
reconstruction and virtual scene creation [8], [9]. In the next 
stage of the development of 3D modeling technology [10], 
virtual reality technology is bound to bring innovations and 
breakthroughs to 3D animation production technology. 
Therefore, integrating virtual reality technology and 3D film 
and television animation design will encourage researchers to 
move towards more in-depth technology integration products 
[11] and then break through the outdated 3D animation-
producing technology to make 3D animation more authentic 
through virtual scene reproduction. 

Abas A et al. [12] suggested a multi-scale transformation 
multi-focus image fusion method, which fused virtual reality 
technology and 3D images through a meta-heuristic 

optimization algorithm to achieve the integration of virtual 
reality technology and 3D film and television animation 
design. Mila B et al. [13] proposed an experimental method for 
social aspects of game virtual reality, which applies virtual 
reality technology to establish game virtual scenes and 
characters and realizes the integration of virtual reality 
technology and 3D film and television animation design. 
Tastan H et al. [14] proposed the method of building modeling 
using the handheld user interface and direct operation in 
immersive virtual reality. This method combines holistic 
virtual reality technology, portable user interface, and direct 
operation modeling technology to obtain 3D film and 
television animation scenes, realizing the integration of virtual 
reality technology and 3D film and television animation 
design. Jo, H et al. [15] proposed different visual environment 
reproduction methods and used this method to integrate virtual 
reality technology with 3D film and television animation 
design to obtain urban soundscape and landscape. Karagiannis 
P. et al. [16] proposed a fusion method using simulation and 
virtual reality technology. This method utilizes virtual reality 
technology to build scene and character models and then uses 
the simulation technology of 3D film and television animation 
to integrate the scene and characters to integrate virtual reality 
technology and 3D film and television animation design. 

Virtual reality technology is an important direction of 
simulation technology, which is a combination of simulation 
technology, computer graphics, human-machine interface 
technology, multimedia technology, sensing technology, 
network technology, and other technologies. It is a challenging 
interdisciplinary and research field with cutting-edge 
technologies. 3D animation, also known as 3D animation, is 
not limited by time, space, location, conditions, or objects. It 
uses various forms of expression to present complex and 
abstract program content, scientific principles, abstract 
concepts, etc. in a concentrated, simplified, vivid, and vivid 
form. Based on the above analysis, it can be concluded that the 
current research question is how to further improve the 
effectiveness of 3D film and television animation design, as 
well as how to integrate virtual reality technology with 3D film 
and television animation design. Therefore, this paper proposes 
a fusion method of virtual reality technology and 3D film and 
television animation design. Through manual modeling, texture 
mapping, character simulation, and optimization processing, 
achieve more realistic, interactive, and optimized 3D film and 
television animation scenes. In order to provide more efficient, 
realistic, and interactive solutions for 3D film and television 
animation design, promote the development of virtual reality 
technology, and bring more diverse and immersive virtual 
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experiences to entertainment, education, cultural and artistic 
fields. 

II. COMPARATIVE ANALYSIS 

Compared with similar works mentioned in the 
introduction, this paper aims to further enhance the design 
effect of 3D film and television animation, and explore the 
integration method of virtual reality technology and 3D film 
and television animation design. Below, a fair comparison will 
be made between this work and similar previous works, 
highlighting the advantages of this work: 

1) Method innovation: This paper uses 3D Max software 

from virtual reality technology to manually model 3D film and 

television animation scenes. Unlike the multi-scale 

transformation and multi focus image fusion method proposed 

by Abas et al. [12], this method applies virtual reality 

technology to the modeling process in a more direct way, 

thereby improving the realism and detail representation of the 

scene. 

2) Texture mapping processing: In this work, texture 

mapping processing was applied to the established 3D film 

and television animation scene. This step makes the scene 

more realistic and visually appealing. In contrast, Mila et al. 

[13] did not extensively explore the application of texture 

mapping processing in the experimental methods of social 

aspects in game virtual reality. 

3) Simulation processing: This paper establishes a 3D 

film and television animation character model and performs 

simulation processing on the model. By simulating the actions 

and behaviors of characters, the authenticity and realism of the 

characters are enhanced. In contrast, the method proposed by 

Karagiannis et al. [16] combines simulation and virtual reality 

technology to establish scene and character models, but does 

not explicitly mention the simulation processing of character 

models. 

4) Improved optimization algorithm: This paper uses an 

improved quadratic error measurement algorithm to optimize 

the established 3D scene and character models. This algorithm 

helps to improve the accuracy of the scene and the appearance 

of the characters, thereby enhancing the quality of 3D film and 

television animation. In contrast, the method proposed by 

Tastan et al. [14] used handheld user interfaces and direct 

operations for building modeling, but did not provide a 

detailed description of the optimization algorithms used. 

In summary, compared with previous similar works, this 
work has innovation in exploring the integration process of 
virtual reality technology and 3D film and television animation 
design. By using 3Ds Max software for modeling, texture 
mapping, simulation, and improved optimization algorithms, 
this work successfully enhances the realism and visual effects 
of 3D film and television animation, bringing new possibilities 
for the integration of virtual reality technology and 3D film and 
television animation design. 

III. INTEGRATION DESIGN OF 3D FILM, TELEVISION, AND 

ANIMATION 

A. Integrated Technical Architecture 

The realization of virtual reality technology is a foundation 
for 3D film and television animation designs [17]. The essence 
of 3D animation is a sense of stereo vision generated by the 
continuous projection of graphics and images. Experiments can 
transform the imagination in their minds into 3D animation 
models and realize model creation and visual optimization 
through the 3D modeling software platform. Virtual reality 
technology is gradually extended and developed based on 
three-dimensional animation technology. Its advanced scene 
reconstruction ability initially needs three-dimensional models 
to build. The prerequisite for the final realization of virtual 
reality space scenes is the adaptive transformation ability of 
three-dimensional images. Experiments can conduct interactive 
feedback of virtual reality scenes by upgrading 3D animation 
technology. Therefore, virtual reality technology and 3D 
animation technology come from a school of thought design 
[18]. After the development of 3D animation technology, it is 
called virtual reality technology. However, the interactivity of 
3D animation technology stays in the passive information 
acceptance of the experimenter. The interactivity of virtual 
reality technology can make the system cooperate and deepen 
the scene according to the behavior logic of the experimenter 
and convey the space scene simulated by computer data 
artistically. 3D animation technology is the fundament of 
producing virtual reality technology data. Here, the technical 
architecture for integrating virtual reality technology and 3D 
film animation has been designed and shown in Fig. 1. 

3D Animation Design Scheme

3D Animation Editing 

Design

Collection of biological 

data information

Information feedback data 

processing
3D model data storage

Computer I/O interface

Virtual environment 

construction
Biological simulation

Multidimensional 

audio-visual presentation
3D animation modeling

Virtual reality external 

devices

 
Fig. 1. Architecture of virtual reality technology and 3d film and television 

animation design integration technology. 

The integration technology of virtual reality technology and 
3D film and television animation design gets 3D animation 
pictures of virtual reality through virtual environment 
construction, multi-dimensional audio-visual presentation, 
biological simulation, and 3D animation modeling, and then 
connects 3D animation editing design, biological data 
information collection, 3D model data storage and information 
data feedback processing through computer I/O interface, 
realize the integration of virtual reality technology and 3D film 
and television animation according to 3D animation design 
scheme and virtual reality external equipment. 
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B. Manual Modeling Method of Animation Scene Based on 

3Ds Max 

The first step of basic 3D animation production is 3D scene 
modeling, and a 3D model scene is the golden key to open 
animation production. As a model designer, it is necessary to 
determine various modeling data of 3D scenes. For some 
indoor scenes with small space areas, it is relatively easy to 
obtain basic measurement data. Obtaining more reliable scene 
data is impossible for virtual scenes with large space and 
unlimited space. Now, it is essential to collect virtualization 
information data according to the previously simulated spatial 
scene data samples [19], reconstruct the scene model with the 
help of powerful computer data model processing ability, and 
complete this spatial scene modeling work with the highest 
efficiency through this virtual scene simulation method. This 
method enlarges and outputs the scene information through 
virtual reality, efficiently completes the reconstruction of a 3D 
model scene, and improves the accuracy of scene model data 
through virtual reality assistance to create a more realistic 
virtual world. 

1) Construction of 3D film and television animation scene 

model: This section will introduce the processes of producing 

complex 3D film and television animation scene models in 

3Ds Max [20] and final 3D film and television animation 

scene models. The technical process of 3D animation 3D Max 

model construction is illustrated in Fig. 2. 

Pulling white mold 

method

Shape format files 

everywhere

3D modeling of 

animation scenes

Using C # Tools to 

Process Shape Files

Shapc to 3DFiles 

method

Quick modeling 

using rule files

output code

Select height field 

and texture square 

3D model

exported model

Model format 

conversion

Programming Visualization in the Cesium 

Framework

Animation scene base image

 

Fig. 2. 3D animation 3D max model construction technology process. 

The production of 3D film and television animation scenes 
is the most difficult part of 3D software. The concept of time 
dimension is added in the production process, and almost any 
object or parameter can be animated in 3Ds Max [21]. Import 
the designed virtual scene base map or real image scene base 
map into the 3Ds Max software, and export the shape format 
file through 3Ds Max. Based on the cut file, you can quickly 
create 3D film and television animation scenes using rule files, 
export 3D film and television animation scenes and convert the 
model format, convert the shape format file into 3D Tiles 
method, select the elevation to generate 3D film and television 
animation scene, use the pull white mold method, process the 
shape format file through C # tool and output the code, and 

then program the code, animation scene model and format 
converted animation scene model in the Cesium framework to 
achieve 3D animation 3Ds Max model construction. 

2) Realization of 3D film and television animation scene; 

After the 3Ds Max model is established, 3D Exploration, 

Wcvt2pov, and other software can convert the 3Ds Max model 

into the corresponding OpenGL C C++ format file, or the 

program can directly load the 3Ds Max model. The software 

format conversion method can preserve the model's color, 

texture, and other information [22]. However, some 

limitations are that software support and manual interaction 

are required for model transformation, and only one model can 

be transformed at a time. Therefore, the efficiency could be 

higher. The method of program direct loading can freely 

control the model to be loaded and promote the efficacy of 

program operation. After the 3DS model is loaded into the 

OpenGL program, the corresponding scaling, rotation, 

movement, and other controls are also required. The detailed 

process is as follows: 

a) Read 3Ds Max models. 3Ds Max files are organized 

in a block structure, and there is a nesting relationship 

between blocks. Therefore, the 3D model data in the 3Ds Max 

file is read from a block in the model file, and the functional 

information of the block is judged according to the block ID, 

and then the corresponding processing is performed according 

to the block ID. A sub-block is read in the block processing 

process, such as the main editing block; block information is 

judged, and the corresponding data is extracted and stored. 

b) Build model display list. When writing OpenGL 

programs, if you encounter repeated work, you can create a 

display list, load the repeated work, and call the display list 

where necessary. There are generally four steps to using the 

display list: assigning the display list number, creating the 

display list, calling the display list, and destroying the display 

list. 

c) Minimum and maximum according to 3Ds Max 

model  ,   the coordinates and the actual required width and 

height of the 3D scene are used to calculate their scaling ratio 

and scale the model. The functions used are: 

                                    . Multiply 

the current matrix by a matrix indicating the scaled object.  , 

 and  refer to the scaling in corresponding directions, 

respectively. 

d) Rotate the model according to the direction angle of 

the model in the 3D film and television animation scene. The 

functions used are: 

                                     . Multiply 

the current matrix by a matrix indicating a rotating object. The 

object will reach around         reach          the line of 

rotates counterclockwise, parameter
angle

represents the 

rotation angle. 

e) Calculate the model according to the position of the 

3D movie animation scene model in the 3D scene  ,  , and   
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translate the 3D movie animation scene model. The functions 

used are: 

                                        Multi

ply the current matrix and a matrix indicating moving objects. 

These three parameters indicate the displacement values in 

three coordinates, respectively. 

f) Realize the placement of 3Ds Max models in the 3D 

scene according to the corresponding size, direction, and 

position, call the display list, and complete the drawing of 3D 

movie animation scene models. 

C. Texture Mapping Processing 

After the establishment of 3D film and television animation 
scene models, to make the scene more realistic, it is necessary 
to conduct texture mapping processing on it. Before texture 
mapping, select the contour of a 3D film and television 
animation scene [23]. Here, a cubic uniform B-spline curve 
extracts the contour of 3D film and television animation 
scenes. The expression formula of the curve parameter 
equation is as follows: 

       [              ]  (1) 

In the above formula,        represent cubic uniform B-
spline curve equation;   and   are parameters;     ,     , 
     all are cubic B-spline basis functions. 

The cubic uniform B-spline curve and expression formula 
are as follows: 

            ∑        
 
     (2) 

In Eq. (2),       represents the  th sum of three cubic 
uniform B-spline curves;      represents the total number of 

cubic uniform B-spline curves. 

After the contour line is drawn, rotate the selected 
rotational axis to build the model [24]. The right-hand 
coordinate system is used in texture mapping,   the positive 
direction of the shaft is to the right and   the positive direction 
of the axis is upward, so the rotation axis is selected as   shaft. 
Therefore, the parametric equation of the surface after rotation 
is: 

{

             
      

             
  (3) 

For the gridding of 3D film and television animation scene 
models, the unit length of the grid will be intercepted according 
to the curvature of each point of the drawn contour line, and 
the grid will be further subdivided where the curvature is large. 
The curvature solution formula is as follows: 

  
     | ̈   |

           (4) 

In the above formula   indicates the arc length parameter; 
  represents a non-arc length parameter;  ̈    means right      
perform a second derivative. 

After the above steps, the mesh of the 3D movie and 
television animation scene model is more reasonable, and the 

resulting mesh quadrilateral tends to be the non-planar area of 
the original model, which is more conducive to rendering in the 
texture mapping phase. 

Texture mapping technology can simulate the fine and 
irregular color texture on the surface of people (objects). The 
texture mapping technology can cover any planar figure 
(image) on the 3D animation model’s surface [25] so that the 
model surface can produce a more realistic color texture, 
enhance the authenticity of 3D animation, and facilitate the 
modeling processes. There are two steps in texture mapping 
technology. The first step is to determine the texture attribute, 
determining which part of the person (object) surface 
parameters must be set as the texture shape. The second step is 
to create a mapping relation between the texture space and the 
person (object) space and a mapping relation between the 
person (object) space and the screen space. Fig. 3 shows the 
mapping definition. 

m: Character (object) space          Texture space

T: Screen space          Character (object) space

p
q

p

（u，v）

T(q)=P     

           m(P)=(u,v)

 

Fig. 3. Mapping definition. 

Just basic contour characteristics, i.e., lack of surface 
texture details, can decrease the realism. It needs to map each 
module's texture to raise the model's realism. 

The general direction of the surface patch specifies which 
space plane the surface patch projects to and projects to the 
plane with the smallest angle between the whole direction of 
the surface patch and the plane. As some parts of the person 
(object) surface are curved, it is necessary to calculate the 
overall direction of the curved surface. The computation 
method can be summarized as follows: 

Assume that   ,   ,    are three vertices of a triangular 
patch and cross product [     ]  [     ] is perpendicular 
to the patch and normalized to get the normal vector of the 
triangular patch   the average vector sum of the module can be 
obtained by averaging the sum of all patch normal vectors, and 
then the general direction of the module can be obtained. The 
equation is as follows: 

  ∑
   

       

       
      (5) 

Where,         indicates the total number of vertices. 

To study the mapping relation between the surface patch 
and its related texture coordinates, the texture coordinates of 
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the grid points is computed through the perspective projection 
transformation, and the formula is as follows: 

            (6) 

In which                belongs to an unknown 
parameter, and       is the texture coordinate, the 
corresponding homogeneous texture coordinate is   , grid 
point space homogeneous coordinate is  , the perspective 
projection matrix of      is   and the constant coefficient is 
 . Based on the Eq. (5) and Eq. (6), two independent linear 
equations exist for each group of corresponding mesh and 
texture vertices. To transform the matrix  , selecting three sets 
of feature points is necessary. 

Analyzing all texture mapping processes, and setting the 
texture image size to     simplify Eq. (7), and the process is 
as follows: 

1 4

2 5

3

0 0

0 0

0 0 1

h h

H h h

h

 
 
 


 
 
      (7) 

where,  and  is an unknown parameter,         is the 
surface vertex coordinate. 

For Eq. (8), only a set of characteristic points can be used 
to calculate the unknown parameters. When extracting textures, 
all textures are made into the smallest bounding box. There are 
many tangent points at the edge of the image [26], which is 
very easy to get a group of feature points. Set texture 
coordinates        and surface vertex coordinates          is 
a group of characteristic points, which can be obtained by 
substituting into Eq. (8): 

1 / 0 0 1 0 0

0 1 / 0 0 1 0

0 0 1 10 0 1

T

m s

H n t x y z

   
   

     
    

   
    (8) 

        (9) 

After the above steps, the texture mapping of the 3D movie 
animation scene model is completed. 

D. Character Modeling of 3D Film and Television Animation 

According to the 3D animation character model and action 
library, users should just choose their required role prototype, 
modify the parameters like the height and body proportion of 
the role prototype, and get the 3D animation target character. 
The 3D animation target character matches the prototype 3D 
animation character's skeleton, mask, controller, and original 
actions in the action library. Fig. 4 is the composition diagram 
of the 3D animation character.

 

Fig. 4. Composition of 3D anime characters. 

Components of a 3D animation character template include 
a virtual skeleton, skin, and controller, and it is a prototype for 
3D animation. A set of basic actions allocated for 3D 
animation character prototypes is the 3D animation character 
action library. Users can freely modify the proportions and 
shapes of 3D animation characters based on the graphical 
interface, design the 3D animation character they want, or 
create new 3D animation characters. 

E. 3D Animation Character Simulation 

Motion capture technology is used to store many motion 
instances of character motion in the concerned motion library. 
The attained motion instances are represented in 3D form 
through virtual artificial synthesis software so that the 3D 
animation system is visual and convenient to change the action 
of the character model. The Newtonian Euler motion model is 
used to verify whether the new action studied is reasonable. 

The character action is set as motion (t) by the 3D 
animation system, and the character's original pose (ti) is 
changed to gain a new character pose (ti). These operations 
lead to visual interactive action design. The user window is 
    in size. By moving the character model with the mouse, 
the variation in direction   will be   and the change in 
direction   will be   . According to Euler's theorem, for 
       as representatives of  ,   and  , the relationship of 
direction rotation after reasoning is as follows: 

          [          ]  

          [          ]  (10) 

          [          ] 

In Eq. (10), the influencing factors are  ,   and   
representing  ,  ,   in three directions.    and    are 
opposite Euler angles and             are the degree of 

Action

3D anime target 

characters

Model

3D anime 

characters

Changing
3D anime character 

prototype

Action 

Library

Emoticon 

library

Body Action 

Library

Bones Skin Controller



(IJACSA) International Journal of Advanced Computer Science and Applications, 

 Vol. 14, No. 11, 2023 

998 | P a g e  

www.ijacsa.thesai.org 

influence. Calculations achieve the newly pose of the character 
model, and the 3D animation character model is simulated. 

F. 3D Animation Model Optimization Method based on 

Improved Quadratic Error Measure Algorithm 

The edge collapse algorithm, also known as the Quadric 
Error Metric (QEM) algorithm, is not only fast in running 
speed, low in memory consumption, and simple in calculation 
but also has a very high overall similarity between the 
simplified mesh and the model. This paper improves the 
original quadratic error measure algorithm (QEM) and uses the 
improved QEM algorithm to optimize the scene modeling. 

The specific steps are as follows: 

1) Read in the original mesh data, which contains the 

vertex coordinates in the mesh and the vertex, sequence and 

other data information of the connected triangular patch. 

2) Find the discrete curvature of each vertex in the mesh 

     the area of the local area is obtained from the formula 

      , and compare the two weighting factors with the 

matrix      weighting to obtain the quadratic error matrix of 

each vertex in the network      : 

      
       

            
  (11) 

where,       include vertices for Gaussian curvature of the 
edge of  ,  is Gaussian curvature of a vertex  . 

The expression of    is: 

      
∑    

 ∑   
   (12) 

where,    is an adjacency angle of vertex  ;  is the number 
of triangles associated with vertex  ;  ∑    is a vertex   the 

sum of adjacent triangular mesh areas, that is the local area. 

3) The appropriate threshold through which the input is 

low      , determines whether it is a boundary. If it is a 

boundary, set         . 

4) Get the quadratic error matrix of each vertex according 

to step 2     . To calculate the shrinkage cost of each edge  , 

if          ̃ the shrink cost is put on the stack, the higher 

the value of  , the more backward it is in the stack, and on the 

contrary, the more forward it is. 

5) Take the edge with the lowest shrink cost from the 

stack to perform the shrink operation, that is, the top of the 

stack. Simultaneously, update the data structure of the 

network, calculate the new edge collapse cost, and update the 

stack sequence. 

6) If the ideal simplification requirements are met, the 

algorithm ends; otherwise, the above process continues until 

the simplification requirements are met. 

After the above steps, the optimization of the 3D animation 
model is realized, and the resulting film and television 
animation screen is more fluent, and the structure is more 
reasonable. 

G. Interaction Mode of 3D Film and Television Animation 

Scene based on Unity3D 

Unity3D software is designed with the interaction mode of 
3D film and television animation scenes based on the improved 
A * algorithm. The improved A * algorithm is used to plan the 
interaction path in the 3D film and television animation 
walkthrough, obtain the optimal interaction path, and avoid 
collision in the interactive display process of the 3D film and 
television animation walkthrough. 

The key part of the A * algorithm is the evaluation function 
      , that is, the source point in the 3D movie animation 
model    to end      passing through nodes    the total cost of 
      and estimated cost        add to get. 

The collective steps of the A * algorithm to search for the 
best path in the 3D movie animation model are summarized as 
follows: 

Step 1: Initialize the 3D movie animation model data and 
add it to the open table of the open list   , select in open table 
  the node with the lowest value is regarded as the current 
node   , if none   , then the 3D movie animation model 
interactive display path search fails, and the path search ends; 
if   is     , then the 3D film and television animation model 
interactive shows that the path search is successful, and the 
path search ends; With    by     the path from the source 
node to the destination in the interactive presentation process 
of 3D film and television animation model is the search path. 

Step 2: In the closed table, add   , traversal    all adjacent 
nodes of   , if close-table exists   , no processing is required; If 
the close-table does not exist   , you need to solve again the 
value of      ,       , set   by   and add it in the open-table 
  ; if   in open-table, comparative analysis    to    of       is 
the value below    of       value, if lower than    of 
     value, then no processing is required. If the value 
exceeds    of       value, then    to    of       value is 
changed to    of       value with the predecessor node of 
   by   . 

Step 3: Repeat step 2 to process the remaining adjacent 
nodes in order until the open table is empty. 

To speed up the search efficiency of the interactive display 
path of 3D film and television animation roaming, a 
hierarchical strategy is introduced into the A * algorithm, and 
the 3D film and television animation model is regarded as a 
complete map divided into several areas of consistent size. For 
the obstacles within the boundary line, it is necessary to 
remove the obstacles first, then solve the scale of the obstacles 
within the boundary line, add the obstacles within the boundary 
line in the area with the highest scale, and complete the area 
division of 3D movie and television animation model in this 
way. 

By setting parameters   and  , and designing fixed rules, 
the search algorithm is obtained and used in each area, and the 
proportion of obstacles in the 3D film and television animation 
model, is   which is the ratio of the total number of nodes 
occupied by obstacles in the current area to the total number of 
nodes in the area, and the threshold coefficient is  . 
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Adopt   determine that a certain search algorithm needs to 
be used in this area and determine that further subdivision is 
required; The value   has a negative correlation with the area 
division size, a positive correlation with the number of 
expansion nodes, and a positive correlation with the path 
search time. According to the relationship between   and   to 
establish the following rules: 

1) On    , it represents no obstacle in the area, and the 

shortest optimal path can be obtained directly according to the 

straight line between two points. If   and     both are in this 

area, then this path is the optimal path; if   and      are not 

in the same area, search for the middle point between the 

optimal path and the boundary line of the area in the area and 

regard the middle point as that of the next area   . 

2) On    , means there are fewer obstacles in the area, 

and the hierarchical strategy is still adopted to subdivide the 

area further. 

3) On    , the number of representative obstacles is 

consistent with the threshold, or even exceeds the threshold. In 

this case, the A * algorithm is directly used to search the path. 

According to the above rules, searching the path in the 
interactive display process of 3D film and television animation 
roaming can effectively divide the big map into small maps, 
which is conducive to processing, selecting the optimal path 
search method for small maps, speeding up the path search 
efficiency, and effectively avoiding collision events in the 
interactive display process of 3D film and television animation 
roaming. 

IV. EXPERIMENTAL ANALYSES 

Taking an animation design scheme as the experimental 
object, the method in this paper is used to integrate virtual 
reality technology and 3D film and television animation and 
present the animation design scheme to validate the practical 
application impact of the method proposed in the present 
paper. 

Take a scene of the animation design scheme as the 
experimental object, and present the scene using the method in 
the current investigation. The results are illustrated in Fig. 5. 

It is clear from the analysis of Fig. 5 that the application of 
the method used in the present paper can effectively establish 
the 3D film and television animation virtual scene. From the 
3D film and television animation virtual scene established in 
this paper, it can be seen that the color of trees, grass, and 
flowers is real, and the three-dimensional effect is good. The 
water body can not only map the scene in the sky but also show 
a clear effect, and the river bottom can be seen through the 
water body. These results indicate that the 3D film and 
television animation virtual scene built by this method has 
good stereoscopic and real effects. 

The texture coordinate calculation results are used to 
measure the texture mapping effect of this method on 3D film 
and television animation scenes. With 15 texture coordinate 
points as experimental objects, this method calculates the 
texture coordinates. The results are presented in Table I. 

 

Fig. 5. Virtual scene of 3D film and television animation. 

TABLE I.  TEXTURE COORDINATES OF 3D FILM AND TELEVISION 

ANIMATION SCENE (CM) 

Texture 

coordinate 

encoding 

Calculated value Actual value 

X-direction Y-direction X-direction Y-direction 

1 3.24 8.54 3.24 8.54 

2 4.06 10.34 4.06 10.35 

3 1.58 2.88 1.58 2.88 

4 2.79 9.17 2.79 9.17 

5 11.07 5.97 11.07 5.97 

6 25.13 14.96 25.13 14.96 

7 10.25 11.85 10.25 11.85 

8 6.98 8.97 6.98 8.97 

9 8.94 16.34 8.94 16.34 

10 15.27 16.85 15.28 16.85 

11 30.17 22.13 30.17 22.13 

12 2.89 6.84 2.89 6.84 

13 16.63 20.57 16.63 20.57 

14 13.79 19.82 13.79 19.82 

15 21.11 18.84 21.11 18.84 

From the analysis of Table I, it can be seen that the texture 
coordinates of 3D film and television animation scene texture 
mapping are calculated using the method in the present 
research. In the calculation results, only the texture coordinates 
coded as 10 and 2 have deviations from the actual results in the 
X and Y directions, but the deviation value is only 0.01cm, 
which is small. Other texture coordinate values calculated are 
identical to the actual coordinate values. These results imply 
that the texture coordinates of 3D film and television animation 
scene texture mapping calculated by the method in this paper 
are more accurate, and it has a strong ability for 3D film and 
television animation scene texture mapping. 

To further verify the texture mapping capability of this 
method, take a 3D movie animation scene as the experimental 
object and use this method to conduct texture mapping 
processing. The texture mapping results are shown in Fig. 6.
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(a) Before mapping (b) After mapping 

Fig. 6. Texture mapping effect in 3D film and television animation scenes. 

According to the analysis of Fig. 6, after applying the 
method in this paper to texture map the 3D film and television 
animation scene, the entire 3D film and television animation 
scene has bright colors, and the texture map position is not 
prominent or concave, indicating that the method of the current 
paper has better texture mapping effect on 3D film and 
television animation scene. 

Take an animated character in the animation design scheme 
as the experimental object, use the method in this paper to 
establish its virtual character model, and the establishment 
results are shown in Fig. 7.

  

(a) Design base drawings (b) Achievement 

Fig. 7. Animated character virtual character model. 

It is clear from the analysis of Fig. 7 that this method can 
effectively establish the 3D model of the animated character 
virtual character based on the base map of the animated 
character virtual character. The 3D model of the animated 
character virtual character established has a good three-
dimensional effect, and the character's facial expression is 
more real. To sum up, the method in this paper can better build 
virtual character models of animated characters. 

Taking a 3D movie animation scene as the experimental 
object, the method in this paper is used to optimize the 3D 
movie animation scene, and the optimization results are 
illustrated in Fig. 8. 

It is evident from the analysis of Fig. 8 that after the 
optimization of 3D film and television animation scenes using 
the method in this paper, the contrast of 3D film and television 
animation scenes has been improved, and the clarity of the 
entire 3D film and television animation scenes has also been 
effectively improved, making the visual effect of 3D film and 
television animation scenes better. In conclusion, the present 
research method can effectively optimize 3D film and 
television animation scenes and has a relatively significant 
application effect. 

Verify the roaming ability of the 3D film and television 
animation scene established by this method, and test the 
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roaming ability of the 3D film and television animation scene 
established by this method with the roaming path as the 
measurement index. To make the experimental results more 
sufficient, the methods utilized in the references [12]- [16] are 
used to experiment. The experimental results are illustrated in 
Fig. 9. 

It is obvious from the comprehensive analysis of Fig. 9 that 
when the method in this paper is used to roam and interact with 
3D film and television animation scenes, the shortest roaming 

path selected in this method is only 30 nodes, while the path 
nodes selected in other reference methods when roaming and 
interacting with 3D film and television animation scenes are 
higher than those of the method proposed in the current study. 
The results show that the method in this paper can effectively 
combine virtual reality technology with 3D film and television 
animation design and select the shortest path when roaming 3D 
film and television animation scenes, which has a strong 
application effect. 

 
 

(a) Before optimization (b) After optimization 

Fig. 8. Optimization results of 3d film and television animation scenes. 
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Fig. 9. Interactive performance test results of 3d film and television animation scene roaming. 

V. DISCUSSION 

This paper successfully establishes a realistic and 
interactive 3D film and television animation virtual scene by 
studying the integration method of virtual reality technology 
and 3D film and television animation design. According to the 
above theories and experiments, it can be concluded that: 

By analyzing Fig. 5, it can be seen that the 3D film and 
television animation scene established in this paper exhibits 
more realistic colors and three-dimensional effects in areas 
such as trees, grasslands, and flowers. In addition, water bodies 
not only reflect scenes in the sky, but also present a clear 
effect, through which the riverbed can be seen. These results 
indicate that the 3D film and television animation virtual scene 
successfully established by the method proposed in this paper 
has good stereoscopic and realistic effects. 

The method used in this paper has high accuracy in 
calculating texture maps for 3D film and television animation 
scenes. Most texture coordinates are exactly the same as the 
actual coordinates, while only a few texture coordinates have 
slight deviations in the X and Y directions. However, these 

deviations are only 0.01cm and belong to smaller values. 
Therefore, the method proposed in this paper demonstrates 
high accuracy and capability in calculating texture maps for 3D 
film and television animation scenes. 

After applying the method described in this paper to texture 
map 3D film and television animation scenes, the entire scene 
presents bright colors and uniform texture map positions, 
without any protrusions or depressions. This indicates that the 
method proposed in this paper has shown good performance in 
texture mapping of 3D film and television animation scenes. 
Further analysis of Fig. 7 reveals that based on the virtual 
character base map of animated characters, our method has 
successfully established a three-dimensional model with good 
stereoscopic effects and real facial expressions. This indicates 
that the method presented in this paper demonstrates excellent 
ability in establishing virtual character models for animated 
characters. 

After optimizing the 3D film and television animation 
scene using the method described in this paper, the contrast of 
the scene is improved, and the clarity of the entire scene is also 
significantly improved. This makes the visual effects of 3D 
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film and television animation scenes more outstanding. In 
summary, the method proposed in this paper has significant 
application effects in optimizing 3D film and television 
animation scenes. For the roaming interaction of 3D film and 
television animation scenes, the method selected in this paper 
has the least number of roaming path nodes, only 30 nodes, 
which is significantly less than the number of path nodes 
selected by other literature methods. This indicates that the 
method proposed in this paper has shown significant 
advantages in integrating virtual reality technology and 3D 
film and television animation design, and has chosen the 
shortest path in the roaming of 3D film and television 
animation scenes, demonstrating strong application effects. 

In summary, through the analysis of various experimental 
results, it can be concluded that the fusion method of virtual 
reality technology and 3D film and television animation design 
proposed in this paper demonstrates excellent capabilities and 
effects in the establishment of 3D film and television animation 
virtual scenes, texture mapping, character simulation, 
optimization processing, and roaming interaction. This is of 
great significance for promoting the development of 3D film 
and television animation design, improving user experience, 
and expanding the application fields of virtual reality 
technology. Future research can further optimize and expand 
this method to provide a more satisfactory virtual reality 
experience. 

VI. CONCLUSION 

The continuous integration and complementation of 3D 
animation technology and virtual reality technology can bring 
new breakthroughs to the two technical fields and make this 
virtual 3D animation system exert the best guiding force. The 
integration of virtual reality and 3D animation technologies 
makes the expression of 3D animation more diversified. 
Through the technical support of virtual reality technology, 3D 
animation can bring more real resonance of literary and artistic 
ideas to the experience. Therefore, integrating virtual reality 
technology with 3D animation technology is an inevitable 
trend, which can bring more opportunities for the future 
development of both technologies. 

Considering that real-time rendering is crucial in virtual 
reality technology. How to improve rendering speed and 
efficiency while maintaining high-quality rendering, and 
ensure smooth operation on virtual reality devices, is an 
unresolved issue. Therefore, in the future, new real-time 
rendering algorithms and hardware acceleration technologies 
will be explored to achieve higher quality graphics rendering 
and faster rendering speed, providing users with a smoother 
virtual reality experience. 
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Abstract—In order to improve the accuracy and efficiency of 

traditional art painting style classification, a classification 

method of traditional art painting style based on color space 

transformation is proposed. This method preprocesses the 

traditional artistic painting style, improves the contrast of the 

image, makes the color and details of the image more vivid, and 

provides the basis for the subsequent color space conversion. 

After the traditional artistic painting style is stretched by 

automatic contrast stretching method, the color space is 

transformed. The purpose is to transform the image from one 

color space to another, so as to better extract the features of the 

image. Based on the traditional artistic painting style image after 

color space conversion, the traditional artistic painting image is 

balanced by the adaptive histogram equalization method with 

limited contrast, and an enhanced traditional artistic painting 

image is obtained, which further enhances the contrast of the 

image, makes the details in the image more prominent, and also 

enhances the overall visual effect of the image. Taking the 

enhanced traditional art painting images as input, the fuzzy C-

means method is used to classify the traditional art painting 

styles, and the images are effectively divided into different 

categories according to the characteristics of the images. The 

experimental results show that this method can effectively 

enhance the image of traditional art paintings and effectively 

classify traditional art paintings with different styles, which has 

strong application effect. 

Keywords—Color space; traditional art; painting style; 

classification method; fuzzy c-means 

I. INTRODUCTION 

In the development of human civilization, culture, and art 
play a very important role. Painting is an important form of 
culture and art [1]. It is an important part of a nation's culture. 
Rooted in the soil of national culture, it reflects a wide range of 
real-life content through beautiful art forms, thus reflecting the 
cultural outlook and aesthetic taste of all nations. It is a unique 
and important way for human beings to observe and express 
the world. For thousands of years, a large number of paintings 
have been produced. The study of these paintings is an 
important means for people to understand the history of human 
history, culture, art, and the development of science and 
technology to promote the development of human civilization 
further. It has been in the ascendant for many years. In reality, 
painting samples as research materials are often not easy to 
obtain, which has brought various inconveniences to the 
research work of art researchers for a long time. With the 
development and wide application of digital technology, more 
and more paintings are digitized [2] and saved in various forms 
such as images, videos, 3D models, multimedia documents, 
etc. The development of the network makes it possible for 

anyone to obtain digital works of art through the Internet, 
which brings great convenience to the majority of art 
researchers. The acquisition of large quantities of painting 
images has become a reality, which also makes large-scale art 
analysis possible. While digital technology has brought 
researchers a wealth of research materials [3], it has also 
provided them with many new research topics. For example, 
after the digitization of the murals in Mogao Grottoes in 
Dunhuang, art researchers need to process a large amount of 
data on the flying frescoes in order to study the comparison of 
different styles of different dynasties and classify them 
according to the styles of the dynasties before conducting 
research. Such a huge amount of data, if only classified 
manually by researchers, obviously requires huge and repeated 
work, which is undoubtedly feasible and has lost the 
significance of digitization [4]. In recent years, it has become 
an important research direction in the field of computer image 
processing to combine computers with art and use the powerful 
storage and computing power of computers [5] to realize the 
processing of large-scale digital painting images [6]. It is one 
of the research hotspots to study the classification of painting 
works of art according to the unique artistic style 
characteristics of painting images. 

The artistic style of painting works generally refers to the 
artistic style, characteristics, style, style, and style shown in the 
painting works [7], which is a relatively stable and overall 
artistic feature presented by the interaction between the 
personality shown by the artist in the creation process and the 
semantics and context of the art works. The evaluation of the 
artistic styles and similarities of different paintings [8] is an 
important means for art researchers to classify paintings. At 
present, there are also many scholars studying painting image 
style classification methods, such as Hassanzadeh, T et al. [9], 
who proposed an evolutionary depth convolution neural 
network for image classification, input painting images into the 
evolutionary depth convolution neural network, and output 
painting image style classification results through the network 
model. Phasinam, K et al. [10] proposed a framework for real-
time image classification. From IoT cameras to mobile 
applications to machine learning methods, there is everything. 
Arduino Uno, sensors, and Wi-Fi devices make up the 
hardware. The computer can "learn" from previous examples 
and use the machine to detect patterns from noisy or complex 
data sets, input the painting image into the frame, and then 
output its style classification results. Arco J et al. [11] proposed 
a feature space block sparse coding method for image 
classification. The image in this method is first divided into 
different tiles, and a dictionary is constructed after PCA is 
applied to these tiles. Then, the original signal is transformed 
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into a linear combination of dictionary elements. Then, refactor 
each component by iteratively activating its associated 
elements.Finally, the subsequent reconstruction error is used as 
the feature for classification. Ciga, O et al. [12] proposed the 
method of learning to use classification labels to segment 
images, which realizes the style classification of painting 
images by annotating a few regions of interest. Fernandes, J et 
al. [13] proposed an end-to-end depth learning method for table 
detection and table image classification in data table images. 
This method first learns basic feature representations, such as 
different types of edges and contours, through the convolution 
layer of the basic network. Then, using the long-term memory 
mechanism of the Long Short-Term Memory Network 
(LSTM), the spatial correlation is modeled in both horizontal 
and vertical directions. Finally, the spatial correlation features 
learned are used to construct a classifier for classification. 

Although these methods can realize the classification of 
painting styles, they are affected by the clarity and contrast of 
painting images. These methods have defects in practical 
applications. Color space conversion is a method of 
exchanging different color spaces to obtain texture details and 
image enhancement in the image [14]. This paper proposes a 
traditional art painting style classification method based on 
color space conversion based on color space conversion, so as 
to improve the level of painting style classification technology. 
The advantage of this method is to transform the image from 
one color space to another, so as to better extract the features of 
the image, further improve the contrast of the image, make the 
details in the image more prominent, and at the same time 
enhance the overall visual effect of the image. The technical 
route of this paper is as follows: 

1) This method preprocesses the traditional artistic 

painting style, improves the contrast of the image, makes the 

color and details of the image more vivid, and provides the 

basis for the subsequent color space conversion. 

2) After the traditional artistic painting style is stretched 

by automatic contrast stretching method, the color space is 

transformed. Based on the traditional artistic painting style 

image after color space conversion, the traditional artistic 

painting image is balanced by using the adaptive histogram 

equalization method with limited contrast, and the enhanced 

traditional artistic painting image is obtained. 

3) Taking the enhanced traditional art painting images as 

input, the traditional art painting styles are classified by fuzzy 

C-means method, and the images are effectively classified into 

different categories according to the characteristics of the 

images. 

II. CLASSIFICATION METHOD OF TRADITIONAL ART 

PAINTING STYLE 

A. Image Enhancement Processing of Traditional Art 

Painting based on Color Space Conversion 

1) Automatic contrast stretching: Before classifying the 

style of traditional art painting images [15], it is necessary to 

enhance them to make their image features more obvious. 

Automatic contrast stretching is a point operation [16] whose 

purpose is to change the pixel gray value of the current image 

so that the pixel value distribution of the resulting image 

covers all available ranges of pixel gray value. This algorithm 

maps the current darkest and brightest pixel gray values to the 

minimum and maximum values in the range of available gray 

values. Then, it makes the middle gray values linearly 

distributed. In the classic automatic contrast stretching 

algorithm, the gray value of each input pixel is calculated 

using the following formula: 

                     
         

          
 (1) 

Where:     、     represents the maximum and 

minimum values of pixel grayscale,      and       are the 

minimum and maximum values of pixel gray values in the 
current image, and the range of image pixel gray values can be 
[          ]. 

The mapping function in Formula (1) is only strongly 
affected by several extreme values, which may not represent 
the main content of the image. Therefore, this scheme adopts 
the modified automatic contrast stretching algorithm, and the 
formula of the modified automatic contrast stretching 
algorithm is: 

        {

            ̂   

         ̂     
            ̂    

         

 ̂         
      ̂       ̂     (2) 

In the above formula,  ̂   、 ̂     represent two thresholds 

respectively. These two thresholds depend on the content of the 
image and can be represented by the cumulative histogram of 
the image      calculated: 

 ̂                (3) 

 ̂                  (4) 

Where:     is the number of pixels in the image. All 
pixel values can be derived from the formula  ̂    and  ̂     

values other than (including) are mapped to extreme values 
respectively      and     , intermediate values are linearly 
mapped to [          ]. It can be seen that the mapping 
function is not only affected by several extreme values but also 
depends on a group of representative pixel values. In this 
algorithm, the contrast stretching of gray image Eq. (2) is 
applied to the R, G, and B color channels of the color image, 
respectively, to complete the automatic contrast stretching of 
traditional art painting images. 

2) Color space conversion of traditional art painting 

based on polynomial regression: Based on the traditional art 

painting image after automatic contrast stretching [17], the 

color space is converted by polynomial regression. 

Polynomial regression belongs to linear regression. In 
practical application, the independent variable is constructed by 
selecting the number of polynomial terms   and dependent 
variable   in the polynomial regression model, the dependent 
variable   and multiple arguments            with linear 
relationship, where is the number of independent variables, 
there are: 

                              (5) 
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Where,   indicates the number of dependent variables. The 
relationship between the dependent variable and independent 
variable can be described as: 

                             

                             (6) 

                             

Among them,            represents the coefficient to be 
determined            represents an independent random 
variable. 

If the parameter              is estimated by the least 
squares method   the regression formula obtained by fitting is: 

 ̂                  (7) 

According to the principle of least squares, the 
coefficient              all measurements shall be obtained 
  , and regression value  ̂ minimum sum of residual squares of 
 : 

  ∑      ̂  
  

     (8) 

The polynomial regression method can describe not only 
linear problems but also nonlinear problems [18]. When 
describing nonlinear problems, the dependent variable needs to 
be   and arguments   a selected polynomial model is 
constructed, which can be correctly applied to the actual color 
signal processing system. Build the conversion between RGB 
color space and CMYK color space as fixed  . The 
polynomial of the conversion between RGB and CMY in the 
case of value is as follows: 
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where,   is a polynomial coefficient,   is the order of a 
polynomial, and        , the polynomial is represented 
by a matrix as follows: 

[   ]

 

         (12) 

where,     represents the coefficient matrix,    represents a 
polynomial matrix. 

After the above steps, the traditional art painting image 
RGB color space and CMYK color space can be converted. 

3) Adaptive histogram equalization with limited contrast: 

The Histogram equalization (HE) method has the advantages 

of fast speed and an obvious effect in enhancing image 

contrast. Histogram equalization can improve the overall 

image contrast [19]. Still, after processing, the image will 

appear "too bright or too dark," and local details cannot be 

processed, resulting in a loss of details and poor effect. 

Considering this, adaptive histogram equalization (AHE) 

based on the idea of block processing has been proposed to 

solve the problem of local highlight or too dark. Still, these 

two methods also amplify noise while enhancing contrast. 

Based on the advantages of the AHE algorithm, the concept of 

limiting contrast is proposed to solve the problem of 

amplifying noise. CLAHE algorithm not only effectively 

improves the contrast but also suppresses the generation of 

noise. 

The specific steps of the CLAHE algorithm are as follows: 

1) Divide the image into     there are rectangular sub 

blocks of the same size and non-overlapping each other. As 

the number of sub blocks increases, the enhancement effect of 

the image becomes more significant, but more details are lost 

[20]. 

2) Calculate the sub-block histogram. 

3) Solve restricted values  . 

    
    

 ̂
   (13) 

where:  represent Subblock   number of direction pixels; 

   express   number of direction pixels;   ̂is the gray level; 

  is the limiting factor. 

4) Crop the histogram and reassign the pixels. Cut sub-

block histogram      restricted value   constraints, the 

exceeding part of the number of pixels is evenly distributed to 

other gray levels, and the pixel points are cut and reallocated, 

as shown in Fig. 1. 

5) Sub block histogram equalization. 

6) The bilinear difference reconstructs the gray value. 

 

Fig. 1. Pixel cropping and reassigning. 
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The pixel value obtained only by mapping function 
transformation will cause the image to be blocky, and the 
bilinear difference processing for each point of the image can 
effectively avoid blocky. 

The bilinear difference is only for the area surrounded by 
the center points of four blocks. The center of each sub block is 

taken as the reference point and recorded as           、
          、          、          . Points to be calculated: 

The pixel value of P is determined by four adjacent reference 
points. 

After the above steps  , after pixel reconstruction, 
traditional art painting image enhancement is realized. 

B. Extraction of Salient Information from Traditional Art 

Painting Images 

After the enhancement of traditional art painting images, 
extract its significant information to prepare for classification 
[21]. In the traditional art painting image, the image edge is 
usually used as the image background area, away from the 
image center of the target and surrounded by the position 
where the image's prominent target exists. The image 
background area is used as the super pixel block of the image 
edge, and the background area is compared with the remaining 
area from the perspective of color space to obtain the 
significance information of different areas [22]. 

The acquisition process of prior significance information of 
digital painting image background is as follows: 

1) Get image manifold sorting: Set the background area of 

the traditional art painting image as the super pixel block at 

the image edge, and compare the color space of all the super 

pixel blocks with that of the background super pixel block to 

obtain the significance information of all parts of the image 

[23]. The manifold sorting algorithm is used to calculate the 

salient information of traditional art painting images. The 

algorithm obtains the sorting function by setting the 

correlation between fixed nodes and other nodes. It sets the 

correlation between nodes and other nodes according to the 

obtained sorting function measurement [24]. The correlation 

of each point is obtained by using the sorting method of the 

internal manifold structure of the data. Set data vector 

  [          ]
 , assign the sorting value to each point 

in the data vector   , and get the final output of the function 

  [          ]
 . Set up   [          ]

  as a marker 

vector, when      as well as      respectively    set 

query nodes and non set query nodes for. Set existence 

diagram          in the dataset, where   and   represent 

data node set and image edge set respectively, and use 

weighted similarity matrix   [   ]   
 the above parameters 

can be obtained. 

Using an optimization problem to express the optimal 
ordering of nodes   , the calculation formula is as follows: 

              (14) 

where:  represents a diagonal matrix;   represents the 
Plath coefficient. 

2) Significant information calculation: The input digital 

drawing image is converted to the diagram structure 

representation according to Formula (14). Select the super 

pixel segmentation method to represent the image graph 

structure with multiple super pixel blocks [25], where each 

super pixel and node        | |  correspondingly set the 

query node as the super pixel node at the edge. The regular 

graph is used to represent the graph structure of the image 

[26]. That is, each node in the image is connected to the 

adjacent node, and the graph is connected to the adjacent 

node. The weight formula of the image edge is as follows: 

         
√       

         
         

 

    (15) 

Where:   ，   ，   represent super pixels in color space 

  average of     value;   indicates the node edge coefficient. 
The significance information of each node in the image is 
represented by the ranking value obtained by Formula (15). 
The query node is set as the upper boundary, and the ranking 
vector is obtained by using the significance information of the 
upper boundary and the significance information of other 
nodes      , using  ̄      indicates the significance 
information obtained by normalization to [   ] interval, set 
 ̄      use 1 as a difference to obtain the foreground 
significance information map. 

Obtain saliency information map through image upper 
boundary      . The formula is as follows: 

         ̄       (16) 

Repeat the above steps to obtain the significance 
information map of the left, right, and lower boundaries      
，  ，   means that the four saliency information maps 

obtained are multiplied to obtain the saliency information map 
of the final digital painting image, and the formula is as 
follows: 

                             (17) 

After the above steps, the salient information of traditional 
art painting images is obtained. 

C. Traditional Art Painting Image Style Classification 

Method based on Improved Fuzzy C-Means Algorithm 

The salient information of traditional art painting images 
obtained in the above sections is used as input, and the 
improved fuzzy C-means algorithm is used to realize the 
classification of traditional art painting styles. 

The fuzzy C-means algorithm is a local search algorithm 
that mainly constructs the Lagrange function and iteratively 
calculates the minimum of the sum of squares of the global 
weighted distances from each sample to the cluster center to 
obtain the optimal cluster center. If the sample set is  , the 
cluster center set is  , the objective function can be expressed 
as: 

          ∑ ∑            
  

   
 
     (18) 

where:   and   are the number of samples to be classified 
and the number of clusters;   is the fuzzy degree coefficient, 
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which is responsible for controlling the sharing degree between 
fuzzy classes;      is a sample pair   clustering   and has 

       ，∑         
   ；    is a sample   to clustering

i the Euclidean distance of the center. 

Because the fuzzy C-means algorithm is prone to the local 
optimal solution, slow convergence, and poor classification 
effect under high-dimensional data, we use the differential 
evolution algorithm to improve the fuzzy C-means algorithm 
and use the improved fuzzy C-means algorithm to classify the 
traditional art painting image style. 

The differential evolution algorithm is used to improve the 
fuzzy C-means algorithm. First, a group of initial centers is 
randomly generated, and the non-center points are grouped into 
the center point area one by one according to the principle of 
minimum distance. Then, the differential evolution algorithm is 
used to carry out parameter adaptive adjustment, mutation, 
crossover, and selection operations for the current partition so 
that the search process changes from an unsupervised state to a 
dynamic information-guided optimization and performs the 
second assignment operation on the current part of non-optimal 
individuals to enhance the small range of the later stage of the 
algorithm fine search capability. The specific steps are as 
follows: 

Step 1: Initialize the parameters. Determine various control 
parameters required by the algorithm and make the number of 
iterations    . 

Step 2: Initialize the population. The cluster center is used 
as a population individual to code. First, the initial cluster 
center is randomly generated, and the individual coding 
method is as follows: 

                                         (19) 

where:   is the dimension of the cluster center;   is the 
number of individuals. Then, the differential evolution 
algorithm is used to generate a random initial population: 

                          (20) 

where:     ，        ，        individual set of population 

   of   components and their upper and lower bounds;   is a 
random number in the range of [0,1]. 

Step 3: Formula (18) is taken as the objective function, and 
the adaptability evaluation function, so the objective function 
value is the population fitness evaluation result. The smaller 
the objective function value, the higher the quality of the 
population of individuals. Calculate the fitness of the current 
population and determine whether the maximum number of 
iterations of the algorithm is reached     . 

Step 4: Adaptively adjust the mutation factor   and 
hybridization factor  . The variance of population fitness can 
effectively reflect the individual distribution of the 
contemporary population and dynamically adjust the control 
parameters in a targeted way, thus having good results. The 
variance of group fitness    can be expressed as: 

   ∑ 
      

  

  
 

   

 

(21) 

where:   is the population size;    is for i individual 
fitness;     is the average fitness of the population;    is the 
best fitness of the group. 

Based on the above calculation   , the adjustment 
parameter changes from a fixed value to the following dynamic 
form: 

2

max min
min max min

( )
( k

k

F F
F F F F

N

 
   

 (22) 
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 (23) 

where:      and      are the upper bound and the lower 

bound of the variation factor;  ̂    and  ̂    are the upper 
bound and lower bound of hybridization factors respectively; 

  
  is for   generation population fitness variance. 

Step 5: Conduct mutation and crossover operations on the 
population, generate a trial offspring population, recalculate the 
fitness, and use the "greed" strategy for selection operations to 
form a new generation of population. 

Step 6: Secondary assignment. Randomly select some 
individuals from the non-optimal individuals of the current 
population according to the previously specified probability 
distribution function for secondary assignment: 

                          (24) 

  
                      

    
   (25) 

where:    is the individual value of the current population; 
      is a binary random decision variable;   is the local 
search adjustment operator defined in this paper;          is 

the best individual in the contemporary population;     is an 
adjustment factor, which is used to adjust the local search 
sensitivity of the differential evolution algorithm. The larger 
the value, the stronger the local search ability of the algorithm; 
  is the number of iterations;     and     are from a new 
population of randomly selected individuals and meet     
   . 

As the number of iterations increases, the optimization 
scope of the algorithm gradually shrinks, and finally, the 
optimal clustering division result is obtained, which is the 
classification result of traditional art painting image style. 

III. EXPERIMENTAL ANALYSIS 

With 5000 traditional art paintings of different styles as 
experimental objects, including comics, sketches, ink 
paintings, watercolors, and other painting styles, this paper 
uses this method to classify the 5000 traditional art painting 
styles and analyzes and verify the practical application effect of 
this method. 
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Set the parameters needed for the experiment, as shown in 
Table I. 

Taking a traditional art painting as the experimental object 
and contrast stretching as the measurement index, the 
enhancement ability of this method to the traditional art 
painting image is tested. To make the experimental results 
more sufficient, the literature [9] method, literature [10] 
method, literature [11] method, literature [12] method, and 
literature [13] method are used at the same time. The test 
results are shown in Fig. 2. Analysis of Fig. 2 shows that the 
overall color of the original traditional art painting image is 
dark, and the internal details of the image are not clear enough. 
After using six methods to enhance the traditional art painting 
image, the clarity and contrast of the traditional art painting 
image enhanced by this method have been significantly 
improved. Although the contrast of the traditional art painting 
image enhanced by the literature [9] method, literature [11] 
method, and literature [13] method is effectively prompted, the 
contrast is too large, which leads to the disappearance of the 
internal details of the traditional art painting image, while the 
traditional art painting image enhanced by the literature [10] 
method and literature [12] method has a low lightness and 
darkness. The details in traditional art painting images cannot 
be clearly presented. To sum up, this method can effectively 

stretch the traditional art painting image and has a strong 
traditional art painting image enhancement effect. 

TABLE I. CONFIGURATION TABLE OF PARAMETERS REQUIRED FOR 

EXPERIMENTS 

Serial 

number 
Parameter Content 

1 
Color space conversion 

parameter 

From RGB color space to HSV 

color space, it is necessary to 

convert the coefficients in the 
formula. 

2 
Automatic contrast 

stretching parameter 

Relates to parameters such as 

tensile strength or tensile ratio. 

3 
Adaptive histogram 
equalization parameters 

with finite contrast 

Parameters such as contrast limit 
threshold and the number of 

histogram partitions are involved. 

4 
Fuzzy c-means clustering 

parameters 

When using fuzzy C-means 

method to classify styles, it is 
necessary to set parameters such 

as the number of clusters (that is, 

the number of styles) and fuzzy 

factors. 

5 
Relevant parameters of 
training and testing data 

sets 

Including the ratio of training set 

to test set, data enhancement 
parameters (such as rotation 

angle, cutting size, etc.), batch 

size, learning rate, etc. 

 
(a) Primitive traditional art painting images 

 
(b) Method of this article (c) Reference [9] method (d) Reference [10] method 

 
(e) Reference [11] method (f) Reference [12] method (g) Reference [13] method 

Fig. 2. Test results of image enhancement in traditional art painting. 
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(a) Before enhancement (b) After enhancement 

Fig. 3. Test results of image enhancement in traditional art painting. 

To further verify the enhancement effect of this method on 
traditional art painting images, take a traditional art painting 
image as the experimental object and use this method to 
enhance it. Additionally, the histogram is employed to 
showcase the grayscale values of the traditional art painting 
image both before and after undergoing enhancement 
processing. The test results are shown in Fig. 3. 

According to the comprehensive analysis of Fig. 3, after 
applying the method in this paper to enhance the traditional art 
painting image under the same pixel situation, the pixel gray 
value can be effectively improved. This result further verifies 
that the method in this paper has a good enhancement effect on 
the traditional art painting image. 

The color space conversion accuracy is taken as a measure 
to test the color space conversion ability of the method in this 
paper for traditional art painting images under different color 
space lightness and color saturation. The test results are shown 
in Table II. 

According to the analysis of Table II, when using this 
method to convert the color space of traditional art painting 
images, the separation accuracy value is higher than 0.9 under 
the conditions of different color space lightness and color space 
saturation. This value shows that this method can effectively 
convert the color space of traditional art painting images and 
also confirms from the side that this method has a strong ability 
to classify traditional art painting styles. 

Take a large number of traditional art painting images as 
experimental objects and use the method in this paper to 
classify their styles. In order to make the verification results 
more sufficient, the style classification is carried out 
respectively under the conditions of no rotation, 30-degree 
rotation, and 70-degree rotation of traditional art painting 
images. The results are shown in Fig. 4 to Fig. 6, respectively. 

TABLE II. PRECISION VALUES OF COLOR SPACE CONVERSION IN 

TRADITIONAL ART PAINTING IMAGES 

Color space 

brightness 

Color space 

conversion accuracy 

Satura

tion 

Color space 

conversion accuracy 

5 0.95 50 0.98 

10 0.95 55 0.95 

15 0.96 60 0.96 

20 0.94 65 0.93 

25 0.95 70 0.98 

30 0.97 75 0.94 

35 0.92 80 0.97 

40 0.96 85 0.92 

45 0.93 90 0.95 

50 0.95 95 0.94 

55 0.94 100 0.96 

 

 

Fig. 4. No rotation. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

 Vol. 14, No. 11, 2023 

1012 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 5. Rotate 30 degrees. 

 

Fig. 6. Rotate 70 degrees. 

From the analysis of Fig. 4 to Fig. 6, it can be seen that 
when the traditional art painting images are not rotated, the 
distance between different clusters is far when this method 
classifies their styles, and the distribution of traditional art 
painting images in the same cluster is relatively dense. When 
traditional art painting images are rotated 30 degrees and 70 
degrees, respectively, the distribution distance of different 
clusters is shortened when the method in this paper is applied 
to classify traditional art painting styles, and the distribution of 
traditional art painting images within the same cluster becomes 
sparse, but the differences between different clusters are still 
obvious. The aforementioned findings indicate that the 
utilization of this approach leads to an efficient classification of 
traditional art painting styles. When classifying, the density 
between class clusters is better, and the classification of 
traditional art painting styles is more accurate, which is not 
affected by the rotation of traditional art painting images. 

The Xie Beni (XB) index is used to measure the 
classification accuracy of traditional art painting styles. The 
smaller the value, the higher the classification accuracy of 
traditional art painting styles. With 15 traditional art painting 
images as the experimental objects, this paper analyzes the 

changes in the Xie Beni index when classifying the 
magnification of traditional art painting images by this method 
and sets the threshold value of the Xie Beni index to 0.4. The 
test results are shown in Table III. 

TABLE III. CLASSIFICATION OF TRADITIONAL ART PAINTING STYLES BY 

XIE BENI INDEX 

Traditional Painting Image Coding 
Magnification 

1 1.5 2 

1 0.12 0.21 0.32 

2 0.11 0.23 0.33 

3 0.19 0.25 0.31 

4 0.08 0.19 0.28 

5 0.07 0.19 0.24 

6 0.12 0.25 0.26 

7 0.15 0.29 0.27 

8 0.09 0.31 0.31 

9 0.14 0.24 0.33 

10 0.16 0.25 0.35 

11 0.08 0.26 0.28 

12 0.17 0.22 0.29 

13 0.15 0.21 0.31 

14 0.16 0.27 0.25 

15 0.11 0.18 0.24 
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Analysis of Table III shows that with the increase of 
magnification of traditional art painting images, the Xie Beni 
index when classifying traditional art painting styles in this 
method shows an upward trend, but the increase is not 
significant. When the magnification of the traditional art 
painting image is 2, the maximum value of the Xie Beni index 
when this method classifies the traditional art painting style is 
only 0.35, which is lower than the preset threshold value of the 
Xie Beni index. The above results show that the method in this 
paper has a high accuracy in classifying traditional art painting 
styles and has a relatively significant application effect. 

IV. DISCUSSION 

1) The traditional art painting style classification method 

based on color space transformation has obviously improved 

the clarity and contrast of the traditional art painting images, 

which can effectively stretch the traditional art painting 

images and has strong traditional art painting image 

enhancement effect. 

2) After the traditional art painting style classification 

method based on color space transformation is applied to 

enhance the traditional art painting image, the gray value of 

each pixel is effectively improved under the same pixel, which 

further verifies that the method in this paper has a good 

enhancement effect on the traditional art painting image. 

3) When the traditional art painting style classification 

method based on color space conversion is used to convert the 

color space of traditional art painting images, the separation 

accuracy values are all higher than 0.9 under different color 

space lightness and color space saturation, which shows that 

the method in this paper can effectively convert the color 

space of traditional art painting images, and also proves from 

the side that the method in this paper has strong ability to 

classify traditional art painting styles. 

4) The traditional art painting style classification method 

based on color space transformation is far away between 

different clusters, and the traditional art painting images in the 

same cluster are densely distributed. The application of this 

method can effectively classify the traditional art painting 

styles, and the density between clusters is good, and the 

classification of traditional art painting styles is more accurate, 

which is not affected by the rotation of traditional art painting 

images. 

5) With the increase of the magnification of traditional art 

painting images, the Xie-Beni index of the traditional art 

painting styles classified by this method shows an upward 

trend, and the classification of traditional art painting styles by 

this method has a high accuracy and a remarkable application 

effect. 

V. CONCLUSION 

The classification of traditional art painting styles is one of 
the more efficient applications of deep learning methods in the 
field of traditional art painting. It can effectively enhance the 
performance of both classification and imitation of traditional 
art painting styles. This paper studies the classification 

algorithm of art-style images and proposes a traditional art 
painting-style classification method based on color space 
conversion. The salient information contained in traditional art 
painting images can effectively reflect the image's salient 
features, improve the accuracy of style classification, and 
combine the salient information with the fuzzy C-means 
algorithm. According to the characteristics of traditional art 
painting images, the salient features contained in different 
styles of painting images are extracted. Then, the extracted 
features are passed on to the fuzzy C-means algorithm in order 
to accomplish the classification of traditional art painting 
styles. Through the actual verification of the method in this 
paper, based on the verification results, it is evident that the 
approach presented in this paper exhibits a high level of 
effectiveness in categorizing traditional art painting styles, 
yielding notable practical applications. 

Although the traditional art painting style classification 
method based on color space transformation has certain 
effectiveness, it also has some limitations. 

1) Dependence on color space transformation: One of the 

core of this method is color space transformation. However, 

the conversion of color space may be influenced by many 

factors such as lighting conditions, pigment types and painting 

techniques. For some special cases, the transformation of color 

space may not accurately capture the essential characteristics 

of painting style, which leads to the error of classification 

results. 

2) Limitations of feature extraction: This method mainly 

relies on image features such as color and contrast for 

classification. However, the traditional artistic painting style is 

not limited to color and contrast, but also includes many 

characteristics such as texture, composition and brush strokes. 

These methods fail to fully consider other features, which will 

limit the accuracy and comprehensiveness of classification. 

3) Requirements of data set: The method based on color 

space conversion has higher requirements for training data set. 

It needs enough diverse and representative samples for 

training in order to obtain an accurate classification model. If 

the data set is small or the samples are not rich enough, the 

generalization ability of the model will be insufficient, and the 

new paintings cannot be accurately classified. 

To sum up, the traditional art painting style classification 
method based on color space transformation has achieved 
certain results, but it still faces some limitations. Future 
research can further combine advanced technologies such as 
deep learning to improve the accuracy and efficiency of 
classification. 
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Abstract—As people's requirements for applications are 

getting higher and higher, the recognition of facial features has 

been paid more and more attention. The current facial feature 

recognition algorithm not only takes a long time, but also has 

problems such as large system resource consumption and long 

running time in practical applications. Based on this, the 

research proposes a multi-task face recognition algorithm by 

combining multi-task deep learning on the basis of convolutional 

neural network, and analyzes its performance in four dimensions 

of face identity, age, gender, and fatigue state. The experimental 

results show that the multi-task face recognition algorithm model 

obtained through layer-by-layer progression takes less time than 

other models and can complete more tasks in the same training 

time. At the same time, comparing the best model M44 with other 

algorithms in four dimensions, it is found that the Mean Absolute 

Error lowest is 3.53, and the highest Accuracy value is 98.3%. On 

the whole, the multi-task face recognition algorithm proposed in 

the study can recognize facial features efficiently and quickly. At 

the same time, its training time is short, the calculation speed is 

fast, and the recognition accuracy is much higher than other 

algorithms. It is applied to intelligent driving behavior. Analysis, 

intelligent clothing navigation and other aspects have strong 

practical significance. 

Keywords—Multi task deep learning; face recognition; 

convolution neural network; multi task; dimension 

I. INTRODUCTION 

The rapid development of artificial intelligence has made it 
the core driving force of industrial transformation. It is also 
widely used in the fields of speech recognition and image 
recognition, and has gradually replaced human resources [1-3]. 
As an important pillar in the field of image recognition, face 
recognition has been widely used in business, identity 
authentication and other fields, and has gradually received 
attention. In addition, face recognition is no longer limited to a 
single task, and the needs of multi-task face recognition. It is 
also constantly improving [4-5]. In this context, many 
domestic and foreign scholars have conducted in-depth 
research on it. Khan AA et al. built a face recognition image 
model on the basis of neural network and integrated genetic 
algorithm and principal component analysis, which provided 
help for face matching in forensic investigation [6]. Srivastava 
S et al. proposed a new method of biometric authentication 
face recognition based on artificial neural network, which 
effectively reduces the error rate of face recognition [7]. 
Karanwal overcomes the problem of low image recognition 
rate in local binary patterns by proposing descriptors [8]. 
However, although the current feature matching algorithms 
using similarity measures in single task face recognition are 
simple and fast, they are difficult to robustly determine the 

threshold size. Although feature matching algorithms using 
feature subspaces can map intra class differences to subspaces 
for compression, their noise will also be mapped to subspaces 
and easily amplified. Although feature matching algorithms 
using statistical models have good robustness and 
identification, they are prone to data overfitting, and many 
deep learning methods also have shortcomings such as low 
accuracy and high hardware requirements. The methods in 
multitasking facial recognition have drawbacks such as 
multiple parameters, slow running speed, and high resource 
consumption. Based on this, the research proposes a multi-task 
deep learning algorithm by integrating deep learning on the 
basis of Convolutional Neural Network (CNN). The purpose is 
to effectively improve the accuracy of face recognition 
through a new face recognition algorithm. At the same time, it 
reduces its recognition time and provides effective suggestions 
for artificial intelligence face recognition. 

The research is divided into six sections. Section I is the 
introduction, Section II is about related work. Research on 
Face Recognition image algorithm is mentioned in Section III, 
results and discussion in Section IV and Section VI concludes 
the paper. 

II. RELATED WORK 

With the development of artificial intelligence, face 
recognition technology is gradually applied to all walks of life, 
and it is also a very important link in biometrics. Compared 
with fingerprint recognition, iris recognition and other 
recognition technologies, it can better meet the needs of users, 
and the recognition accuracy and recognition speed are very 
fast [9]. The current face recognition technology has many 
defects in practical application. How to improve face 
recognition has become the focus of current research. Based 
on this, scholars at home and abroad of Everbright have 
conducted in-depth research on it. Chen et al. proposed a new 
Collaborative Representation Based Fuzzy Discriminant 
Analysis (CRFDA) algorithm based on collaborative 
representation, and effectively extracted the relevant features 
of the image through dimension reduction, which effectively 
improved the feature extraction standard and improved the 
face recognition accuracy [10]. Alami et al. proposed a new 
model of quaternion discrete orthogonal matrix neural 
network, thereby reducing the time consumption of the model 
in face recognition training, and further effectively improving 
the accuracy of color face recognition [11]. Tripathi et al. 
effectively improved the accuracy of face age recognition by 
using descriptors in local gradient relationship patterns [12]. 
Singh et al. put forward a new and robust description of color 
texture, thus emphasizing the advantages of related color 
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models in identifying color components, so as to help improve 
the accuracy of color face recognition [13]. Soni et al. 
proposed a hybrid optimization algorithm based on bird search 
to remove image noise and improve face recognition accuracy 
[14]. Sharma et al. designed a face recognition system based 
on field programmable gate array to improve the security of 
face recognition [15], aiming at the problem of imperfect user 
data protection at present. Long et al. have effectively 
improved the recognition performance of face recognition by 
using singular value decomposition (SVD) to solve the 
problem of poor face recognition technology [16]. 

In addition, Sharma et al. used the depth learning method 
to achieve multi-modal determination of personal recognition 
and improve the robustness of face identification [17]. On the 
basis of deep learning, Han et al. proposed a new personalized 
convolution method, which significantly improved the 
efficiency of face recognition [18]. Srivastava et al. used deep 
learning to build a hybrid model to improve the accuracy of 
personal face recognition involving violence [19]. Zhao et al. 
aimed at the problem that face recognition takes too long; they 
reduced the time consumption in face recognition by building 
an unsupervised deep learning network [20]. Vedantham has 
constructed a classifier by using depth learning to improve the 
accuracy of facial expression recognition [21]. Deshmukh et 
al., aiming at the low efficiency of biometric feature extraction 
in face recognition, built a multi-mode biological learning 
system using deep learning networks to improve the efficiency 
of biometric feature extraction [22]. Silva et al. have 
effectively improved the accuracy of individual identification 
of wild Asian elephants by using deep learning methods, thus 
providing help for the protection of wild Asian elephants [23]. 

From the research of scholars at home and abroad, the 
current face recognition technology has problems such as long 
model training time, high resource consumption in practical 
applications, and deep learning has a good effect on 
collaborative operation. Therefore, it is of great significance to 
study the algorithm proposed by combining the depth learning 
algorithm with human face recognition in practical application. 
In addition, the face recognition algorithm proposed in the 
study creatively uses the relevance of multi task reflection to 
achieve the multi task recognition requirements of the 
algorithm, which effectively changes the simplification of 
traditional face recognition. 

III. RESEARCH ON FACE RECOGNITION IMAGE ALGORITHM 

BASED ON MULTI-TASK DEEP LEARNING 

A. Analysis of Convolutional Neural Networks in Multi-Task 

Deep Learning 

Aiming at the problems of slow training time and large 
system resource consumption for the current face attribute 
recognition task, the research conducted a related analysis on 
the face recognition image algorithm on the basis of multi-task 
deep learning. Deep learning includes two parts: deep and 
learning. Specifically, deep learning is a deep network model 
and has a suitable training learning method. The current 
fast-developing deep learning method is CNN, and for 
multi-task depth in terms of learning, convolutional neural 
networks are the basis for face recognition [24]. CNN uses a 
large amount of data for learning, and performs multiple 

multi-level convolution and non-linear mapping on it, so as to 
achieve the purpose of feature extraction or classification. It 
has the advantages of high accuracy and strong robustness. In 
other words, the working principle of CNN is to simulate the 
recognition process of the human brain [25]. Strictly speaking, 
CNN imitates the human brain to process information in more 
detail, and its principle structure is shown in Fig. 1. 

Convolution operation

Downsampling

Convolution operation

Downsampling

Normalized layer

Convolute 

layer

Output

W11-W13

W21-W2n

Input

Classification layer

 
Fig. 1. Principle and structure of CNN. 

It can be clearly found from Fig. 1 that the principle 
structure of CNN includes five levels of input, convolution, 
normalization, classification and output, which are progressive 
until the desired information is output. Specifically, after 
inputting the initial training data, CNN uses the reverse 
transfer algorithm to perform repeated learning, revise the 
parameters of different neurons, and finally obtain a 
convergent neural network model. On this basis, by inputting 
the image into the trained CNN model, a large number of 
abstract expressions ranging from low-level intuition to 
high-level can be obtained, and then through linear or 
nonlinear combination, accurate representation can be 
obtained to complete classification and feature extraction. 
Therefore, the basic structure of CNN can be divided into two 
parts, namely the feature extraction part and the fully 
connected part, and the more important ones are the 
convolution layer, the activation function layer and the fully 
connected layer (Softmax). At the signal level, the image of 
the convolution layer can be regarded as a visual signal, and 
its convolution operation can be understood as a process of 
filtering the signal, and its related calculation expression is 
shown in Eq. (1). 

   ( , )* ( , ) , ,

w h

s w t h

I x y W x y s t I x s y t

 

       (1) 

In Eq. (1), I  represents the pixel value; x  represents 

the row; y  represents the column; represents the 

convolution kernel; W  the t  parameter w  represents the 

width of the convolution kernel; h  represents s  the height 

of the convolution kernel; At the matrix level, the convolution 
operation of the image is to use the convolution core to 
perform continuous convolution on the perceptual region of 
the image, and finally use it as the feature value of the region 
to obtain the feature map. The specific operation process is 
shown in Fig. 2. 
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Input image

Convolutional 

kernel

Output characteristic diagram

 
Fig. 2. Operation process of convolution. 

It can be seen from Fig. 2 that the operation process of 
convolution is relatively simple. First, input the corresponding 
image into the convolution kernel, and then output the feature 
map after the operation. For the convolution layer, the 
convolution layer is usually composed of multiple convolution 
cores to better extract the image features. In CNN, the 
convolution layer uses a variety of convolution to check the 
local receiving area of the image, and obtains the feature maps 
of different convolution cores through the sliding convolution 
operation. It can be seen that CNN can effectively detect the 
features of the face in face recognition by recognizing the 
local feature map, thus improving the accuracy of face 
recognition. In this process, the corresponding calculation 
formula is shown in Eq. (2). 

  *k
ij k kh f W x b      (2) 

In expression (2), x  represents the convolution result, 

where i  and j  represents the position in the matrix, 

specifically represented as rows and columns, k  represents 

the number of convolution kernels; f  represents the 

activation function; x  represents the input image; b  

represents the convolution The corresponding bias of the 
kernel. The activation function layer is also known as the 
normalization layer. Its purpose is to use the relevant 
activation function to add corresponding nonlinear correlation 
factors, so as to ensure that the features are unique and 
invariant, thereby improving the overall expression ability of 
the model. The linear activation function is the Linear 
Rectification Function (RELU) [26]. Its related expression 
formula is shown in Eq. (3). 

   max ,0f z z     (3) 

In Eq. (3), it max represents a comparison function that 

takes a larger value; z it represents the size of the input. 

However, in the actual training process of CNN, if the 
backpropagation presents a large gradient, if a RELU neuron 
flows through it, the neuron will always be in a "dead" state, 
which will as a result, the parameters of CNN are no longer 
continuously updated, thus consuming too many resources and 
related operations. The activation function selected for the 
study can be understood as a layer of network in the neural 
network, namely the Maxout activation function, which is 
relative to the sparse feature of the RELU activation function. 
It is more compact, and feature selection and dimensionality 
reduction can also be performed at the same time, and the 
calculation formula of its related neurons is shown in formula 

(4). 

 
 1,

maxi ij
j k

h x z

     (4) 

In Eq. (4), it  ih x  represents i  the output of the neuron 

of the Maxout layer; it represents k   the number of input 

layers connected to the Maxout layer; j  it represents the j  

input layer; z  it represents the input layer connected to the 

neurons of the Maxout layer. value, and its evaluation formula 
is shown in Eq. (5). 

* T
ij ij ijz W x b       (5) 

In Eq. (5), it ijW represents a certain convolution kernel 

among multiple convolution kernels; Tx  it represents the 

input. For the Maxout layer, the dimensions of each CNN 
layer input must be consistent. On this basis, the maximum 
value is selected as the value of the same coordinate of the 
output layer after each input of the same coordinate is 
compared. This can be seen. The Maxout function is a 
piecewise function, and its input gradient formula is shown in 
Eq. (6). 

 
 

1

1,

0

if zij ziq
hi x

When q j and q k
z ij

otherwise


 

  
 



(6) 

In Eq. (6), q  represents the input value. It can be clearly 

seen from the Eq. (6) that the slope exhibited by each segment 
of the Maxout function is determined by the output value, so it 
presents a dynamic change and does not completely fix a 
certain value. In addition, the Softmax layer is essentially a 
nonlinear classifier. In deep learning, it is often used as the 
output layer of CNN to output a probability vector. The output 
probability correlation calculation formula of the Softmax 
layer is shown in Eq. (7). 

 
1

,

T

T

j x

k j x

j

e
p y i x

e








  


   (7) 

In the output probability calculation expression (7),   

represents the bias term; y  represents the output category, 

T  represents transposition. On the whole, the Softmax layer 

is to map the multiple outputs after the original convolution to 
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the values 0 to 1 with the Sofmax function, and the 
accumulation of these values is 1, which satisfies the 
characteristics of probability. On this basis, it selects the final 
output. As a result, the largest prediction result can be selected 
to achieve multi-classification tasks, and in actual face 
recognition, multi-task face recognition can be effectively 
achieved. In face recognition technology, there are three very 
important technologies, which are the recognition of face age, 
gender, and fatigue status, which together lay the foundation 
for face recognition technology. Specifically, face recognition 
technology includes face-related feature extraction and 
comparison technology. 

B. Research on Multi-Task Face Recognition Algorithm based 

on Convolutional Neural Network 

CNN is a relatively common deep learning method, which 
is also the basis of multi-task face recognition algorithm. To 
understand multi-task face recognition algorithm, you need to 
understand the principle of multi-task learning. The current 
deep learning methods for multitasking mainly have the 
following two characteristics: one is structurally speaking, 
shallow parameter sharing between tasks; the other is that, in 
terms of impact, the common data characteristics hidden 
between different tasks are excavated. This requires that a 
model can handle multiple tasks at the same time, and also 
requires multiple tasks to work together to enhance the 
generalization ability. The overall structure is shown in Fig. 3. 

It can be seen from the overall structure of multi task 
learning in Fig. 3 that its specific content includes model input, 
shared parameters and relevant parameters of specific tasks. 
By inputting relevant values in model input, shared parameters 
are obtained, and relevant parameters of specific tasks are 
output in subsequent output. An important premise of multi 
task learning is that there is a certain correlation between 
multiple tasks, so learning efficiency can be improved through 
the correlation between tasks. Although there is no clear 
definition, when looking for related tasks, a basic assumption 
is that the characteristics concerned by each task are 

interrelated, or the learning process is beneficial in different 
tasks. In the research, there is some correlation between facial 
features and features. Through the association training of 
multiple tasks, the accuracy of multiple tasks can be 
effectively improved. In the actual face recognition, the task is 
no single, and the improvement of the accuracy of multi task 
recognition can also effectively improve the overall 
recognition accuracy. 

D1 D2 Dd

����

Shared parameters

��

Task 

specific 

parameters

 
Fig. 3. The overall structure of multi task deep learning. 

The traditional face recognition algorithm has the problem 
of low recognition task accuracy. Aiming at this problem, a 
multi-task deep learning face recognition algorithm is 
proposed. This algorithm uses the relatively strong correlation 
of face identity, age, and gender and fatigue recognition. To 
carry out research, in order to build a multi-task face 
recognition model in a short time, and to complete the relevant 
recognition tasks under the premise of maintaining high 
precision and high speed. High accuracy depends on the 
relevance of multiple learning tasks, and high-speed operation 
requires optimization of model parameters. Therefore, the 
research integrates CNN to construct a CNN network for 
multi-task face recognition. Its structure is shown in Fig. 4. 
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Fig. 4. Multi task face recognition network structure. 

As can be seen from Fig. 4, the overall network structure 
of CNN has a total of nine convolutional layers, the pooling 
layer uses the maximum pooling function, the activation 
function selects the Maxout function, and all tasks in the 
training select the Softmax function to perform related 
classification training tasks for face recognition. It is worth 
noting that before constructing the actual network training, it 

is necessary to set the objective function and the training 
algorithm. This is because the work related to face recognition 
is closely related to the data, including identity, gender, age, 
etc. It is very difficult to generate a multi-label data set with 
information such as fatigue, fatigue, etc. Therefore, after 
setting the two in detail, the multi-label data set can be trained 
synchronously, and the multi-task training on the basis can be 
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obtained. Same result. In the proposed multi-task deep 
learning face recognition algorithm, a brief description of the 
relevant forward propagation expression is shown in Eq. (8). 

( )k k koutput f W X b        (8) 

In the expression Eq. (8), it k   represents the first k   

face recognition task; kW   it represents the convolution 

related parameters. In contrast, the formula expression of 
backpropagation is shown in Eq. (9). 

k
k k k

k

L
W W

W



  




 


    (9) 

In the Eq. (9) of backpropagation,   it represents the 

learning rate; L  it represents the loss of identifying 

characters. It is worth noting that the overall back-propagation 
formula of the recognition task can be divided into two parts: 
the independent parameter part of a single task, whose 
back-propagation formula is consistent with Equation (9), and 
the back-propagation formula of the common parameter 
segment of multiple tasks is as in Eq. (10). 
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M
k k
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k

T L
W W
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   (10) 

In Eq. (10), it shareW  represents the shared parameters 

between multiple tasks; M  it represents the total number of 

face recognition tasks; and kT   it represents the weight of the 

task. It can be seen from Eq. (10) that the training strategy 
given by the study is consistent with the training of multiple 
tasks at the same time, except that there is a sequence in the 
training time of each task. Therefore, for different recognition 
tasks, the specific training strategy not only grasps the three 
important foundations of face recognition, but also introduces 
identity recognition. In face recognition, the forward 
propagation calculation formula of the deep learning model 
CNN structure is shown in Eq. (11). 

    2 1 1 0 1 2n n no g f W f f W X b b b     (11) 

In Eq. (11), o represents the forward propagation training 

value; nW  represents the n  weight of nb  the first n  

layer; represents the displacement bias of the first layer; and 

()g  represents the final classification function. The ultimate 

goal of network training is to obtain the minimized loss 
function value loss, so the Softmax-loss function is selected to 
calculate the loss rate, and its specific formula is shown in Eq. 
(12). 
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In Eq. (12), it y represents the real label of the face image; 

yo  it represents the probability value of the position in the 

output probability vector when Softmax outputs y . In 

addition, in face age recognition, a unique loss function is 
selected to speed up the training process, and its specific 
expression is shown in Eq. (13). 

     _ , ( , ) 1 ,y y yG Loss y o G y o Loss y o     (13) 

In Eq. (13), it   represents the weight of loss; ( , )yG y o  

it represents the special loss function selected by the research, 
and its calculation formula is shown in Eq. (14). 
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In Eq. (14), it   represents the standard deviation of the 

age distribution in the training data set, and its calculation 
formula is shown in Eq. (15). 
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     (15) 

In Eq. (15), it N  represents the total number of pictures 

of human faces; ix  represents i  the age of the th face photo; 

  represents the mean value. 

IV. APPLICATION AND PERFORMANCE ANALYSIS OF FACE 

RECOGNITION IMAGE ALGORITHM BASED ON MULTI-TASK 

DEEP LEARNING 

In order to verify the performance of the multi task deep 
learning face recognition algorithm proposed by the research, 
the research selects the face recognition training data set 
(CASIA Webface), human age recognition data set 
(IMDB-WIKI 500k+), face gender recognition data set 
(Celeba) and face fatigue recognition data set (bus driver face 
fatigue data set) before the experiment, and the test sets are 
respectively IJB-A, FG-NET, Celeba and human eye closure 
data set (CEW). It is worth noting that the data sets selected 
for the study are all found on the Internet, part of which are 
internet data (such as Wikipedia) and part of which are 
intranet data. In addition, in the experiment, the deep learner 
Aki chose Caffe, and the processor chose Intel (R) Core (TM) 
7-7700 CPU @ 3.6GHz, with 8-core 8GB of memory; Select 
64 bit Ubuntu 16 04 for the operating system; Choose 
NVIDIA GeForce GTX1070 graphics card with 8G memory; 
Select the Python 27 environment and Anaconda related 
scientific computing library for the development environment 
and tools. At the same time, before the experiment, the dataset 
was preprocessed for possible missing faces or imbalanced 
data, mainly through three steps: affine transformation, 
random cropping, and data balancing. The specific content of 
the dataset is shown in Table I. 

It can be clearly seen from Table I that in the training data 
set selected for the experiment, the CASIA-Webface data set 
contains 494,414 identity photos of 10,575 people, and the 
training data set IJB-A data set contains the face pictures of 
500 people, including 5,396 still images, 20,412 frames of 
video images; IMDB-WIKI 500k+ dataset contains 524,230 
face images of 82,612 people, of which 460,723 are from the 
Internet Movie Database (IMDB) and 62,328 are from WiKi , 
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its test set contains 1,002 photos of 1,297,028 people; the 
Celeba data set divides 202,599 face images of 10,177 people 
into training and test sets in a ratio of 9:1; the bus driver's face 
fatigue data set contains There are 47,500 photos of 10,100 
individuals, including 10,000 photos of fatigued state, 30,000 
photos of normal state, and 7,500 photos of standing wearing 
sunglasses. The test set CEW contains 2,423 photos of 40 

individuals, including 1,192 photos of closed eyes, and 1,231 
photos of closed eyes. Open-eye photos, closed-eye photos are 
obtained from a web crawler, and open-eye photos are 
obtained from the face database (Labeled Faces in the Wild, 
LFW). According to the four parts of the dataset, the research 
first analyzes the face recognition task, and its experimental 
results on the training set LFW are shown in Fig. 5. 

TABLE I. SPECIFIC CONTENTS OF TRAINING DATA SET AND TEST DATA SET SELECTED BY THE EXPERIMENT 

Training Set 
Number 

of people 
Number of photos Test Set 

Number 

of people 
Number of photos 

CASIA-Webface 10575 494414 IJB-A 500 5396 (static state) 20412 (Video image) 

IMDB-WIKI 

500k+ 
82612 460723 (IMDB) 62328 (Wiki) FG-NET 1297028 1002 

Celeba 10177 182339 Celeba 10177 20260 

Bus drivers face 
fatigue 

10100 
10000 
(Fatigue state) 

30000 (Normal 
state) 

7500 (Wear 
sunglasses) 

CEW 40 
1192 (Closed eye 
photograph) 

1231 (Eye opening 
photo) 

 
In Fig. 5, Fig. 5(a) is the loss function curve obtained by 

using the loss function. Using this loss function curve, the 
model to be verified for face identification is divided into five 
models, which are respectively used M11 to M15 represent, and 
through the analysis of the five models The model's rate of 
change (Rate of Change, ROC) and the area under it (Area 
Under Curve, AUC) are compared, and Fig. 5(b) is obtained. It 
can be seen from Fig. 4 that the AUC value is the highest M13, 
and the AUC value is 0.982 at this time. Therefore, the study 
uses it as the subsequent face age recognition pre-training 
model, and the relevant formula is used to obtain the threshold 
value of 0.35, and the accuracy rate is as high as 92 %. The 
experimental results show that the preprocessing model can 
effectively extract the identity features of the face. In the face 
gender experiment, the research uses the face identification 
with the highest AUC value M13, trained for four hours in the 
same equipment environment, and obtained the corresponding 
loss curve, and also obtained five models according to the 
obtained loss function curve, respectively. Used M21 to M25 

represent, and the corresponding face gender experiment is on 
the model with the best performance in the face age 
recognition task, after 10 minutes of training, the obtained 5 
models are respectively used M31 to M35 represent, the two are 
respectively in LG- The experimental results on the NET and 
Celeba training sets are shown in Fig. 6. 

Fig. 6 (a) is the loss convergence scatter and Mean 
Absolute Error (MAE) obtained in the face age recognition 
training process, and Fig. 6(b) is the loss obtained in the face 
gender recognition training process Convergence curve and 
face recognition accuracy value (Accuracy, Acc). It can be 
seen from Fig. 6(a) that the MAE minimum value appears at 
the model M22, and the algorithm has the highest accuracy at 
this time, so it can be used as the pre-training model for face 
gender recognition in Fig. 6(b). It can be seen from Fig. 6(b) 
that the Acc value M34 is the highest at the model, which is 
0.983. The experimental results show that with the continuous 

optimization of the model accuracy, the training time for the 
algorithm to obtain loss convergence is decreasing, indicating 
that the error of the algorithm is decreasing, and it is 
continuously improving the accuracy of the model until it is 
optimal. Finally, the loss convergence curve was obtained 
after only two minutes of training in human fatigue state 
recognition. The experimental results on the CEW dataset and 
the total convergence time of the four identification 
experiments are shown in Fig. 7. 

It can be clearly seen from Fig. 7 that the recognition 
accuracy of face fatigue M44 appears on the model, which is 
0.983. In addition, in the introduction of three deep learning 
models (Facenet), Face Recognition Based on Visual 
Geometry Group Network (Vggface) and Levi G's four best 
models in the research itself From the comparison, it can be 
found that on the basis of the algorithm proposed by the 
research, the four tasks can complete the continuous training 
of the optimal mode within 10 hours, which is much shorter 
than the training time of deep CNN networks such as Facenet 
and Vggface; Compared with the face feature recognition 
method proposed by Levi [27] et al., this method can only 
recognize the age and gender of the face, but the algorithm 
proposed in the study can complete the face recognition 
identity within the same training time. On the basis of gender, 
it can also realize the recognition of face age and fatigue state. 
The research results show that the multi-task training method 
can effectively reduce the completion time of training tasks. 

In order to further verify the effectiveness of the proposed 
algorithm, the research 44M  evaluates the performance of 

the final multi-task face recognition model. Chen algorithm, 
Webface algorithm and block cipher algorithm 
(Gosudarstvennyi Standard, GOST) algorithm are introduced 
again in the experiment. The experimental results are shown in 
Table II. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

 Vol. 14, No. 11, 2023 

1021 | P a g e  

www.ijacsa.thesai.org 

0

0.2

0.4

0.6

0.8

1.0

1.2

0 0.2 0.4 0.6 0.8 1.0

M11 M12 M13 M14 M15

False Positive Rate

T
ru

e 
P

o
si

ti
v

e 
R

a
te

0.978

0.98

0.982

0.981

0.978

0.976

0.977

0.978

0.979

0.980

0.981

0.982

0.983

M11 M12 M13 M14 M15

Model
N

u
m

e
ri

c
a
l 

v
a
lu

e

(b) ROC value change and AUC value of the model in 5

(a) Loss convergence graph in face recognition

1.5

2.5

3.5

4.5

5.5

6.5

7.5

8.5

20000 40000 60000 800000
Iterations

L
o

ss

Loss scatter

AUC

 
Fig. 5. Training process of face recognition. 

0

5

10

15

20

25

30

35

15000 30000 45000 600000

Model

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

15000 30000 450000

Loss curve
0.982

0.975

0.981

0.983

0.981

0.970

0.972

0.974

0.976

0.978

0.980

0.982

0.984

M31 M32 M33 M34 M35

3.50

3.43

3.48

3.52
3.53

3.38

3.40

3.42

3.44

3.46

3.48

3.50

3.52

3.54

M21 M22 M23 M24 M25

Loss scatter

Acc

(b) Loss curve and Acc value in face gender

(a) Loss curve and MAE value in face age

Iterations

Iterations

L
o

ss
L

o
ss

Model

N
u
m

e
ri

c
a
l 

v
a
lu

e
N

u
m

e
ri

c
a
l 

v
a
lu

e

MAE

 

Fig. 6. Face age and gender training process. 
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Fig. 7. Experimental results on the CEW dataset and the time spent on four face recognition experiments and three depth algorithms. 

TABLE II. PERFORMANCE COMPARISON OF MULTIPLE ALGORITHMS 

Model 
Feature 

extraction time 

Number of 

parameters 

Enter image 

dimensions 
Accuracy (%) FAR=0.1 FAR=0.01 FAR=0.001 

44M  41ms 5555K 64×64×1 97.88 0 0.951 0.844 0.790 

Chen 67ms 5004K 100×100×1 97.71 0 0.966 0.837 - 

Webface - 5011K 31×36×3 97.49 0 - - - 

Facent >558ms 140690K 224×224×3 99.62 0 0.950 0.834 0.750 

Vggface >528ms 134249K 224×224×3 97.27 0 0.936 0.804 0.603 

GOST - - - - 0.620 0.400 0.190 

As can be seen from Table II, in the LJB-A dataset with 
more complex actual scenes, M44 the model performance of 
the model is better than other models, and the accuracy 
reaches 97.880%. In addition, when the False Accept Rate 
(FAR) value is 0.01, the True Accept Rate (TAR) value at this 
time is 0.844, indicating that the M44 model has higher 
robustness in actual complex situations, which can distinguish 
face identities well. At the same time, the research compares 
the performance and accuracy of different algorithms 
(methods) in the recognition of face age, gender, and fatigue 
state. Among them, multi region convolution neural network 
(MR-CNN) and two ranking based methods are introduced 
into face age recognition, namely OH ranker and OR-CNN; 
panda recognition (PANDA-1), hyperspectral face recognition 
(Hyperspectral Face Recognition, Hyperface), LNet+ANet, 
based on deep learning are introduced in face gender 

recognition Face detection and alignment based on depth 
learning (MT) and walk recognition (Walk); in face fatigue 
recognition, Support Vector Machines (SVM) are added, and 
linear inverse Projection algorithm (Local Binary Patterns, 
LBP), Gabor and multimedia algorithm (Multi), the specific 
experimental results are shown in Fig. 8. 

It can be clearly seen from Fig. 8 that 44M  the value of 

the model MAE  is 3.53, which is much lower than other 

algorithms; in addition, its ACC value is 98.3% in face gender 
and fatigue recognition, which is also higher than other 
algorithms. The experimental results are obvious. Compared 
with other face recognition algorithms and depth algorithms, 
the performance of the proposed algorithm has higher 
recognition performance, and it also speeds up the training 
time and improves the recognition accuracy. 
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V. RESULTS AND DISCUSSION 

The demand for multitasking facial recognition has 
significantly improved in many current fields. In order to 
achieve multitasking facial recognition, existing technologies 
generally use multiple models in parallel to complete multiple 
different recognition tasks, which may have serious problems 
in some cases. Firstly, multiple models have slow training 
time and long application cycles. Secondly, in practical use, 
there is a problem of high system resource consumption, 
which also means high hardware requirements and increased 
usage costs. Based on this, a multi task face recognition 
algorithm was proposed by combining CNN with multi task 
deep learning. 

The experimental results show that the Acc value is the 
highest at model M34, at which point it is 0.983. As the model 
accuracy is continuously optimized, the training time for the 
algorithm to achieve loss convergence is continuously 
decreasing. When the FAR value is 0.01, the correctly 
accepted proportional TAR value is 0.844, indicating that the 
M44 model has higher robustness in practical complex 
situations and can distinguish facial identities well, which is 
better than the results of Basil et al. [28]. In addition, the MAE 
value of the M44 model is 3.53, which is much lower than 
other algorithms. Its ACC value in facial gender and fatigue 
recognition is 98.3%, which is also higher than other 
algorithms. This result is also superior to the results of Vu et al. 
and Mohammed Ali et al. [29-30]. 

In the dataset LFW, the highest AUC value appears in M13, 
at which point the AUC value is 0.982; In the dataset LG-NET 
and Celeb, the minimum MAE value appears at model M22, 
the Acc value is the highest at model M34, and the accuracy of 
facial fatigue recognition appears at model M44, which is 
0.983. This result shows that the research algorithm has high 

performance on different datasets, and the final optimal model 
has the best performance, indicating the generalization of the 
algorithm. 

Overall, the algorithm proposed in the study not only 
consumes less training time, but also has higher accuracy and 
lower error values, indicating good performance. 

VI. CONCLUSION 

In order to solve the problems of long training time and 
high consumption of face recognition, the research proposes a 
multi-task face recognition algorithm based on CNN and 
multi-task deep learning, and conducts experimental analysis 
on its performance and application. Four dimensions of face 
identity, age, gender and fatigue state are used to verify the 
performance of the proposed algorithm. The experimental 
results show that the AUC value of the best model for face 
identity recognition is 0.982, indicating that the extracted face 
identity features are very effective; in face age recognition, the 
absolute error value of the best model is 3.43, while the in the 
gender experiment, the highest ACC value was 0.983, the 
average accuracy rate was 98.04%, and the average accuracy 
rate of fatigue state recognition also reached 97.5%. In 
addition, in the experiment of the same four dimensions, when 
comparing the performance and accuracy of it with other 
algorithms, the time-consuming feature of the proposed 
algorithm for face identification is only 41ms, which is much 
lower than other algorithms; face age recognition The MAE 
value of Acc is 3.53, the Acc value of gender recognition is 
0.983, and the Acc value of fatigue state recognition is also 
0.983. The three actually show far lower errors than other 
algorithms and far higher accuracy than other algorithms. On 
the whole, the proposed algorithm not only consumes less 
training time, but also has higher accuracy and lower error 
value, and has better performance. However, although the 
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study utilized the Maxout function to extract features, there is 
still room for expanding the inter class spacing between 
different individuals in facial identity recognition tasks. Later 
work can incorporate the triplet loss function for further 
research. 
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Abstract—To accurately predict the possibility of employee 
turnover during enterprise operation and improve the benefits 
created by talents in the enterprise, research based on the limit 
gradient enhancement algorithm has received widespread 
attention. However, with the exponential growth of various types 
of resignation reasons, this algorithm is not comprehensive 
enough when dealing with complex character psychology. To 
solve this problem, this study uses the limit gradient 
enhancement algorithm to predict employee turnover in the 
Company dataset, and uses differential automatic regression 
moving average variable optimization to generate a fusion 
algorithm. The research first involves stepwise regression 
processing of the training data, expanding the objective function 
to a second-order Taylor expansion; Then variance coding is 
added to the square integrable linear white noise, and the step 
cooling curve is smoothed by changing the temperature control 
constant; Then to calculate the root mean square error of 
Newton's law of cooling, and obtain its derivative loss variable. 
Linear white noise is the chaotic data produced by the improved 
extreme gradient lifting algorithm in forecasting the original data 
of enterprise employees, which will affect the results of data 
preprocessing in the loss analysis. In order to reduce the 
operation error of the algorithm, the step cooling curves are 
drawn according to the cooling law, and then their root mean 
square errors are calculated. Finally, the fusion algorithm 
studied was applied to the Company dataset and the prediction 
accuracy of the particle swarm optimization algorithm was tested 
and compared with the fusion algorithm. A total of 400 
experiments were conducted, and the fusion algorithm achieved a 
prediction accuracy of 398 times, with an accuracy rate of 
99.5%; The accuracy of particle swarm optimization algorithm is 
close to that of fusion algorithm, at 83.2%. The experimental 
results indicate that the algorithm model proposed in the study 
can accurately predict the possibility of employee turnover in 
enterprises, and the company will also receive timely information 
to make the next budget step. 

Keywords—Data preprocessing; linear white noise; root mean 
square error; newton’s law of cooling; step cooling curve 

I. INTRODUCTION 
In the rapidly advancing society of internet technology, as 

competition between companies intensifies, the number of 
employees in enterprises is gradually receiving widespread 
attention, and the requirements for algorithms are also 
increasing [1-2]. In the operation of the enterprise, talents rely 
on interpersonal relationships and key technologies to 
continuously create profits for the enterprise. Such employees 
will be widely valued within the company, but leaving is also 
inevitable. The resignation of employees is not conducive to 

the development of the enterprise, and may even lead to 
technical gaps that can lead to internal management problems. 
So, corporate executives are gradually paying attention to the 
reasons for employee turnover. In this context, algorithms for 
analyzing employee psychology have received widespread 
attention. In recent years, the Limit Gradient Lifting 
Algorithm (XGBoost) has attracted the attention of many 
scholars due to its powerful self-checking ability [3]. However, 
XGBoost is only suitable for analyzing differentiable loss 
variables. For non-differentiable variables, the algorithm 
marks them as isolated points, which affects the accuracy of 
the detection data. To address this issue, this study is based on 
Differential Autoregressive Moving Average Variable 
(DAMAV) to optimize XGBoost and generate a fusion 
algorithm (DV-XGBoost) pioneering. This algorithm 
calculates the root mean square error of non-differentiable 
variables and can convert non differentiable variables into 
differentiable loss variables. For the experimental design of 
the analysis model of employee turnover in enterprises, the 
research first collects the human resources data of enterprises, 
and determines the completeness of employee turnover 
prediction according to the relevant experience of employee 
turnover in the past; Then clean the collected data to ensure 
the availability of the data, and extract the characteristics of 
the data according to the business needs of the enterprise. For 
the key characteristics of employee turnover, DV-XGBoost 
algorithm is used to judge it, and the data is divided into 
training set and test set. The evaluation indexes include 
accuracy, accuracy and F1 value. The innovation of this study 
is mainly reflected in the following two points. First, aiming at 
the limitations of XGBoost algorithm, this study proposed a 
fusion algorithm based on DAMAV to optimize XGBoost 
(DV-XGBoost). This fusion algorithm shows its unique 
innovation when dealing with underivable variables. The 
second innovation is that for the non-derivable variable, the 
traditional XGBoost algorithm will mark it as an isolated point, 
while the DV-XGBoost algorithm converts it into a derivable 
loss variable by calculating the root-mean-square error of the 
non-derivable variable. This method is innovative in solving 
the problem of non-derivable variables. The contribution of 
this research is mainly reflected in the following three points. 
First, DV-XGBoost algorithm improves the accuracy of 
detection data by converting non-derivable variables into 
derivable loss variables. It is of great practical significance for 
enterprises to analyze the reasons of employee dimission and 
then make corresponding strategies. The second is to broaden 
the application range of XGBoost, a powerful algorithm that is 
widely used in all kinds of data contests and real-world 
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problem solving. However, it is only suitable for analyzing 
derivable loss variables; DV-XGBoost algorithm further 
broadens the application range of XGBoost by solving the 
problem of non-derivable variables. Finally, it can promote the 
progress of talent management, and enterprises can better 
understand the reasons for employees' dimission, so as to 
improve the company's talent management strategy, reduce the 
employee dimission rate, improve employee satisfaction, and 
promote the stable development of enterprises. 

The research is mainly divided into six sections. Section I 
mainly analyzes and summarizes the application and 
effectiveness of the current XGBoost model. Section II 
introduces the factors that affect the employee turnover model 
and constructs the DV-XGBoost model. Section III is the 
experimental study on enterprise characters. Result and 
discussion is mentioned in Section V and Section VI 
concluded the paper.  

II. RELATED WORKS 
A very important branch of human psychological 

prediction technology, namely employee turnover prediction 
in enterprises, plays a very important role in computer 
learning and the rational use of human resources in enterprises 
[4]. Lu et al. designed real driving tasks to extract data and 
proposed a stress monitoring model based on driving behavior. 
Driving is described by the acceleration of the vehicle, and the 
driving environment is quantified using an extended residual 
network model. According to the distribution range of driver 
ambiguity, the video image is segmented into sub regions. 
They constructed an Extreme Gradient Enhancement 
(XGBoost) model to monitor stress, and compared it with 
other models, the XGBoost model outperformed mainstream 
learning algorithms. It can also surpass most traditional 
models without using psychological data [5]. Deng et al. 
combined XGBoost and multi-objective optimization genetic 
algorithm for cancer classification. They first sort genes based 
on XGBoost ensemble selection, effectively removing 
unrelated genes and generating the most relevant genome for 
this class; then, their fusion algorithm searches for the optimal 
subset based on gene groups. They conducted comprehensive 
experiments using learning classifiers on publicly available 
microarray datasets to compare state-of-the-art feature 
selection methods. Their experiments have shown that the 
algorithm outperforms existing algorithms in multiple 
evaluation indicators such as accuracy, precision, and recall 
[6]. Li et al. developed a reliable prediction method that 
estimates the sink area of the road surface based on the main 
feature of road surface temperature. They proposed chaotic 
particle swarm optimization and segmented regression 
strategy to optimize the XGBoost model. Compared with the 
classical learning algorithm, their experimental results show 
that the root mean square error and absolute error of XGBoost 
algorithm are increased by 5.80 and 1.59 respectively. This 
algorithm has obvious advantages in dealing with nonlinear 
problems, and can also reduce the frequency of deflection 
without affecting its estimation accuracy, promoting rapid 
evaluation of road conditions [7]. Tao et al. proposed a robust 
method for diagnosing turbine blade icing. They extracted 
features of short-term icing effects based on icing physics to 
establish stacked XGBoost models for blade icing diagnosis. 

They evaluated the methods proposed in the wind farm and 
further compared them with models based on a single 
algorithm. The results indicated that their mixed features 
enhance the similarity between different datasets, and their 
model has higher accuracy and better generalization power 
compared to models based on a single algorithm [8]. 

Li et al. proposed an orthopedic classification prediction 
model based on the XGBoost algorithm. After building the 
XGBoost model, they also built the same model based on the 
random forest algorithm, and made a comparative analysis of 
them. Compared with random forest model, XGBoost 
algorithm prediction model has higher accuracy and is more 
suitable for orthopedic clinical data. The XGBoost algorithm 
can handle diverse medical data and better meet the 
requirements of diagnostic timeliness and accuracy [9]. Gu et 
al. proposed a new LC decision model that enables automated 
vehicles to make human decisions. Their method combines a 
deep encoder network with the XGBoost algorithm, using 
time series from multiple sensors to establish a robust 
multivariate reconstruction model; then, they reconstructed the 
error using normal data for training data extraction. They 
adopted the XGBoost algorithm with Bayesian optimization 
for the multi-parameter problem of autonomous LC 
decision-making process. This model can accurately identify 
the LC behavior of vehicles [10]. Li et al. cross matched the 
bass with the spectral database of the Sloan Digital Telescope 
to obtain the spectral categories of known samples. Then, the 
samples were cross matched with the ALLWISE database, and 
they constructed different classifiers using the XGBoost 
algorithm based on the optical and infrared information of the 
samples. Finally, all selected items in the bass directory are 
classified by these classifiers. When the prediction results of 
binary classification are the same as those of multi class 
classification, the prediction results of light sources without 
infrared information can be used as a reference. Their 
classification results have great reference value for future 
research [11]. Osman et al. developed a model for predicting 
groundwater levels. They tested three machine learning 
models: Xgboost, artificial neural network, and support vector 
regression. The experiment shows that if the combination of 
rainfall data with a delay of 3 days is used as input, the 
performance of the model is the worst; For all input 
combinations, their proposed Xgboost model outperforms the 
other two models. When using groundwater level with a 1-day 
delay as input, the performance of the Xgboost model is 
significantly improved. Their research results provide 
application prospects for the Xgboost algorithm to predict 
future groundwater levels [12]. 

The research of multiple scholars mentioned above has 
found that the predictive ability of Xgboost algorithm is very 
popular internationally, but there is still little research on 
fusion algorithms. This study pioneered the introduction of 
differential autoregressive moving average variables, taking 
into account the impact of employee personal factors and 
internal control within the enterprise, and generated a fusion 
algorithm (DV-XGBoost). 

1026 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
 Vol. 14, No. 11, 2023 

III. CONSTRUCTION OF EMPLOYEE TURNOVER 
INFORMATION MODEL BASED ON XGBOOST 

With the development of the human resources industry, in 
order to rationalize the distribution of employees in enterprises, 
research on various information has become increasingly 
popular, and the probability of employee transfer is the most 
important part [13]. However, objective factors such as the 
variety of resignation data and the complexity of employee 
psychology have increased the workload of predicting 
employee turnover information devices. This study combines 
the XGBoost algorithm with DAMAV, first introducing a 
model built on XGBoost, and then describing the fusion 
method of the two. 

A. Establishment of XGBoost Model for Enterprise Employee 
Resignation 
Before analyzing data on employee turnover in enterprises 

using models, it is first necessary to preprocess the data. 
Preprocessing is the most complex part of the experiment, and 
the results of this part not only occupy time, but also 
determine the predictive ability of the data. Real data often 
contains a large amount of data noise and data redundancy 
[14]. These artificially generated abnormal data are very 
detrimental to the results, so these data need to be cleaned. 
The preprocessing work for the data is Fig.1. 
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Fig. 1. Diagram of data preprocessing process. 

From Fig. 1, the cleaning of training data is first run in the 
boot program, improving missing values and noise during 
each sampling process; Then oversampling and under 
sampling the data, and then transforming the data into a whole 
smooth curve to get the final output results. The variables 
selected through Fig. 1 can be used for stepwise regression, 
and the complex collinear data that meets the requirements is 
called biased estimation. The data that conforms to the 
characteristics of continuity can be obtained through a penalty 
function, as Formula (1). 
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In Formula (1), a  is a constant with a value of, and the 
adjusted parameter is denoted as λ , with a range of non 
negative values. jB  is called effective data set, which is 
often based on natural logarithm [15]. At this point, the unit of 

random entropy is recorded as bits and is only related to jB . 

As the value of jB  increases, the range of random entropy 
variables becomes larger. The relationship between them is 
Formula (2). 

( ) 1
log

n
j i ii

H B p p
=

= −∑     (2) 

In Formula (2) above, ip  is a random variable with a 
value range over [ ]0,+∞ . The improvement of XGBoost 
algorithm relative to decision trees lies in gradient correlation, 
which is a running model that enhances decision-making 
ability. The range of regularization terms determines the 
complexity of the algorithm, and the objective function 
determines its optimal solution, as shown in formula (3). 

( )
1

,
T

t i tt
y f x f F

=
= ∈∑     (3) 

In Formula (3), the number of XGBoost decision trees is 
denoted as T , the decision forest is represented as F , and 
the specific XGBoost decision tree is denoted as tf . If the 
previous prediction for round t  is denoted as y , then the 
objective function can be expanded using second-order Taylor 
expansion. In order to measure the quality of the decision tree, 
the scoring function of XGBoost is introduced, as listed in 
Formula (4). 

( )2 2
0.5

L RL R

L R L R

G GG GMark γ
α λ α λ α α λ

 +
 = + − −
 + + + +
  

 (4) 

In Formula (4), ,L RG G  represent the segmentation points 
on the left and right sides of the mean, respectively; The mean 
values of multiple segmentation points are denoted as ,L Rα α ; 
The difference in the parameters of the decision tree is called 
γ . The higher the value of Mark , the better the quality of 
the XGBoost decision model. The decision tree is 
continuously segmented according to this method, and the 
existing nodes in the time series can be predicted according to 
the past segmentation points and linear white noise, as 
expressed in Formula (5). 

1 1 2 2t t t p t p tY y y y uϕ ϕ ϕ− − −…+= + + +   (5) 

In Formula (5), the predicted value of the existing nodes is 
tY , and the autoregressive coefficients between the 

segmentation points are represented by pϕ , with a range of 

positive integers of ( )1, p . Linear white noise is recorded as 

tu , and white noise sequence in regional time can be 
calculated by Formula (6) [16]. 

( ) ( ) ( ) ( )
0.5 *

,, ,f a b
tW t dt tφφ χ χ δ η δ κ
χ

+∞−

−∞

 −
= = 

 ∫  (6) 

In Formula (6), the shift factor and displacement factor are 
denoted as ,φ χ , and their value ranges are non negative. 
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( )tδ  represents a square integrable signal, complex 

conjugation is denoted as * , and ( ) ( ),a b tκ  is used to 
represent the cluster function [17]. When XGBoost calculates 
the importance of features, it studies the method of selecting 
and calculating the obtained values. By traversing all 
intermediate nodes, it maps the number of feature times of the 
branch. The trained tree model in XGBoost regression tree is 
exhibited in Fig. 2. 
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Fig. 2. XGBoost regression tree model trained in. 

There are seven leaf nodes in Fig. 2, represented by 
rectangles, with the remaining shapes serving as attribute 
partitioning conditions. From Fig. 2, the complete XGBoost 
regression tree model has a total of four layers, including 13 
nodes. The importance of customer data in the features can be 
intuitively seen in the figure, which provides guidance for the 
selection of later features. Dimension explosion is prone to 
occur during encoding extraction, leading to an increase in the 
working time and isolated points of the model. To avoid this 
issue, the study used variance encoding to change qualitative 
features by labeling samples, and the formula for calculating 
sample labels is Formula (7). 

( )
K
Y
K

NP y Y k K
N

= = =     (7) 

In Formula (7), ( )P y Y k K= =  is called the posterior 
probability of sample labels, y  is the selected number of 
target classes, the total number is recorded as Y , k  is the 
value of qualitative characteristics, and the number of samples 
under this condition is recorded as E. When the feature value 
is K , the sample size is converted to KN . In order to 
balance the mean effect between prior probability and 
posterior probability, conditional parameters with multiple 
repetitions and variability are introduced. The calculation 
method is Formula (8). 

( ) ( ) ( ) ( )* 1 *Q y Y k K O y Y P y Y k Kφ φ= = = = + − = =


 (8) 

In Formula (8), the probability of mean encoding is 
denoted as ( )Q y Y k K= = , and ( )O y Y=


 can control the 

slope of the conditional parameter, that is, as the value of 
( )O y Y=


 increases, the rate of change of φ  with ,y k  

becomes slower. 

B. Fusion Algorithm based on Differential Automatic 
Regression Moving Average Variables 
DAMAV is suitable for predicting time series and is 

widely used in linear regression, as expressed in Formula (9). 

0 1 1 1 1t t t th hµ µ ν ν ϖ− −= + − −    (9) 

In Formula (9), the order of autoregression and moving 
average is recorded as 0,th µ , tν  represents the error in 
stochastic process, and the number of differences made in 
regional time is expressed as 1tϖ −  [18]. On a practical basis, 
importing the formed dataset into the constructed model can 
complete autonomous training and calculate the results. The 
newly created dataset can also keep the model fresh, update its 
automation capabilities, and effectively reduce human 
resources, as demonstrated in Fig. 3. 

High dimensional data 
processing

Population initialization

Classified feature extraction

Build data set
Data preparation

Data normalization

 

Fig. 3. XGBoost regression tree autonomous learning flow chart. 

Fig. 3 shows the self-learning process of XGBoost 
regression tree. Firstly, it is necessary to collect a complete 
and comprehensive dataset, which can be formed on the 
network or experimentally measured; Then, set the data 
format for the algorithm, which is the target variable or feature 
value; Next, the outliers in the data set are screened, such as 
outlier and noise; Finally, the formatted data is run in the 
algorithm to extract the corrected values of the parameters 
[19]. Among them, to determine the indicators of predictive 
performance, this study selected Root Mean Square Error 
(RMSE) to consider it, as displayed in Formula (10). 

2

1

in i
i

RMSE
n

θ θ
=

 
− 

 =
∑    (10) 

In Formula (10), the true value is denoted as θ , and the 
predicted value is represented by θ . In employee turnover in 
enterprises, temperature values are used instead of turnover 
values. The lower the temperature, the more severe the 
employee turnover in the enterprise is. In the iterative process 
of the algorithm, the training results will make the weight 
larger, so that the model can be steadily improved on the basis 
of the mean value, which can be described by the Newton's 
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Cooling Law (CL). The formula for CL is Eq. (11). 

( ) ( )( )'T t T t Hϑ= − −    (11) 

In Formula (11) above, the temperature of the object is 
denoted as T , t  represents the operating time, and the 
cooling rate is the derivative of T  changing with t , called 

( )'T t . Room temperature is represented by H , where ϑ  is 

a constant with a value range of [ ]0.1,1.0  to control the 
cooling rate. When the value of ϑ  is fixed, the larger the 
temperature difference in the environment, the faster the 
cooling rate. In the employee turnover model, when compared 
to the average salary of all enterprises, the lower the salary, 
the faster the employee turnover rate. To describe the degree 
to which employees attach importance to the company, sample 
weights were introduced to simulate the degree to which 
employees pay attention to nearby companies, and Formula 
(12) was established. 

0
k

kw w e σς−=     (12) 

In Formula (12), the popularity of company k  in the 
training set is denoted as kw . The average treatment of all 
companies is represented by 0w . The heat loss coefficient of 
the model is denoted as σ . The company's decay rate over 
time is represented by kς . The XGBoost model is a 
foundational learner suitable for various types, which can 
transform linear problems into regression problems and is 
suitable for most work environments. XGBoost's loss function 
is composed of regularization terms, and its expansion is 
Formula (13). 

2
1

0.5 jj

ψ
ωξ ψ ζ

=
Ω = + ∑    (13) 

In Formula (13), ξ  represents the richness of the decision 
tree, and ω  is the weight of the decision tree. The work done 
by the leaves in unit time is recorded as ζ , and the output 
regularization weight is expressed as ψ . When the XGBoost 
model predicts employee turnover, missing values in features 
can be ignored and assigned to leaves, thereby improving the 
overall training speed. In the working process of the decision 
tree, out of pocket errors are obtained from out of pocket data. 
The performance used to calculate the decision tree is Formula 
(14). 

( ) 2 11
Im tan /

N

i
por ce FeatureX errOOB errOOB N

=
 = − 
 ∑  (14) 

In Formula (14), the importance of the feature is denoted 
as ( )Im tanpor ce FeatureX , and the bag contains a total of 
N  data, where errOOB  represents the out of bag error 
value [20]. To train all samples in the dataset, a random 
variable is randomly extracted from the type features, and then 
converted into a numerical value based on the label of the 
previous sample. The weight coefficient of the priority is 
adjusted as Formula (15). 

( )1
, ,1

1
, ,1

p
j k op k jji

k p
j k op kj

E E Y ap
E

E E a

σ
−

∆=

−
∆=

 = + 
 =

 = + 
 

∑
∑

  (15) 

In Formula (15), ,j kE∆  represents the training set in the 
input algorithm model, and the differentiable loss variable is 
denoted as ,op kE . ,a p  is a constant, and its value size 
reflects the priority of the sample. This study is based on the 
improved XGBoost regression tree algorithm model of 
DAMAV (DV-XGBoost), as listed in Fig. 4. 
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Fig. 4. Flow chart of improved DV-XGBoost regression tree algorithm 

model. 

The DV-XGBoost model in Fig. 4 can be divided into two 
modules, totaling four parts. Firstly, to calculate the 
attenuation weight of the input dataset and divide it into a test 
set and a training set; Then, format the training set in the data 
preparation module and input it into the model test set; Next is 
to iterate the labels and weights of the samples to analyze the 
parameters of the DV-XGBoost model; Finally, the feature is 
judged. If it meets the requirements, the final value is output. 
Otherwise, the data preparation process is returned and the 
attenuation weight is recalculated. 

IV. EXPERIMENTAL STUDY ON ENTERPRISE CHARACTER 
LOSS INFORMATION BASED ON XGBOOST 

To verify the effectiveness of the DV-XGBoost algorithm 
in practical applications, iteration and accuracy verification 
were conducted. Finally, the DV-XGBoost model was applied 
to the Company dataset for simulation experiments. 

A. DV-XGBoost System Development Environment and 
Model Parameter Determination 
This study selected a self-collected Company dataset, 

including four types of companies: fine organic, electronic 
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engineering, aerospace, and automation, with a total of 6523 
enterprises. Considering the limited types of data, the dataset 
will be divided into a training set and a testing set in a ratio of 
2:3. The specific equipment and software used in the 
experiment are Table Ⅰ. In the experiment of DV-XGBoost, 
the research first sets the necessary experimental conditions. 
There are some key parameters to be set in DV-XGBoost 
algorithm, including iteration times and acceleration factor 
because the problem of employee turnover in enterprises is 
difficult to predict and the computing resources are limited. 
Therefore, the optimization objective function is studied to 
solve the optimal solution of DV-XGBoost. The objective 
function has a clear optimization goal, and there are 
constraints on the range of the number of brain drain for each 
iteration of DV-XGBoost algorithm, the position, velocity and 
fitness data of each particle are collected and used to calculate 
the convergence performance of DV-XGBoost algorithm. 

Experimental Parameters 

Data set Development 
language 

Number of 
cores 

Internal 
storage 

Company Python 8.5 8 1024 G 

Operating system Display card Database Processor 

127Ubnutu 22.01.21 37.0 GHz Mysqppl 
5.30.2023 Intel Core i9 

Web development 
framework Language Operator Model 

Django2.22.3 Easy Chinese Electric, 
orangic...  

F2.9LII-US
M 

The collected dataset needs further processing to enable 
the studied algorithm to learn. The dataset was processed 
using DV-XGBoost for iterative optimization. To verify its 

accuracy, traditional Spotted Hyena Algorithm (SH), Long 
Short Term Neural Network (LSTM), and Particle Swarm 
Optimization Algorithm (PSO) will be compared with it. The 
accuracy and error rate results in the training set are Fig. 5. 
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Fig. 5. Comparison of accuracy-training set image and error rate-training set 
image. 

From Fig. 5, before 100 training sessions, the accuracy of 
DV-XGBoost algorithm is slightly lower than that of SH and 
PSO, and the error rate is higher. However, when the 
iterations reaches 100 or more, the accuracy of DV-XGBoost 
is higher than both algorithms, and tends to stabilize at 190 
iterations, which is higher than the other three algorithms. 
Although increasing the iterations may reduce the operational 
efficiency of the model, after comprehensive consideration, 
the accuracy weight of the model is higher. Therefore, the 
DV-XGBoost algorithm proposed in the study has better 
performance. After the learning of the DV-XGBoost algorithm 
is completed, it is also necessary to consider the parameter 
determination during testing, as demonstrated in Fig. 6. 
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Fig. 6. Error-training times image of regularization term. 

The parameter of this study is the rate control constant 
[ ]0.1,1.0ϑ∈  of the cooling curve between the enterprise and 

employees. From Fig. 6, when the rate control constant of the 
step cooling curve is 0.5 and the number of iterations is 150, 
the error rate is the lowest, which is 0.042. Therefore, the final 
number of iterations was determined to be 150 and the rate 
control constant was taken as 0.5. 

B. Experimental Verification of Employee Turnover 
Prediction in Enterprises based on DV-XGBoost 
To verify the accuracy of the DV-XGBoost model in 

predicting employee turnover in enterprises, simulation 
experiments were conducted. It evaluates the practicality of 
the DV-XGBoost algorithm by observing whether an 
employee has resigned. First, the DV-XGBoost algorithm is 
initialized, and then the employee enterprise information flow 
is entered in the data preparation module. Finally, the rate 
control constant of the step cooling curve is set to 0.5, and the 
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employee dynamics and resigned employee information 
within 60 days are collected. The image drawn after 
calculating the error is Fig. 7. 
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Fig. 7. Total error-time image of four algorithms. 

Fig. 7 shows the error comparison of four algorithms in the 
experiment. In Fig. 7, after 38 days, the error of DV-XGBoost 
in determining employee turnover has approached zero, while 
the other three algorithms have a wide range of error 
fluctuations. Especially for the PSO algorithm, on the third 
day, the highest error value of the four algorithms was -2.94%. 
The total error range of DV-XGBoost, SH, LSTM, and PSO is 
significantly different, making it easy to compare algorithm 
performance. However, relying solely on the analysis of total 
error is not objective enough, so the study analyzed the four 
model analysis errors caused by individuals or enterprises, as 
shown in Fig. 8. 
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Fig. 8. The types and genres errors of the four algorithms. 

From Fig. 8, it can be clearly seen that the experimental 
results of the DV-XGBoost model are concentrated in the 
range of total error of 0. The error range caused by personal 
factors is [-0.6%, 0.8%], while the error range caused by 
corporate factors is [-1.0%, 1.1%]. The error distribution of 
the remaining three algorithms is wide, and the distribution of 
larger errors is sparse. To more intuitively distinguish the 

ability of the four algorithms to correct errors, 400 
experimental data records were conducted and the images 
displayed in Fig. 9 were plotted. 

From Fig. 9, in 400 error testing experiments, LSTM has 
the largest range of error variation, with the highest frequency 
of errors recorded as [-0.75%, 0.62%]; Next is the SH 
algorithm, which is between [-0.18%, 0.23%]. The error 
variation range of PSO is close to DV-XGBoost, with values 
above [-0.12%, -0.04%]; the error curve of DV-XGBoost 
fluctuates between -0.03% and 0.02%, with the smallest 
fluctuation range. Excluding the LSTM and SH algorithms 
with the highest error ranking, only comparing the 
experimental results of DV-XGBoost algorithm and PSO for 
correct prediction, and drawing the error matrix. The resulting 
image is Fig. 10. 
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Fig. 9. Error changes of four algorithms in four hundred calibration 
experiments. 
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Fig. 10. Error matrix of DV-XGBoost algorithm and PSO algorithm. 

Fig. 10 predicts four types of employee turnover in 
companies based on four conditions: employee salary, 
employee leave, and enterprise characteristics, as well as 
internal control, based on employee differences. The 
experimental results accurately predicted by DV-XGBoost and 
PSO are presented. The prediction accuracy of DV-XGBoost 
reached 398 times, with an accuracy rate of 99.5%, and the 
accuracy rate of PSO was 83.2%. To observe the experimental 
results of DV-XGBoost and PSO more intuitively, a linear 
fitting graph based on matrix drawing of two algorithms and 
Golden Sine algorithm (GS) was studied. The predicted values 
of the two were compared with the true values, as expressed in 
Fig. 11. 
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Fig. 11. Linear fitting diagram of DV-XGBoost PSO and GS. 

Fig. 11 shows the comparison of three algorithms on 
predicted and true values. From Fig. 11, the linear fit ( 2R ) of 
the DV-XGBoost algorithm is 0.9914, the 2R  of PSO is 
0.9547, and the 2R  of GS is 0.8825, indicating that there is 
no underfitting in the model. In summary, it can be concluded 
that the DV-XGBoost algorithm model can accurately predict 
the situation of employee turnover in enterprises, provide 
internal control warnings, or notify the human resources 
department (HR) of the company to release recruitment 
information. 

V. RESULTS AND DISCUSSION 
With the increase of employee turnover rate in enterprises, 

the utilization rate of human resources is in a downward trend. 
In order to predict this kind of problem, and then make 
relative measures as early as possible, this study uses the 
improved limit gradient lifting algorithm to draw a step 
cooling curve for the collected employee's psychological data 
according to the cooling law, so as to predict their turnover 
possibility. In order to reduce the chaotic data during the 
running of the algorithm, the experiment was carried out in the 
Company data set. In order to analyze the proposed 
DV-XGBoost algorithm extensively, the experimental results 
are compared with PSO, SH and GS, and finally the number 

of iterations is 150, and the rate constant is 0.5. In the error 
analysis experiment, the error curve of DV-XGBoost 
fluctuates between-0.02% and 0.04%, with the smallest 
fluctuation range. The prediction accuracy of DV-XGBoost is 
99.5%, and that of PSO is 83.2%. The linear fitting of 
DV-XGBoost is 0.9914, the linear fitting is excellent, and the 
linear fitting of PSO is 0.9547. The experimental results show 
that the DV-XGBoost model proposed in this study has strong 
robustness in predicting employees' psychology and is suitable 
for improving the utilization rate of human resources for the 
company. However, the algorithm is only applicable to 
companies, and the research on the employment factors of 
school employees is still insufficient, which will be gradually 
improved in future research. 

VI. CONCLUSION 
With the growth of internet technology, predicting the 

turnover psychology of enterprise employees is becoming 
increasingly important, such as increasing work efficiency for 
the administrative department of the company and providing 
early warning for the talent gap period of the enterprise. This 
study is based on XGBoost and DAMAV to generate the 
fusion algorithm DV-XGBoost. The experiment took into 
account both personal and corporate factors during resignation, 
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and conducted simulation experiments on the Company 
dataset, comparing with three algorithms such as LSTM. 40% 
of the Company dataset was extracted and trained on the 
DV-XGBoost model. Through controlling the rate constant of 
the cooling curve, the final iteration number was determined 
to be 150 times, with a rate constant value of 0.5. In the error 
analysis experiment, a total of 400 experiments were 
conducted, and the errors of the SH and LSTM algorithms 
fluctuated within the range of [-2.3%,1.4%] and [-2.2%,1.9%], 
respectively. The error curve of DV-XGBoost fluctuates 
between -0.02% and 0.04%, with the smallest fluctuation 
range; The variation range of PSO is close to DV-XGBoost, 
between [-0.13%, -0.03%]. Draw an error matrix for the 
experimental results of DV-XGBoost algorithm and PSO. In 
400 experiments, the prediction accuracy of DV-XGBoost is 
99.5%, and the accuracy of PSO is 83.2%. This study drew 
linear fitting graphs for two algorithms based on matrices. The 

2R  of DV-XGBoost was 0.9914, indicating excellent linear 
fitting, while the 2R  of PSO was 0.9547. In summary, the 
DV-XGBoost model can accurately predict employee turnover 
in enterprises, improve the efficiency of human resources 
departments, and enable enterprises to cope with talent 
shortages. However, the DV-XGBoost model is only suitable 
for analyzing companies with employees from the same 
location. For comprehensive companies from multiple regions, 
it is difficult to analyze the emotional changes caused by local 
customs among employees, and the model will label them as 
noise. This is because human psychology is complex and 
diverse, and the dataset for research and analysis contains 
fewer types. With the increase of volunteers, it is believed that 
future research can be improved. 
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Abstract—In view of the problems that traditional real-time 

style transmission technology requires a large number of sample 

map training, low image quality, lack of realism and detail, this 

study combines the improved generative adversarial network 

(GANs) with real-time style transfer technology, and enhances 

the real-time style transfer calculation with adaptive instance 

normalization. As a result, a novel intelligent clothing ethnic 

pattern design model is developed. Experimental results show 

that the model reduces physical memory usage by 45.7%, with 

only 453MB, and utilizes only 26% of CPU resources in terms of 

CPU usage. The training time is approximately 20 minutes and 

48 seconds. This model performance is obviously higher than 

other models. The designed intelligent clothing ethnic pattern 

design model in this study demonstrates higher clarity and 

shorter processing time, and has potential applications in the 

field of image generation. 

Keywords—Computer vision; improved DCGAN; style transfer; 

adaptive instance normalization; intelligent design of patterns 

I. INTRODUCTION 

In today's era, clothing design plays a crucial role in 
personalization and innovation. With the growing demand for 
unique styles and cultural diversity, ethnic patterns have 
become a popular design element. However, manually 
drawing and applying these patterns require a significant 
amount of time and labor, limiting their application in 
large-scale production. To address this issue, computer vision 
and deep learning technologies have been widely applied in 
the field of fashion design [1]. In particular, style transfer 
methods based on Generative Adversarial Networks (GANs) 
have made significant progress. Among them, Deep 
Convolutional GAN (DCGAN) is a powerful generative 
model that can learn from input data and generate realistic 
images [2-3]. Style transfer is a technique of applying the style 
of one image to another image, which is widely used in artistic 
creation and design. AdaIN is an instance normalization 
technique that is adaptive to adjust the style of an image, 
making the result of style transfer more natural and 
realistic.However, there are some defects in the traditional 
intelligent design technology. On the one hand, traditional 
techniques often require a large number of sample images for 
training, which can be very difficult and time-consuming for 
specific ethnic patterns. On the other hand, traditional 
techniques may lead to a low quality of the generated images 
and a lack of realism and detail. Moreover, traditional 
techniques may not very well preserve the style and character 

of the original pattern. For the above problems, this study 
proposed a series of improvement measures for standard 
DCGAN, introduced in the decoder network, the generated 
false image more close to the real image, adopted the method 
of multi-scale feature extraction and fusion in the generator 
and discriminator network, makes the generated false image 
more real, by stacking the convolution layer and 
deconvolution layer to improve the quality of the generated 
image, and an improved algorithm of deep convolution 
generation against network (IDCGAN) is developed. In 
addition, the adaptive instance normalization (AdaIN) is also 
applied to the real-time style transfer technology to design an 
intelligent model for the clothing ethnic pattern design. The 
study aims to achieve image generation through adversarial 
learning, allowing DCGAN to learn specific ethnic patterns 
from a small number of samples and generate high-quality, 
realistic images. The article consists of four main parts. The 
second part provides a comprehensive review of the current 
research status of intelligent clothing design and style transfer 
systems. The third part establishes an intelligent model for 
ethnic pattern design in clothing based on improved DCGAN 
for real-time style transfer. The fourth part includes 
comparative experiments and efficiency verification to 
evaluate the optimization effects of the model. 

II. RELATED WORKS 

As people's pursuit of personalization and unique styles 
continues to grow, traditional clothing design no longer meets 
the demands of consumers. In order to meet this demand, 
researchers have been exploring intelligent design 
technologies that are adaptable to these needs. Ding et al. 
addressed the issues of low accuracy and stability in 
traditional manual crown design by developing an automatic 
crown design strategy with DCGAN, and the outcomes 
indicates that it had the smallest morphological differences 
compared to natural teeth [4]. Abd Al et al. proposed a 
DCGAN based algorithm and a novel Capsule Network to 
assist semiconductor manufacturers in identifying defect 
patterns in wafers, and the experimental results showed that 
the method achieved a training accuracy of 99.59% and a 
validation accuracy of 97.53% [5]. Bian et al. developed a 
compound screening model based on DCGAN to screen and 
design novel compounds with target-specificity for 
cannabinoid receptors, and the experimental results showed 
that the model had the highest accuracy compared to other 
models [6]. Cheng et al. proposed a Data Enhancement 
Communication Behavior Recognition (DECBR) scheme to 
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address the limitations of traditional communication behavior 
recognition techniques in accurately analyzing communication 
behaviors, and the DECBR scheme significantly improved the 
accuracy and efficiency of behavior recognition under small 
sample conditions [7]. Li et al. designed an image 
classification model that combines DCGAN and AlexNet for 
rapid differentiation of multiple forms of glioblastoma images, 
and the experiment outcomes indicates that the model reached 
0.920 accuracy and an AUC of 0.947 for distinguishing PsP 
and TTP after 10-fold cross-validation [8]. Ni et al. addressed 
the issue of large deviations in carrot quality identification 
using traditional visual inspection methods by designing a 
carrot quality identification model that combines DCGAN and 
Squeeze-and-Excitation Deep Networks, and the experiment 
outcomes showed that the model reached 98.36% accuracy 
[9]. 

Jing et al. proposed a new normalization module called 
Dynamic Instance Normalization (DIN) to address the 
deployment challenges of style transfer systems in 
resource-constrained environments. DIN allows for flexible 
and more efficient transfer of arbitrary styles. The 
experimental results showed that this approach reduced 
computational costs by more than 20% compared to existing 
methods [10]. Reimann et al. addressed the issue of one-shot 
stylization in existing style transfer computations, which 
mostly limit the style elements interactive adjusting. They 
designed a fast style transfer network which is 
stroke-adjustable. It can simultaneously control stroke 
intensity and size. The experimental results showed that the 
model make users achieving resolutions exceeding 20 million 
pixels and good output fidelity [11]. Hollandi et al. developed 
a deep learning-based cell nucleus segmentation framework 
that utilizes image style transfer to automatically generate cell 
nucleus segmentation masks. This framework aims to find a 
method for locating 2D cell nuclei in different regions. The 
experimental results showed that the model effectively 
identifies cell nuclei in different experiments without the need 
for expert annotations [12]. Huang et al. addressed the lack of 
diversity in traditional style transfer by designing a style 
transfer model that combines region semantics with 
multi-style transfer. The experimental results showed that the 
model seamlessly combines multiple styles together, and, with 
the assist of semantic matching, assigns corresponding styles 
to content regions [13]. Xu et al. tackled the problem of 
indistinguishable details between different types of objects 
caused by single-band imaging. They designed a target 
detection-oriented style transfer network for panchromatic 
remote sensing images. After style transfer, the target 

detection accuracy on panchromatic remote sensing images 
significantly improved [14]. Zhou et al. proposed a new 
approach that combines attention mechanism with style 
transfer models to enhance the flexibility of style transfer 
tasks. The experimental results showed that this approach is 
effective and produces high-quality images [15]. 

In summary, DECBR and style transfer have a solid 
theoretical and implementation foundation in the field of 
intelligent clothing design. However, there is limited research 
that combines the two for ethnic clothing design. Therefore, 
the study aims to improve DECBR and combine it with style 
transfer computations to develop an intelligent clothing design 
model, in order to further advance the clothing design 
industry. 

III. IMPROVEMENT OF DCGAN ALGORITHM AND 

ESTABLISHMENT OF INTELLIGENT PATTERN DESIGN MODEL 

This chapter contains two sections. The first gives an 
introduction on the standard Deep Convolutional Generative 
Adversarial Network (DCGAN) and proposes some 
improvement strategies to address its limitations. The second 
section focuses on improving traditional real-time style 
transfer networks and establishing an intelligent design model 
based on real-time style transfer networks. 

A. Improvement of DCGAN Algorithm Design 

DCGAN is a neural network model used for generating 
realistic images. It combines the ideas of generative models 
and adversarial training, mainly containing two components: 
the generator and the discriminator [16-17]. The former is a 
network that uses random noise vectors to do input and 
attempts to bring up images similar to the training data. The 
generator gradually constructs the image through multiple 
convolution, deconvolution, and activation function operations. 
The discriminator is also a convolutional neural network 
whose goal is distinguishing between the images generated 
and real ones. The discriminator extracts image features 
through operations such as convolution, pooling, and 
activation functions, and outputs a probability value between 0 
and 1, indicating the likelihood that the input image is a real 
image [18]. In DCGAN, the two components are alternately 
trained. The generator manufacture images that is real enough 
for deceiving the discriminator, while the later strives to 
differentiate between the images generated by the generator 
and real images [19]. This process stimulates the generator to 
continuously enhance the generated images' quality and makes 
the discriminator more accurate, as shown in Fig. 1.

Generator Discriminator

Input
(BN,Relu)

(BN,Relu)
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(BN,Relu) (BN,Relu)
(BN,Relu)
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Fig. 1. Schematic diagram of DCGAN structure.
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Although DCGAN is a widely used entity in the studying 
areas of image synthesis, editing, and super-resolution 
reconstruction, there are some limitations when applying 
DCGAN to real-time style transfer of ethnic clothing patterns' 
intelligence design. Firstly, DCGAN has relatively weak 
feature extraction capabilities. Despite using convolutional 
neural networks (CNN) to learn image features, it may not 
fully capture the complex features of ethnic patterns due to 
network structure and training data limitations. This can result 
in generated clothing that is not realistic enough and deviates 
significantly from the target style. Secondly, there is a lack of 
overall style transfer constraints. DCGAN primarily focuses 
on generating realistic images during the training process, 
with less emphasis on maintaining consistency and layout of 
local patterns. In clothing design, maintaining pattern 
consistency is crucial, but DCGAN may not fully consider the 
layout and details of patterns in different parts of the garment, 
resulting in clothing that does not resemble a normal garment 
and lacks coherence and integrity. To address these limitations, 
a modified DCGAN approach is proposed, and the network 
structure during the training phase is shown in Fig. 2. 

Fig. 2 illustrates the network structure during the training 
phase of IDCGAN. At the beginning of training, random noise 
is input into the generator. The generator processes the noise 
through decoding and encoding operations to generate fake 
images. These fake images gradually approach real images 
through the generator. At the same time, real and fake images 
are simultaneously input into the discriminator. It is another 
network responsible for classifying the input images and 
outputting the feature space Z. This feature space represents 
the representation of the images in the discriminator. Next, the 
classification loss and the real/fake loss are calculated by 
comparing the classification results of real and fake images. 
The classification loss measures the accuracy of the 
discriminator in distinguishing real and fake images, while the 
real/fake loss reflects the adversarial training process within 
the two components. Throughout the training process, the two 
components engage in a competitive dynamic, continuously 
optimizing their parameters. The generator's objective is to 
produce increasingly realistic fake images to deceive the 
discriminator, while the discriminator aims to distinguish 
between real and fake images, improving its accuracy. The 
algorithm flow is shown in Fig. 3. 
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Fig. 2. Improved DCGAN network training stage structure diagram. 
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Fig. 3. IDCGN algorithm flowchart. 
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Fig. 3 shows the flowchart of the IDCGAN algorithm. 
Firstly, a dataset is collected for model training. Next, random 
noise is input into the encoding network of the generator to 
extract feature tensors. The third step is to input the extracted 
feature tensors and the specified style to be transformed into 
the decoding network of the generator, generating fake 
clothing images. Then, the discriminator is trained to improve 
its discriminative ability to distinguish the true and fake 
images. At the same time, the classification loss is calculated 
based on the feature space Z to measure the performance of 
the generator in generating different categories of clothing. 
The sixth step is to calculate the real/fake loss based on the 
feature space Z, which helps the generator generate more 
realistic clothing images. Next, the loss is fed back to the 
generator to adjust its strategy for generating images. Finally, 
steps two to seven are repeated in a loop until the total loss of 
the network converges, achieving the desired training effect. 
Through this iterative process, the IDCGAN algorithm 
continuously optimizes the balance between the generator and 
the discriminator, achieving better quality in generating fake 
images. The loss function used in the training process is the 
conditional contrastive loss. To further explain this loss 
function, it is necessary to first explain the NT-Xent loss 
function, which is expressed as Eq. (1). 

1 1 1 2 2{ , ( ),..., , ( )} { , ,..., }m m mA x T x x T x a a a   (1) 

In equation (1), ( )mT x  represents the random data 

augmentation for this loss function. After some 
transformations, the expression of the NT-Xent loss function is 
shown in Eq. (2). 

2

1

exp( ( ) ( ) / )
( , , ) log( )

exp( ( ) ( ) / )

T
i j

i j m T
i jk

l a l a t
a a t

l a l a t





 


 (2) 

In Eq. (2), t  is the temperature that controls the push and 

pull forces. By incorporating the embedding equation into 
Eq. (2) and (3) is obtained. 
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In equation (3), ( )e y  represents the embedding equation. 

By adding the cosine similarity of negative samples in 
equation (3), the final loss function is shown in Eq. (4). 
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 (4) 

B. Intelligent Design Model Based on Real-Time Style 

Transfer Network 

Real-time style transfer network is a computer vision 
technique used to transfer the style of an input image to 
another target style while preserving the content of the input 
image. Typically, this network combines CNN with methods 
for image stylization. The goal of real-time style transfer 
network is to perform style transformation on an image in a 
short period of time, making it appear as if it was drawn or 
rendered using the target style. By minimizing a loss function, 
the real-time style transfer network can generate an output 
image with the desired target style. The network structure is 
shown in Fig. 4.

x

Input

Style goals

Style Transfer 

Network

Category 

Objectives

Classification network

 

Fig. 4. Network structure of real-time style transfer network.

Fig. 4 illustrates the network structure of the real-time 
style transfer network. The left half represents the image 
transformation network, which consists of a series of CNN 

layers and deconvolution layers. These layers are used to 
gradually transform the input image into an output image with 
the target style. Each CNN layer can extract different features 
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from the input image, while the deconvolution layers are used 
to synthesize these features into the final output image. The 
right half represents the loss network, which is used to 
calculate the content loss and style loss. The content loss 
ensures that the output image preserves the content 
information of the input image by comparing the feature 
representations of the input and generated images. The style 
loss captures the target style features by comparing the feature 
statistics of the input image, generated image, and target style 
image. The loss function is shown in Eq. (5). 

1 1 2 2L L L    (5) 

In Eq. (5), 1L  represents the content loss function, and 

2L  represents the style loss function. The formula for the 

content loss function is shown in Eq. (6). 

, 2
21

1
( , ) || ( ) ( ) ||

j
j j

j j j

L y y y y
C H W

  
 

   (6) 

In Eq. (6), y  represents the original image, and y


 

represents the generated image. The formula for the style loss 
function is shown in Eq. (7). 

, 2
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j
j j FL y y G y G y
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In Eq. (7), jG

 
represents the Gram matrix, which is a 

matrix that describes the correlations between features by 

taking the inner product between different channels in the 
feature map of the j th layer. The formula for the Gram 

matrix is shown in Eq. (8). 

, , , ,
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In Eq. (8),   represents the pre-trained network model, 

and , ,( )j h w cx  represents the values of the feature map in the 

image network with a height of h , width of w , and c  

channels. The detailed structure size of the generator network 
is shown in Fig. 5. 

Fig. 5 shows a detailed schematic diagram of the network 
structure size for real-time style transfer. The network includes 
one reflection padding layer, six convolutional layers, and five 
residual blocks. With this network, style transfer between 
images can be achieved, and the time required to generate 
images is significantly reduced. However, although this 
network has achieved certain results, there is still room for 
improvement. For example, there are still areas that can be 
optimized in terms of image quality, detail preservation, and 
style restoration. In addition, the current network structure 
needs to be trained for each specific style, which limits its 
applicability. To address these issues, some improvements 
have been made to the network, as shown in Fig. 6. 
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Fig. 5. Generate a detailed schematic diagram of the network structure size. 
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Fig. 6. Improved real-time style migration network structure diagram.

Fig. 6 shows the structure diagram of the improved 
real-time style transfer network. The network consists of two 
main components: the upper part and the lower part. In the 
upper part, the input content image is passed through an image 
encoder network to generate the generated image. This 
network can be a CNN that encodes the content image into an 
initial version of the generated image. The generated image 
and the style image are then passed through the VGG-19 
model for feature extraction [20]. In the lower part, the content 
loss and style loss are propagated back through the process of 
backpropagation, and the pixel values of the generated image 
are updated using the gradient descent optimization algorithm. 
The optimization objective is to minimize the content loss and 
style loss, thereby preserving the content and matching the 
target style in the generated image. Additionally, the research 
addresses the issue of traditional normalization methods 
struggling to learn highly nonlinear features by introducing 
Adaptive Instance Normalization (AdaIN), which is 
formulated as Eq. (9). 

1 1

bcwh
bcwh W H

bcwhw h

x
Z

x
 



 
 (9) 

In Eq. (9), B C W Hx R    . W  and H  represents the 

width and height of the image, respectively. To allow Eq. (9) 
to be fitted by the ReLU activation function, a transformation 
is applied to the equation, as shown in Eq. (10). 
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  (10) 

In equation (10), b  represents the image index in the 

batch, 2  represents the variance, and   represents the 

mean. The calculation of the variance is approximated as 
shown in Eq. (11). 
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In Eq. (11), c  represents the number of channels in the 

image. Compared to traditional instance normalization (IN), 

AdaIN only requires one forward pass, as shown in Eq. (12). 
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In Eq. (12), y  represents the input values for style, and 

x  represents the input values for content. In addition, the 

style loss needs to be optimized by removing the Gram matrix 
from the loss function of AdaIN, as shown in Eq. (13). 

,
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j
j j j jL y y y y y y

       
  

   

 (13) 

In Eq. (13), 2|| . ||  represents the L2 norm. 

IV. PERFORMANCE TESTING AND APPLICATION ANALYSIS 

OF PATTERN INTELLIGENT DESIGN SYSTEM 

This chapter is divided into two sections. The first section 
mainly verifies the improvement effect of the IDCGAN 
algorithm by comparing it with the standard DCGAN 
algorithm. The second section focuses on the application 
analysis of the pattern intelligent design system and its 
application in practical clothing design. 

C. Comparative Experiment of IDCGAN Algorithm 

In order to address some limitations of the standard 
DCGAN algorithm in the field of clothing design, the study 
made a series of improvements and finally formed the 
IDCGAN algorithm. To verify whether this improved 
algorithm is superior compared with standard DCGAN 
algorithm, the study used PyTorch 1.4 software on 
Ubuntu64-bit platform, the learning rate starting value can be 
set to 0.0002, batch size using batch size such as 16,32 or 64, 
noise dimension set to 100, loss function as binary 
cross-entropy loss function, IDCGAN and DCGAN using the 
CV-PTON dataset for 40,000 iterations. The PR curves were 
used as an assessment criterion. The results are shown in 
Fig. 7.
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Fig. 7. Comparison of PR curves before and after DCGAN improvement.

Fig. 7 shows the changes in the PR curves before and after 
the improvement of the DCGAN algorithm. From Fig. 7(a), 
after the model convergence, the recall rate of the DCGAN 
algorithm has improved, but the precision has significantly 
decreased. This indicates that the original DCGAN algorithm 
may have some noise or errors in generating samples. From 
Fig. 7(b), it can be seen that by using a deep feature extraction 
network to improve the algorithm, the feature extraction 
capability of DCGAN is significantly enhanced. This allows 
the improved algorithm to generate samples with better style 
transfer effects while maintaining high recall rate and 
precision. To verify the improvement effect of the loss 
function comparison in this study, a similarity heatmap of the 
IDCGAN during the experimental process was visualized, as 
shown in Fig. 8. 

Fig. 8 shows the similarity heatmap of IDCGAN. By 
observing the results in the figure, it can be seen that the 
contrastive loss used in this algorithm is very effective in 
distinguishing between input and generated patterns of the 
same category, with a similarity score of 1. This means that 
the improved algorithm can accurately identify and generate 
samples that are similar to the input pattern. Additionally, for 
different categories of style patterns, the similarity score is 
close to 0. This indicates that the improved algorithm can 
differentiate between samples of different categories and will 
not mistake them for similar patterns. Furthermore, a series of 
experiments were conducted to evaluate the resource 
consumption of IDCGAN and DCGAN, and the results are 
shown in Fig. 9. 

Based on the results in Fig. 9, it can be observed that 
IDCGAN and DCGAN differ in terms of CPU resources, 
memory resources, and training time. By comparing Fig. 9(a) 
and Fig. 9(b), IDCGAN reduces the physical memory usage 
by 45.7% compared to DCGAN, with only 453MB compared 
to DCGAN's 834MB. Additionally, in terms of CPU resource 

utilization, IDCGAN only utilizes 26% of the CPU resources, 
indicating its relatively low computational demand. This is 
advantageous for devices or environments with limited 
resources. Furthermore, it is worth noting that the training 
time of IDCGAN is approximately 20 minutes and 48 seconds, 
while DCGAN takes about 34 minutes and 49 seconds. This 
comparison shows that the training time of IDCGAN is 
reduced by approximately 70%. This means that IDCGAN is 
more efficient in terms of training speed and can complete 
training tasks faster. 
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Fig. 8. Improving DCGAN similarity thermal map.
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Fig. 9. Resource consumption of DCGAN and IDCGAN in various aspects.

D. Application Analysis of Style Transfer Network and 

Intelligent Design System 

To address the limitations of real-time style transfer 
networks in terms of generated image quality, detail 
preservation, and style restoration, an improved real-time style 
transfer network was designed. The experiment first verified 
the optimization effect of the style transfer network based on 
AdaIN. For this purpose, batch normalization (BN) and 
instance normalization (IN) were introduced as control groups. 
The experiment was conducted using PyTorch 1.8 software on 
the Windows 10 platform, and the three models were trained 
for 62,500 iterations each. The results are shown in Fig. 10. 

Fig. 10 displays the correlation of the loss and the 
iterations in the training based on three different normalization 
methods. From the figure, the loss values of the three models 
rapidly decrease in the first 5,000 iterations, then stabilize in 
the range of 50,000 to 45,000 iterations, and then decrease 
rapidly again. The final loss values of the models based on BN, 
IN, and AdaIN normalization converge to 1.02, 0.83, and 0.52, 
respectively. The real-time style transfer network based on 
AdaIN achieves the lowest loss value. To analyze the 
application of the proposed improved transfer model in this 
experiment, the trained model was applied to actual clothing 
design and evaluated by 36 professional fashion designers. 
Aesthetic quality scores and visual realism were used as 
evaluation criteria. The experimental results are shown in 
Fig. 11. 

Fig. 11 provides a detailed display of the evaluation results 
of the images generated on AdaIN by 36 professional fashion 

designers. This chart clearly reflects that the proposed style 
transfer network has received widespread acclaim among the 
fashion designer community. Designers evaluated the images 
generated by the model rigorously and comprehensively from 
their professional perspectives. The results show that the 36 
designers gave high aesthetic quality ratings to the images, 
with an average score of 96, indicating the excellent 
performance of the model in terms of aesthetic representation. 
Additionally, the designers highly recognized the visual 
realism of the images generated by the model, with an average 
score of 94.7. This score demonstrates the model's ability to 
successfully transfer the target style while preserving the 
original image content. To validate the superiority of the 
proposed intelligent design system in this study, comparative 
experiments were conducted with classical style transfer 
networks and standard real-time style transfer networks, as 
Fig. 12. 

Fig. 12 displays the application effects of the three 
different style transfer networks. By observing Fig. 12(a), the 
images generated by the classical style transfer network are 
relatively blurry and lack detail. However, Fig. 12(b) shows 
that the real-time style transfer network has made significant 
progress compared to the classical style transfer network, but 
there is still room for improvement in terms of detail. In 
contrast, Fig. 12(c) demonstrates that the style transfer 
network proposed in this study preserves more details and 
generates style transfer results that are clearer. In conclusion, 
the style transfer network in this study has achieved 
significant improvements in image quality and detail 
expression. 
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Fig. 10. Loss value variation curves of three models. 
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Fig. 11. Model aesthetic quality rating and visual authenticity rating. 
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Fig. 12. Three styles of transfer application effects.

V. CONCLUSION 

To address the issues of long manual design pattern 
creation time and low flexibility, an intelligent image design 
model based on the IDCGAN real-time style transfer 
algorithm was designed. IDCGAN The innovative content of 
the algorithm mainly includes the introduction of encoder and 
decoder network, the introduction of style vector, the method 
of multi-scale feature extraction and fusion, the use of 
conditional constraints and multi-task learning. These 
innovations enable the IDCGAN algorithm to generate more 
realistic and constrained fake images, and improve the 
efficiency and effect of the algorithm. For actually verifying 
the superiority of this improved algorithm compared to the 
standard DCGAN, experiments were conducted using PyTorch 
1.4 software on a 64-bit Ubuntu system platform for 40,000 
iterations. The results showed that after the model iterations 
converged, the recall rate of the DCGAN algorithm improved, 
but the precision significantly decreased. This indicates that 
the original DCGAN algorithm may have some noise or errors 
when generating samples. However, by using a deep feature 
extraction network to improve the algorithm, IDCGAN 
significantly enhanced the feature extraction capability of 
DCGAN. Additionally, the final loss values of the models 
based on BN, IN, and AdaIN normalization converged to 1.02, 
0.83, and 0.52, respectively. The real-time style transfer 
network based on AdaIN achieved the lowest loss value. By 
comparison, IDCGAN can reduce physical memory usage by 
45.7% to only 453MB, compared with DCGAN by 834MB. 
Moreover, in terms of CPU resource utilization, IDCGAN 
occupies only about 26% of the CPU resources, showing 
relatively low computational requirements. This is a very 
important advantage for scenarios where devices or 
environments are limited. Thus, this result indicates that 
IDCGAN not only generates more realistic false images, but 

also improves the efficiency of the algorithm. Finally, the 
proposed improved transfer model was subjected to 
application analysis, and the outcomes tells that the images 
generated by the classical style transfer network were 
relatively blurry and lacked detail. Furthermore, the aesthetic 
quality ratings given by the 36 designers were high, with an 
average score of 96, indicating that the model was 
well-received by the designers. On the other hand, the style 
transfer network proposed in this study preserved more details 
and generated clearer style transfer results. However, it should 
be noted that the model still required at least 45,000 iterations 
to stabilize during training, which is an aspect that needs 
improvement in future research. Future research will try to 
apply this method to more areas of image generation, such as 
art creation, interior design, game development, film and 
television special effects, etc. 
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Abstract—Numerous artificial intelligence (AI) techniques are 

currently utilized to identify planning solutions for supply chains, 

which comprise suppliers, manufacturers, wholesalers, and 

customers. Continuous optimization of these chains is necessary 

to enhance their performance. Manufacturing is a critical stage 

within the supply chain that requires continuous optimization. 

Mass Customization Manufacturing is one such manufacturing 

type that involves high-volume production with a wide variety of 

materials. However, genetic algorithms have not been used to 

minimize both time and cost in the context of mass customization 

manufacturing. Therefore, we propose this study to present an 

artificial intelligence solution using genetic algorithm to build a 

model that minimizes the time and cost which associated with 

mass customized orders. Our problem formulation is based on a 

real-world case, and it adheres to expert descriptions. Our 

proposed optimization model incorporates two strategies to solve 

the optimization problem. The first strategy employs a single 

objective function focused on either time or cost, while the second 

strategy applies the multi-objective function NSGAII to optimize 

both time and cost simultaneously. The effectiveness of the 

proposed model was evaluated using a real case study, and the 

results demonstrated that leveraging genetic algorithms for mass 

customization optimization outperformed expert estimations in 

finding efficient solutions. On average, the evaluation revealed a 

20.4% improvement for time optimization, a 29.8% 

improvement for cost optimization, and a 25.5% improvement 

for combined time and cost optimization compared to traditional 

expert optimization. 

Keywords—Mass customization manufacturing; metaheuriatic 

search; genetic algorithm; optimization; supply chain management 

I. INTRODUCTION 

Technological breakthroughs often give rise to new and 
persistent optimization dilemmas. To address these real-world 
challenges, metaheuristics (MHs), characterized as versatile 
and general-purpose methods, have been suggested as 
effective tools [1]. Metaheuristic optimization is focused on 
resolving real-world optimization problems by employing a 
range of metaheuristic algorithms, such as genetic algorithms, 
particle swarm optimization, bee algorithms, ant colony 
optimization, and memetic algorithms.  Supply chain 
management poses a formidable task in the domain of 
continuous optimization using the power of metaheuristic 
optimization. It involves the simultaneous minimization of 
time, cost, and distance, or the maximization of quality and 

profit, as dictated by the problem's specifications. A supply 
chain is a cohesive group of organizations that are 
interconnected through the flow of materials, information, 
logistics, and finances. Each organization within this 
collective consists of enterprises responsible for 
manufacturing raw materials and components and offering 
services such as distribution, storage, wholesale, and retail. 
The ultimate customers are regarded as the concluding 
segment within this chain [2]. Typically, a supply chain 
encompasses diverse facilities such as suppliers of raw 
materials, manufacturers, warehouses, wholesalers, retailers, 
distribution hubs, and customers. The movement of materials 
and information occurs within and between these 
organizations [3]. 

In simpler terms, the supply chain comprises diverse 
components working together in a network that commences 
with raw material manufacturing and culminates in its 
shipment to storage facilities, distribution centers, and 
ultimately ensuring customer satisfaction [4]. The 
optimization of the supply chain network holds great 
importance when it comes to minimizing time and cost or 
maximizing profit. One area that requires particular attention 
is the manufacturing component of the supply chain. 
Manufacturing strategies, including make to stock, make to 
order, engineer to order, and mass customization, play a 
significant role in this regard. Mass customization revolves 
around producing a diverse array of products in large volumes. 
However, executing mass customization orders successfully 
poses various challenges, with a major focus on formulating a 
compelling value proposition that ensures customers' utmost 
satisfaction [5, 6], which creates the need for the optimization 
of the complete value creation process, the other challenge and 
the important one is that the mass customized products usually 
consume time and cost money more than the standard 
manufacturing forms. 

In order to optimize the manufacturing lines inside the 
manufacturing floor, it is required to minimize the time and 
the cost of producing mass customized products which is the 
objective of this paper. The objective is not only the 
optimization of selecting the suitable manufacturing 
operations, but also the selection of proper or suitable supplier 
that help in minimizing time and cost. One of the AI methods 
for reaching this objective is genetic algorithms (GA). This 
includes formulating the supplying and manufacturing of mass 
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customization processes as an optimization problem, in 
addition to applying two optimization strategies, single 
objective time and cost separately, and multi-objective time 
and cost together. 

The core motivation behind our proposed model is to 
apply genetic algorithms for the optimization of supply and 
manufacturing processes for mass-customized products. After 
constructing the model and implementing genetic algorithms, 
we observed substantial improvements, including a 20% 
reduction in time, a 30% reduction in cost, and a 25% 
reduction in both time and cost when compared to estimations 
provided by experts and consultants. This paper is structured 
into six sections. Section II provides an overview of existing 
research in the domains of supply chains and mass 
customization optimization from diverse viewpoints. Section 
III is the proposed model, followed by a discussion of Genetic 
Algorithms will be illustrated in the Section IV. Section V 
encompasses the discussion of results. The conclusions are 
detailed in the Section VI, and the presentation of future 
research directions in Section VII. 

II. RELATED WORK 

Mass customization entails a highly complex supply chain 
with distinct features that can be classified into two key 
branches. The first branch encompasses the intricate 
relationship between the random information provided by 
clients' orders and the supply chain partners. This connection 
often gives rise to numerous scheduling conflicts and 
introduces dynamic or random elements into the process. The 
second aspect revolves around the collaborative benefits and 
the inherent risks within this intricate environment [7]. 
Therefore, this paper aims to investigate how to effectively 
manage these characteristics, analyze the advantages and risks 
associated with collaboration in mass customization, and 
present previous research on supply chain optimization, mass 
customization manufacturing and the application of GA either 
in supply chain or mass customization optimization in next 
three separate sections. 

A. Supply Chain Optimization 

The escalating global population and the increased demand 
for food, especially in aquaculture [8], have led to a surge in 
research focusing on the food supply chain. One notable study 
in this domain presented an innovative bi-objective and multi-
period mathematical model for a closed-loop supply chain 
(CLSC) specifically tailored to the fish industry. The model is 
designed by using the multi-objective Keshtel algorithm 
(MOKA), NSGA-II, and MOSA. In addition, the Taguchi 
method is applied to harmonize these meta-heuristics to reach 
higher performance, and the ε-constraint method is used to 
solve small-sized problems to validate them. The results 
showed that the exact method cannot solve large-sized 
problems. The solutions are compared in terms of different 
performance metrics. Also, a case study with a trout CLSC in 
the north of Iran is investigated. The results and the case study 
showed that the implemented model can be applied to the 
suggested solution approach. The focal point of the food 
supply chain model mentioned is to enhance the chain's 
performance, prioritizing improvements regardless of time or 
cost implications. 

A supply chain optimization problem could decide where 
to locate and relocate mobile and modular production units to 
convert biomass waste to energy [9]. Both deterministic and 
two-stage stochastic designs were introduced, accounting for 
the inherent uncertainty of how much and where biomass is 
produced. The framework was applied to case studies 
analyzing the states of Minnesota and North Carolina. Results 
from both states were that mobile production modules lead to 
reduce supply chain cost around 1–4%, or millions of dollars 
per year. Furthermore, this framework shows the benefit of 
mobile modules as a means of protection against uncertainty.  
Authors in that model directed their contribution to save cost 
by choosing the best location of the production units 
regardless the time. 

A blood supply chain network (BSCN) [10] was 
formulated to minimize the total cost of the supply chain 
system for demand and transportation costs. The network 
stages considered for modeling was containing of blood 
donation clusters, major laboratory centers, permanent and 
temporary blood transfusion centers, and blood supply hubs. 
Other goals included determining the optimal number and 
location of potential facilities, optimal allocation of the flow 
of goods between the selected facilities and determining the 
most suitable transport route to distribute the goods to 
customer areas in uncertainty conditions. Given that the model 
was implemented by using NP-hard, the MFGO algorithm to 
solve the model with a priority-based solution. The results of 
the experiments’ design showed the higher efficiency of the 
MFGO algorithm than the PSO algorithm in obtaining 
efficient solutions. Also, the mean of the objective function in 
robust approach was more than the one in the deterministic 
approach, while the standard deviation of the first objective 
function in the robust approach was less than the one in the 
deterministic approach at all levels of the uncertainty factor. In 
BSCN model time was not a factor in optimization process. 

A location-inventory optimization model for supply chain 
(SC) configuration was presented in [11]. It included a 
supplier, several distribution centers (DCs), and several 
retailers. Customer demand and replenishment lead time were 
considered to be stochastic. Two classes of customer orders, 
priority and ordinary, were assumed based on their demand. 
The goal was to find the optimal locations for DCs and their 
inventory policy simultaneously. For this purpose, a two-
phase approach based on queuing theory and stochastic 
optimization was developed. In the first phase, the stock level 
of DCs was modeled as a Markov chain process and is 
analyzed, while in the second phase, a mathematical program 
was used to determine the optimal number and locations of 
DCs, the assignment of retailers to DCs, and the order quantity 
and safety stock level at DCs. As solving this problem was 
NP-hard, a hybrid Genetic Algorithm (GA) was developed to 
make the problem computationally tractable. In location-
inventory optimization model, the time and destination were 
considered to be factors in optimization process which were 
two dependable factors regardless the cost of the destination. 

In time of pandemic (COVID 19), a novel multi-objective 
optimization model for the vehicle routing problem from 
suppliers of raw material to manufacturer were introduced 
within the realm of a factory-is-a-box framework [12]. The 
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key objective is the minimization of both the cumulative cost 
incurred while traversing network edges and the total cost 
accrued by visiting network nodes. This solution approach 
incorporates a specialized multi-objective hybrid 
metaheuristic algorithm that explicitly incorporates problem-
specific characteristics. This model's primary objective was to 
optimize vehicle routing for raw material delivery to the 
manufacturer. In contrast, our proposed model is dedicated to 
optimizing the entire supply chain for raw materials and the 
manufacturing process, particularly for mass customization 
products. 

B. Mass Customization Optimization 

This section presents some authors who handled the 
manufacturing and mass customization manufacturing 
optimization. For optimizing manufacturing problems, a 
literature review was done to focus on reconfigurable 
manufacturing systems (RMS) optimization. This literature 
was classified in two scenarios. The first scenario, different 
optimization problems uprising in RMS were introduced and 
discussed. The second classification scenario presented 
solution approaches used to solve these problems. This work 
was intended to help scientists identify potential research areas 
in the domain of optimization for RMS. This literature showed 
the optimization process for reconfigurable manufacturing 
systems using different techniques such as mathematical 
programming (MP) models [13, 14], dynamic programming 
[15, 16], meta-heuristics [17] and heuristics [18]. RMS 
optimization concerned of maximizing the profit or quality or 
minimizing the cost regardless the time which is considering 
in our research. On the other hand, Mass Customization 
Manufacturing (MCM), existing research fingered to 
optimization. 

A research was pointed to the fourth industrial revolution 
and the digital transformation of consumer marketplaces and 
its need in manufacturers to reshape their business models to 
deal with the continuous changing in customer needs and 
market fluctuations [19]. Currently, manufacturers are tending 
toward product variation strategies and more customer 
oriented methods to keep the competitive advantage in the 
Industry 4.0 environment, and mass customization is among 
the most famous implemented business models. Under such 
circumstances, an economical material supply to assembly 
lines has become a significant concern for manufacturers. 
Consequently, the proposed study concerned about optimizing 
the material supply to mixed-model assembly lines that 
contributed to the overall production cost efficiency, mainly 
by decreasing both the material holding and material 
transportation costs across production lines, while satisfying 
certain constraints. Given the complexity of the problem, a 
new two-stage heuristic algorithm is applied in such study to 
enable a cost-efficient delivery.  To evaluate the efficiency 
and effectiveness of the proposed heuristic algorithm, a set of 
test problems were solved and compared versus the best 
solution found by a commercial expert. The results of the 
comparison reveal that the proposed heuristic offered 
reasonable solutions, thus presenting huge opportunities for 
production cost efficiency and manufacturing sustainability 
under the mass customization viewpoint. As seen, that 

research focused on minimizing the cost only without putting 
the factor of time into consideration. 

The current global unpredictable market is characterized 
by increasing demand for highly customized products [20]. To 
thrive in this scenario, it becomes necessary to establish a 
closer interaction between product and manufacturing system, 
keeping the main focus on the customer. This paper presented 
a Modular Product Design (MPD) as a best strategy to 
produce a large product variety. MPD’s configuration stage 
represented a key step for mass customization because it 
allows customers to be integrated into the value-creation 
process. Reconfigurable Manufacturing Systems (RMS) 
appear to be the most suitable manufacturing system to 
manufacture mass customized products due to their ability to 
be quickly reconfigured, adjusting their production capacity 
and functionality to fit new market demands. Pointing to 
integrate single customer needs with the decisions taken for 
the product and manufacturing process, this paper suggested a 
new 0-1 nonlinear integer programming model to optimize the 
configuration of modular products and RMS, driven by 
individual customer requests.  A genetic algorithm based 
approach was proposed to solve this model, and its parameters 
were tuned with a two-full factorial design. A case study of 
customizable office chairs was used to illustrate the 
proposition, and several scenarios of customer requirements 
and RMS configurations were presented. Results showed that 
varying initial machines’ configurations could highly affect 
the process plan and the total manufacturing costs; but, there 
was no confirmation that changes in initial design of 
configurations caused weighty effects. In summary, this work 
confirmed the relevance of integrating modular product and 
RMS configuration decisions for decreasing costs of 
producing mass-customized products. In RMS model, time 
was not considered in the optimization process. 

A distributed approach for smart production management 
in a cellular manufacturing system was presented for offering 
mass-customized products [21]. This approach was based on 
three decision stages: factory-stage (master planning module), 
shop floor stage (bidding system) dealing with unexpected 
actions, and cell stage. The approach integrated planning, 
scheduling, and material handling allocation while considering 
real-time data from the supply chain. A mathematical model 
for factory-stage planning was proposed with two sequence-
based resolution approaches implemented on two meta-
heuristics, NSGAII and SMPSO. 

C. Genetic Algorithm with Supply Chain Management and 

Mass Customization Manufacturing 

A literature review of the application of GA on supply 
chain management (SCM) was published [22]. It consists of 
several complex processes and each process is equally 
important to maintain a successful supply chain. The literature 
review contained the eight processes of supply chain as given 
by Council of SCM Professionals. This literature review 
illustrated that there are no contributions of applying bi-
objective function of minimizing the time and cost together 
which we focused on in our proposed model. 

On the other hand, some models were designed to solve 
the problem of optimization of manufacturing sector [23]. 
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However, very few models that concerned about mass 
customized manufacturing. Moreover, a few numbers of these 
models were implemented using genetic algorithm and no 
models were implemented using bi-objective function of 
minimizing time and cost in such sector [24, 25]. 

It was proven regarding the related work section that there 
were infrequently highlighted points in the optimization 
process in supply chain management, mass customization 
manufacturing and using genetic algorithm in these two fields. 
The following section will discuss the proposed model which 
takes into consideration what was neglected previously in the 
related work. 

III. THE PROPOSED MODEL 

This research focuses on creating a model that integrates 
cost and time considerations in the optimization of mass 
customization. It emphasizes the collaboration between 
suppliers and manufacturers involved in the supply chains for 
mass customized products. The primary goal is to identify the 
most effective combinations of these entities to achieve 
desired objectives. To accomplish this, the study suggests the 
utilization of evolutionary algorithms, which are ideal for 
generating suitable combinations and yielding favorable 
results. 

The suggested solution is based on using the evolutionary 
algorithms especially genetic algorithms to optimize the best 
scenario of selecting the best supplier, best operation type 
(either manual or automatic) and best number of 
manufacturing lines in order to minimize time, cost or both in 
a mass customized order. The definition of the mathematical 
formulation of the objective functions designed to obtain the 
optimal solution or scenario will be clarified in next 
paragraphs. Fig. 1 clarifies some abbreviations that will be 
used in the mathematical model of the proposed problem. 

Before commencing a comprehensive explanation of our 
mathematical model, it's essential to recognize the importance 
of considering specific manufacturing rules. These rules play a 
critical role in clarifying the methods for calculating time and 
cost, and they are informed by the collective expertise of 
consultants. These rules are: 

 Automatic Time = Manual Time/2. 

 Automatic Manufacturing Cost = 1.6 * Manual 
Manufacturing Cost. 

According to real-world manufacturing metrics, manual 
manufacturing consumes double the time of automated 
manufacturing, while the average cost of the automated 
process is 1.6 times that of manual manufacturing. 

Generally, the mathematical formulation for the 
optimization process is being built according to an objective 
function and constrains that controls this function. Here, the 
suggested solution was divided into three choices according to 
the order demander priority. The customer may need to 
minimize the time only, cost only, or both of them. Table I 
illustrates the objective functions and the constraints of each 
priority. Within the context of the cost objective function, we 
come across TotSC, or total supply cost, which is subject to 
the influence of numerous variables such as supplier selection, 
category, color, and operation type. These factors are 
collectively evaluated to ascertain the overall cost. In the 
following three paragraphs, we will illustrate the three 
objective functions specified in Table I, encompassing a 
breakdown of their individual terms. 

 

Fig. 1. Abbreviations. 

TABLE I.  OBJECTIVE FUNCTIONS AND CONSTRAINTS 

Priority Objective Function Subject to 

Time Min (Y) = ∑          

           

             

       

             

Cost Min (Y) = ∑                          

           

             

       

           

         

             

Time and Cost Min (Y) =     ∑                                 ∑             
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When discussing the Time objective function, MLT, 
representing manufacturing lead time covering all phases of 
the manufacturing process (including assembly, painting, and 
packaging) is a key factor. Notably, manufacturing lines 
employing automatic processes outperform their manual 
counterparts in terms of time efficiency. In our model where 
the priority is for minimizing the time only, the quantity is 
distributed equally over the four manufacturing lines, so the 
time consumed is equal to any of manufacturing line. 
Furthermore, SLT, denoting supplying lead time, relates to the 
time required to deliver the components from two distinct 
suppliers, with Supplier A exhibiting superior delivery speed 
compared to Supplier B. In our model Supplier A takes half 
time of Supplier B. So, the total time will be MLT+SLT. 

Within the context of the cost objective function, we come 
across TotSC, or total supply cost, which is subject to the 
influence of numerous variables such as supplier selection, 
category, color, and operation type. These factors are 
collectively evaluated to ascertain the overall cost.Conversely, 
TotMC, denoting total manufacturing cost, is predominantly 
governed by the choice between manual and automatic 
operation modes distributed over manufacturing lines, with 
manual operations being the more cost-efficient alterna 
additionally, there exists an overhead factor, representing a 
fixed monetary addition to the unit cost, covering various 
expenses like utilities (electricity, water, maintenance), and 
labor. 

The third objective function can be regarded as a 
consolidation of the two objective functions discussed above. 
Nonetheless, in any multi-objective function, it is crucial to 
assign weights to individual terms during the optimization 
process. In this scenario, we have opted for an equal allocation 
of 50% weight to both time and cost, signifying their equal 

importance. Under these conditions, the quantity is allocated 
among the four manufacturing lines as detailed below: 

 ML1 = Automatic = 2/5 from the Total Quantity. 

 ML2= Manual = 1/5 from the Total Quantity. 

 ML3= Manual = 1/5 from the Total Quantity. 

 ML4= Manual = 1/5 from the Total Quantity. 

This division into fifths is based on the principle that the 
automatic line processes double the quantity of the manual 
line within the same time interval. 

Now that we have clarified the terms associated with each 
objective function in Table I, it's time to provide a 
comprehensive explanation of our model. 

The suggested model consists of three scenarios of mass 
customization optimization process. The model depends on 
entering five inputs which are quantity, color, category, size, 
sub-size, and priority. The priority input is the key of which 
objective function will be executed. 

Fig. 2 illustrates the inputs, GA processing and the output 
of these scenarios. 

The suggested model has five inputs:  

 Color: Black, Silver, White, Red, Blue, Green, Red, 
Brown, Pink, Purple, Golden, or Yellow. 

 Category: Mountain, Tour, Road, or Folded bikes. 

 Size: Child or Adult. 

 Sub – Size: Small, Medium, or Large. 

 Priority: Time only, Cost only, or Both. 

 

Fig. 2. The suggested optimization model. 
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The customer requests his/her order by determining the 
above inputs. However, the values of each input are limited 
which is considered as constrains in genetic algorithm point of 
view. These constraints (see Table I) are: 

 Quantity :  1000   TQ   6000 

 Color:  1  Color  12 

 Category: 1   Category    4 

 Size: 1 Size   2 

 Sub-Size: 1   Sub-Size   3 

 Priority: Time, Cost, or Both. 

From manufacturer side, there three values must be 
clarified which are the operation type, number of 
manufacturing lines and which supplier will supply the 
material. These values are: 

 Operation Type (Op): Manual or Automatic. 

 Supplier: A or B 

The customer may request up to 3 different orders per one 
request. In addition, there are three constrains for optimization 
process but from the manufacturer side which are: 

 Operation Type : 1   Op   2 

 ML=4  

 Supplier = 1  Supplier   2 

The customer requests will be optimized using genetic 
algorithm to find the optimal solution of minimized time, cost 
or both of them. The proposed model is using two techniques 
of GA. For time only and cost only, single objective 
optimization technique is being used, while for both time and 
cost bi-objective optimization techniques is being 
implemented. Next section will explain the genetic algorithm 
and how the proposed model is being implemented by it. 

IV. GENETIC ALGORITHM 

In recent times, meta-heuristic algorithms have gained 
significant popularity for addressing complex real-world 
challenges across various domains including engineering, 
manufacturing, economics, healthcare, and politics. Among 
these algorithms, the genetic algorithm (GA) stands out as a 
widely recognized approach, drawing inspiration from the 
process of biological evolution. Meta-heuristics can be 
categorized into two groups: single-solution based and 
population-based meta-heuristics [24]. GA falls into the 
category of population-based meta-heuristic algorithms. 

The new populations are produced by iterative procedure 
of genetic operators on individuals existing in the population. 
The chromosome structure, selection, crossover, mutation, and 
evaluation of objective function computation are the basic 
elements of GA [24]. The GA chromosome representation and 
GA operators (Selection, Crossover and Mutation) will be 
explained and how GA was applied on the proposed solution. 

A. Chromosome Representation 

Genetic Algorithm draws inspiration from the evolutionary 
process, selecting elite solutions (chromosomes) for optimal 
outcomes in the search space. Chromosome in GA represents 
a solution and it is also called individual. Each chromosome 
consists of many genes according to the solution parameter. 

The chromosome of our proposed solution consists of five 
genes. Fig. 3 represents the chromosome which represents the 
form of solution that the manufacturer will execute. First gene 
describes the supplier group that suits to the objective 
function. Rest of genes is the manufacturing lines (MLi) and if 
it will operate automatically or manually according to the 
objective function as well. 

 

Fig. 3. The chromosome representation. 

In the first gene of the Supplier Group, there are two 
categories. The first category is associated with higher 
expenses but faster raw material deliveries; whereas the 
second category offers cost savings but slower material 
delivery. The subsequent genes in the sequence represent the 
manufacturer's internal manufacturing lines. When these lines 
operate manually, manufacturing time increases but cost 
decreases. 

Conversely, automatic operation reduces manufacturing 
time but increases cost. Within genetic algorithms, there are 
two terms called "genotype" and "phenotype" which signify 
the relationship between the proposed genetic chromosomes 
and their actual chromosomes post-processing. In the realms 
of artificial intelligence optimization and computer science, 
these two terms are fundamentally interchangeable. Hence, 
there is no inherent difference, eliminating the necessity to 
define a distinct ratio between them. 

B. Selection Process 

Selection is a first feature to go forward of finding the 
nearest solution, which commonly services Evolutionary 
Computation (EC) [26]. In general, there are many selection 
techniques in GA, such as roulette wheel, tournament, rank, 
Boltzmann, and stochastic universal sampling [24]. The most 
usable technique and it is used in the proposed solution is 
roulette wheel selection (RWS). It works on selecting specific 
solutions that will share in forming the next generation. It 
gives each solution or individual of the recent generation the 
probability to be selected in the next generation according to 
its proportionality to the objective function value [27]. 

C. Crossover 

It is one the GA operators that is done between two 
chromosomes called parents by choosing randomly either 
single point or multiple points to swap what beyond these 
chosen point(s ) [28]. The result of the crossover process is 
new modified chromosomes called off-springs. Fig. 4 
describes the implementation of crossover types in the 
suggested solution. It describes a single crossover 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1051 | P a g e  

www.ijacsa.thesai.org 

implementation and a multi crossover implementation in the 
proposed solution. 

 
Fig. 4. Crossover operator single crossover, multi crossover. 

D. Mutation 

Mutation is another operator that keeps the genetic variety 
and diversity from one population to the succeeding 
population [29]. It is performed by choosing at least one or 
more genes randomly and changing their values. The value of 
the objective function is then recalculated. Fig. 5 gives an 
example of mutation process by choosing a random gene and 
changing its value according to the proposed solution. 

 

Fig. 5. Applying mutation operator 

The steps of implementing the GA can be clarified through 
the pseudo-code as shown in Fig. 6. 

 
Fig. 6. Genetic algorithm pseudocode. 

V. DISCUSSION AND RESULTS 

To the best of our knowledge, this is the first study to 
solve the problem through applying the optimization 
methodology; moreover, the problem was formulated 
mathematically according to the real manufacturing case, and 
according to the consultants inside the manufacturer and 

experts in mass customization manufacturing field. So, they 
are our reference and benchmark in our proposed study. In a 
practical case study focused on a mass customization bicycle 
manufacturer, the proposed model was put into action. 
Customers had the option to place orders for bicycles in 
diverse categories, sizes, and colors, as previously mentioned. 
Moreover, they were able to order bicycles in large quantities. 

The objective is to optimize the combination of supplying 
and manufacturing processes from the manufacturer to 
execute the orders in minimum time, minimum cost or both to 
achieve the customer goal. The three mathematical models 
and GA were implemented using MATLAB [30]. Two of 
these mathematical models used the single objective GA. 

However, the third model was implemented using NSGAII 
technique [31] to solve the multi-objective optimization 
problem. Table II illustrates the values of each parameter used 
in GA implementation. Each genetic algorithm code asks for 
assigning values of 4 main parameters. These parameters are 
population size [24], number of generations, crossover rate 
and mutation rate. 

Each objective function is tested on three different 
quantities 2000, 3500 and 5500 bicycles with different 
categories, colors, sizes and sub-sizes. Table III illustrates the 
enhancement of solutions in form of enhancement of GA 
generations. 

The results in Table III shows the modifications of 
solutions for time only and cost only columns versus the 
number of generations. While the last column shows the 
modifications of time and cost together over the number 
generations using NSGAII technique. In bi-objective function 
mode, time is being represented in Y-axis and cost is in X-
axis.  In Table III, the graphs in each row determine the values 
of the most optimum time, cost or time and cost with every 
round of generation (100 rounds) until reaching the minimum 
optimum solution. 

When examining the time column graphs, it becomes 
evident that values are progressively minimized with each 
generation. Conversely, the cost column experiences abrupt 
reductions, primarily because cost is subject to fixed prices 
determined by various factors, leading to the characteristic 
sharp curve. 

After the observation of 100 solutions per each iteration, 
eight forms of solutions were noticed but different objective 
function values. Fig. 7 presents these forms of these solutions 
(chromosomes that mentioned in Fig. 3). 

TABLE II.  GA PARAMETER SETTING 

Parameter Value 

Population Size 100 

Number of Generation 100 

Crossover Rate 0.85 

Mutation Rate 0.01 
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TABLE III.  ENHANCEMENT OF GA GENERATIONS FOR THREE DIFFERENT CASES 

Quantity Time Cost Time and Cost 

2000 

 

 

 

3500 

 

 

 

5500 

 

 

 

 

 
Fig. 7. Forms of solutions. 

The evaluation of the results involved consulting 
production management experts in the bicycle manufacturing 
industry. Their estimations, obtained using traditional 
computation techniques, were compared with the outcomes 

generated by GA and NSGAII, as shown in Table IV. The 
table presents numerical data for three different cases, each 
involving different quantities. The evaluation considered time, 
cost, and a combination of both for each quantity. The results 
section of the table includes the expert estimation, GA results, 
and the percentage improvement achieved by our proposed 
models over the expert estimation. The findings clearly 
indicate that treating time and cost as a multi-objective 
functions leads to optimal results. Additionally, it was 
observed that higher quantities ordered corresponded to 
greater enhancements achieved through GA. 

The expert estimations documented in Table IV are cited 
in order to facilitate a comparison between our GA-generated 
results and the authentic data stored within the database of a 
prominent bicycle manufacturer. 

Table V illustrates the average of enhancement percentage 
of GA and NSGAII versus the experts estimates. 
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TABLE IV.  SAMPLE OF NUMERIC RESULTS 

Solution 

Forms 

Time (Week) Cost (x106) Time (Week) and Cost (x106) 

Expert 

Estimation 

GA 

Result 
% 

Expert 

Estimation 

GA 

Result 
% 

Expert 

Estimation 

NSGAII  

Result 
% 

Time Cost Time Cost Time Cost 

Quantity : 2000  Bicycles 

Solution 1 8 6 25 6.3 4.2 33.3 8 6.3 6 4.2 25 33.3 

Solution 2 10 6 40 5.9 3 49.1 10 5.9 8 3 20 49.1 

Solution 3 9 6 33.3 5.5 4.2 23.6 9 5.5 6 4.2 33.3 23.6 

Solution 4 11 10 9.1 5.1 3 41.2 11 5.1 8 3 27.3 41.2 

Solution 5 10 10 0 4.7 4.2 10.6 10 4.7 10 4.2 0 10.6 

Solution 6 12 10 16.6 4.4 3 31.8 12 4.4 12 3 0 31.2 

Solution 7 11 10 9.1 4.3 4.2 2.4 11 4.3 10 4.2 9.1 2.3 

Solution 8 13 12 7.7 3.5 3 14.3 13 3.5 12 3 7.7 14.3 

Quantity : 3500 Bicycles 

Solution 1 14 10 28.5 11.5 7.11 38.2 14 11.5 10 7.1 28.6 38.3 

Solution 2 16 12 25 10.0 5.1 49 16 10.0 12 7.1 25 29 

Solution 3 16 12 25 9.8 7.11 27.4 16 9.8 12 5.1 25 48 

Solution 4 18 14 22.2 9.2 5.1 44.5 18 9.2 14 5.1 22.2 44.6 

Solution 5 20 16 20 8.6 7.11 17.3 20 8.6 14 7.1 30 17.4 

Solution 6 20 18 10 7.8 5.1 34.6 20 7.8 16 7.1 20 9 

Solution 7 22 18 18.2 7.2 7.11 1.4 22 7.2 18 5.1 18.2 29.2 

Solution 8 24 20 16.6 5.6 5.1 9 24 5.6 20 5.1 16.7 8.9 

Quantity : 5500 Bicycles 

Solution 1 20 14 30 17.5 10.1 42.3 20 17.5 14 10.2 30 41.7 

Solution 2 22 16 27.2 16.3 7.3 55.2 22 16.3 16 7.3 27.3 55.2 

Solution 3 24 18 25 15.5 10.2 34.2 24 15.5 18 10.2 25 34.2 

Solution 4 26 20 23.1 14.3 7.2 49.6 26 14.3 20 7.3 23.1 49 

Solution 5 28 22 21.4 13.5 10.3 23.7 28 13.5 22 10.2 21.4 24.4 

Solution 6 30 24 20 12.3 7.2 41.5 30 12.3 24 7.3 20 40.7 

Solution 7 32 26 18.8 11.5 10.3 10.4 32 11.5 24 10.2 25 11.3 

Solution 8 34 28 17.6 10.5 7.2 31.4 34 10.5 24 7.3 29.4 30.5 

TABLE V.  GA AND NSGAII AVERAGE OF REFINEMENT PERCENTAGE 

Quantity 2000 3500 5500 Total Average 

Time 17.6% 20.7% 22.9% 20.4 

Cost 25.8% 27.7% 36.03% 29.8 

Time and Cost 20.5% 25.6% 30.5% 25.5 
 

VI. CONCLUSION 

In this paper, a genetic-based approach was introduced for 
the supply and manufacturing of mass customization products. 
The approach integrated the supply and manufacturing phases 
to achieve the best possible solution with minimal time and 
cost.  

The study presented two techniques utilizing Genetic 
Algorithms: one for solving single objectives of time and cost, 
and another for optimizing both objectives simultaneously 
using the multi-objective NSGAII. 

Experimental results, including numerical and graphical 
analyses, demonstrated the significant improvements of the 

proposed approach compared to traditional factory methods. 
On average, the proposed model enhances time optimization 
by 20.4%, cost optimization by 29.8%, and both time and cost 
optimization by 25.5%. 

VII. FUTURE WORKS 

Optimization constitutes a vast and dynamically evolving 
field that accommodates numerous artificial intelligence 
technologies. In the context of our planning model, we have 
the flexibility to refine and tailor it further by adopting novel 
hybrid heuristics and metaheuristic search techniques, 
including adaptive algorithms, self-adaptive algorithms, or 
combinations of existing methods. Moreover, our future work 
includes exploring the potential of applying machine learning 
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as an optimizer within our model. On a parallel front, the 
domain of supply chain optimization offers a rich landscape 
for exploration. We aim to extend the horizons of optimization 
by considering the comprehensive optimization of the entire 
supply chain network, employing new evolutionary 
algorithms, machine learning, and deep learning approaches. 
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Abstract—Emotional expression is important in Chinese 

national vocal music art. The emotional expression in national 

vocal music is based on the art of national vocal music, with 

distinct characteristics and requirements. The ultimate goal is to 

spread the expression of various emotions in the national vocal 

music art. Promoting the spread of national vocal music singing 

art using modern media is an urgent requirement for the 

inheritance and development of national vocal music singing art. 

With the rapid development of science and technology, 

integrating deep learning and traditional music has become the 

general trend. It has been gradually applied to melody 

recognition, intelligent composition, virtual performance, and 

other aspects of traditional music and has achieved good results, 

but also hidden behind a series of ideas and technical and ethical 

issues. In this paper, the application of deep learning has been 

discussed and prospected. The recognition rate of emotional 

expression in national vocal music is 92 %. In terms of 

communication, combined with the deep learning algorithm, this 

paper analyzes the characteristics and requirements of emotional 

expression in the art of national vocal music singing and puts 

forward a new method of promoting the development of the art 

of national vocal music singing, hoping to attract more attention 

and enhance the social awareness of the application field, to 

promote the steady development of Chinese traditional music in 

the information age. 

Keywords—Deep learning; national vocal music; innovation; 

emotion; dissemination 

I. INTRODUCTION 

Emotional expression has always been particularly valued 
in national vocal music. The emotional expression running 
through the art of national vocal music is the soul of the art of 
national vocal music. The art of national vocal music without 
emotional expression will lose its significance. The emotional 
expression ability of singers is the focus of national vocal 
music singing art. The emotional expression of Chinese 
national vocal music singing art has accumulated rich levels 
and diversity in the development of thousands of years, with its 
unique characteristics and requirements. As the pearl in the art 
treasure house, the inheritance of national vocal music singing 
art is related to the integrity of traditional art [1], [2]. While 
analyzing the emotional expression of national vocal music 
singing art, continuously improving its artistic and emotional 
expression ability and meeting the current social and cultural 
needs, the inheritance of national vocal music singing art has 
also become a social problem. In the face of the new era of 
openness and diversification, how to take effective 

communication paths to make the national vocal music singing 
art occupy a place in the field of communication and inherit it 
for a long time is a problem that must be thought and solved 
simultaneously in addition to paying attention to the emotional 
expression of the national vocal music singing art. 

Music education is gradually developing towards 
intelligence and online in the Internet era. As an emerging 
discipline, deep learning is mainly used to research, develop, 
and extend the method theory of human intelligence. 
Nowadays, many things are related to deep learning, such as 
fingerprint recognition, intelligent search, face recognition, 
language translation, and automatic planning. Deep learning 
and hearing has a great relationship, and deep learning for 
music education has a unique advantage. The breakthrough of 
material civilization also accompanied the development of 
music art. Deep learning will change music education's 
teaching mode and theory, especially in teaching means and 
methods, to provide positive practical value for music 
education in the Internet era [3]. 

Combining deep learning algorithms and traditional 
national vocal music has become an important research 
direction in the future. The singing of traditional national vocal 
music will usher in great changes under the impetus of deep 
learning. It makes the emotional expression of traditional folk 
music singing easier to identify and push to the audience who 
like to change the type of folk music so that it is not limited to 
the nation. The technology of retrieving music based on 
music's emotional attributes has also been developed. Many 
kinds of music are stored in the network music database. The 
essence of music information retrieval is music recognition and 
classification. Most music end users often like a certain type of 
music, and the diversity of music gives it unique attributes [4], 
[5]. Therefore, a music recognition and classification system 
can help people retrieve and manage music more effectively. 
MIR contains many sub-tasks, such as music emotion 
recognition, instrument recognition, genre recognition, and 
author recognition [6]. 

The traditional extraction of music emotion features often 
lacks the temporal structure and related semantics of music 
because it is usually extracted in frames, and the deep 
semantics of chords, melody, and rhythm in music that change 
with time is important for music emotion recognition. To 
analyze the correlation between temporal information and 
emotional expression in the research process, some scholars 
have done verification experiments in 2014: First, the music is 
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transformed into a feature vector of the time structure, and then 
the Gaussian mixture model, Markov and Hidden Markov 
model and other generative models are used to form the 
temporal characteristics of the music. Finally, the model is 
passed through the Probability Product Kernel for music 
emotion recognition. Traditional folk music has been rapidly 
upgraded, making full use of the convenience of the mobile 
Internet and spreading through more channels. Therefore, the 
mobile Internet has unprecedented advantages for promoting 
music works and the comprehensive utilization of traditional 
Internet, mobile communication networks, mobile phone 
ringtones, and other wired and wireless platforms for 
communication [7]–[10]. This mode of creation, production, 
dissemination, and acceptance of music products mainly relies 
on digitalization, reflecting technological and cultural progress 
and transforming and upgrading communication modes. The 
Internet and mobile terminal technology have achieved 
unprecedented development speed since the 21st century, 
especially in the past five years. It has not only formed a 
pattern of national coverage of online music but also gradually 
replaced the traditional music platform as the main channel in 
the rapid development of this mode of communication and 
platform. The mode of communication has developed into one 
of the most fashionable ways of music communication. Some 
scholars have applied deep learning to music content analysis, 
especially style, and artist recognition, producing meaningful 
features from the preprocessed spectrum. The deep learning 
features have higher accuracy than those standard Mel 
Frequency Cepstral Coefficients features for music style 
recognition. There is also a convolutional neural network 
(CNN) that MFCC features vectors and inputs them into three 
hidden layers. Finally, it can automatically extract image 
features for classification, indicating that CNN can capture 
changing image information features [11]–[13]. 

The role of national vocal music art in the mass media has 
also changed; specific singing techniques and emotional 
expression also began to change. Although from the 
perspective of modern communication, this is the development 
and progress of national vocal music art, to some extent, it can 
also be said to be desalination. In the modern media 
environment, maintaining a proper relationship between the 
dissemination of national vocal music singing art and the ' 
native ' cultural roots and maintaining unique characteristics in 
emotional expression, artistic technology, and other aspects is a 
problem facing the inheritance of national vocal music singing 
art. National vocal music technology should effectively use 
modern media to explore new communication paths. Based on 
this article, the convolutional neural network in deep learning 
is combined to realize the recognition and propagation path 
optimization of emotional expression in national vocal music. 
Firstly, the emotional feature extraction of vocal music signals 
is carried out, and then the time and frequency domain features 
are analyzed. The different emotions of vocal music signals in 
national vocal music are labeled and classified through feature 
extraction. The signal feature is the input index, and the 
emotional label is the output feature. Finally, the effective 
identification of emotions in national vocal music singing 
based on a deep learning algorithm is obtained, which provides 
efficient national vocal music classification based on a machine 

learning algorithm for following different categories of 
listeners and realizes targeted dissemination for different users. 

II. RESEARCH ON DEEP LEARNING IN NATIONAL VOCAL 

MUSIC 

A. National Vocal Music Multi-Vocal Emotion Parameter 

Recognition Design 

In the expression of national vocal music, it is necessary to 
present different national vocal music styles and emotions by 
concretizing the abstract space of national vocal music. 
Effectively determining the similarity of two music points is an 
important part of concreting the abstract space of national 
vocal music. Music emotion recognition has become a popular 
trend. Under this condition, it is necessary to study how to 
enhance the accuracy of music emotion recognition and 
provide support and help for music search [14]. 

Currently, the mainstream music emotion recognition 
classification structure is shown in Fig. 1. There are three main 
steps: 

1) Select the emotion model (continuous emotion model 

and discrete emotion model). 

2) Preprocessing music, extracting useful music features 

and information as input. 

3) Input into the recognition model for emotion 

recognition. 

The most important part is extracting music emotion 
features and constructing the recognition classification model. 
Previous studies often used single emotional features or 
classifiers based on traditional machine learning models. A 
single emotional feature often does not have unity and cannot 
fully express musical emotions. It needs to be re-extracted 
when performing different recognition tasks. Although the 
recognition effect has been improved, the efficiency is too low. 
The traditional machine learning model only in the unique 
music feature recognition results; strange music is not ideal, 
and poor generalization ability shows the main breakthrough in 
the second and third steps. 

 
Fig. 1. Deep learning music emotion expression recognition basic structure. 

Previously, music expression produced a series of music 
with the same style, whether relying on artificial technology or 
automation technology. In the abstract space of music, it isn't 
easy to have a variety of different styles of national vocal 
music at the same time. The reason for this phenomenon is that 
there is a certain probability of large similarity between 
national vocal music points with similar or different styles in 
the abstract space, which leads to an uneven transition between 
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different styles of national vocal music. Therefore, in the 
expression of national vocal music, the determination of the 
style of national vocal music creation needs to adopt some 
attributes as the characteristics of learning, and the style of 
national vocal music is numerically expressed. The objective 
function expresses the style value, and the national vocal music 
style is expressed based on the value of different objective 
functions. 

 

Fig. 2. National vocal music emotional space. 

Different emotions are distributed in the two-dimensional 
space shown in Fig. 2, which is the emotional space. Based on 
the two-dimensional emotional space, in the expression of 
national vocal music, it is only necessary to project the 
emotional characteristics of music into the two-dimensional 
emotional space, take the coordinate scale value in the 
emotional space as the input information, and then use the 
artificial neural network to train the sample information. In this 
process, first, judge the various national vocal music elements 
in the training set, give the emotional category to determine its 
position in the emotional space, one-to-one correspondence 
with the emotional characteristics in the figure, obtain the 
emotional scope of the national vocal music, and determine the 
emotion and style of national vocal music creation. 

The data of national vocal music is regarded as a time 
series, two different national vocal music sequences Y1 and 
Y2, their characteristic quantities are (a1μ, b1μ) and (a2μ, 
b2μ), and μ=1, 2,..., n represents the time length of national 
vocal music Y1 and Y2. At each time point μ, the Euclidean 
distance D (μ) between (a1μ, b1μ) and (a2μ, b2μ) is calculated, 
and then the similarity between the national vocal sequence Y1 
and Y2 can be defined as μ = 1, 2,..., n. 

1 2
1
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( )

n

Y YS D
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However, the above similarity calculation process only 
applies to the same time length of two national vocal music 
sequences. For two different time lengths of national vocal 
music sequence, let the two-time series are X = (x1, x2,..., xi ) 
and Y = ( y1, y2,..., Yi ), and set the metric function k ( x1, y1 
), can measure the distance between component x1 and y1, 
namely (a1μ, b1μ) and (a2μ, b2μ) Euclidean distance. 

B. A New Model of National Vocal Music Communication 

Under Deep Learning 

1) The traditional 'live' mode of transmission of national 

vocal music mainly is the early context of national vocal 

music; people can sing works, watch, listen to activities in 

indoor and outdoor places, and participate in live 

communication activities. These modes of transmission, 

especially the performance of the 'stage' as a platform to sing, 

appreciate the more common way. At this time, the music 

performers and the audience of the works are in the same 

space-time environment for close emotional and artistic 

information exchange, which is a materialized, information-

sharing, face-to-face communication mode. This traditional 

communication mode, which has lasted for many years, 

emphasizes that both the dissemination of song information 

and the acceptance of songs in the activities show the 

characteristics of face-to-face and the same time and space. 

This traditional mode of creative song transmission does not 

even need the assistance of other media. The instant 

communication and feedback of national vocal music and 

emotional information can be realized between the 

information disseminator and the song receiver, which has a 

strong feature of real-time information sharing.  

However, there have been new changes in the current 
model - with live video support; people can achieve instant 
information exchange and communication in different times 
and spaces. Disseminators of songs can achieve 'off-site instant' 
information exchange through mobile Internet through 
performances anywhere. In the high development of modern 
mobile media, the "on-site" communication of this kind of 
creative song has developed into a new "on-site" 
communication mode relying on live video broadcast, which 
has become one of the most important forms of contemporary 
creative song communication. 

2) New deep learning model in disseminating national 

vocal music. Deep learning in various national vocal music 

communication modules has been innovative from the basic 

information dissemination acquisition-generation distribution 

process. From the perspective of music information collection, 

a deep neural network (DNN) has many applications in music 

information retrieval (MIR), including beat estimation, 

melody mining, music emotion recognition, etc. If music is 

regarded as a binary data stream, Convolutional Neural 

Network (CNN) can efficiently mine the feature attributes of 

musical moments. A recurrent neural network (RNN) can 

analyze the characteristics of music at different times, mining 

its more macro features, such as emotion. QQ music, Netease 

cloud music, and other platforms ' listening song recognition 

function is the basic application of MIR. Deep learning has 

made more innovative attempts from the generation of music 

information. Nowadays, deep learning technology uses 

generative adversarial networks (GAN) and reinforcement 

learning (RL) to inject data into music and dynamically 

evaluate it in real-time. Deep learning can complete the 

evaluation of music emotion only by relying on the binary 
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representation of music; it can also judge the good and bad 

after creating and generating music and modifying it. Deep 

learning technology to generate music is a process of repeated 

creation and reflection. From the distribution of music 

information, the network distribution platform of music has 

become the world of deep learning. Music platforms rely 

mainly on recommendation algorithms to accurately distribute 

music resources to corresponding users. Deep learning 

represented by recommendation algorithms can process a 

large amount of data faster and more accurately and make 

more accurate recommendations for users to get a better 

experience. 

C. Opportunities and Challenges brought by Deep Learning 

to National Vocal Music 

1) Deep learning enables people who do not understand 

music theory to create music and have ownership. Then, the 

problem arises. If the creator creates music without knowing 

how it is created, it goes beyond the scope of ordinary 'music 

creators'. At the same time, if deep learning music creation 

tools create new music based on imitating existing music, then 

defining similarity becomes a problem. A similar piece of 

music, the ownership of its creative subject, is the owner of 

the tool, the creator of the original music, or belongs to the 

tool? These are issues that need careful consideration. 

2) Deep learning brings great convenience to music 

creation, but many creations can create, far from 'can create 

well'. Like other arts, music creation needs to think, feel, and 

understand. Only in this way can it be truly appreciated and 

endowed with value. The music constructed by deep learning 

technology only proves that deep learning can generate music. 

This music can only be used as experimental products, which 

cannot make waves and even reduce the quality of the whole 

music. 

3) Music copyright is a behavior of endowing value for 

art, a very important issue on the road of music 

commercialization. Attaching importance to copyright is to 

protect creators and make them have a healthy creative 

environment. Deep learning allows online music resources to 

be easily collected and quickly spread on a large scale, which 

increases the difficulty of tracing the path of music 

transmission. With such speed and breadth of transmission, 

the traceability of music copyright and other audio and video 

resources, software copyright, etc., can only be out of reach. 

In addition, the difficulty of positioning the creative subject 

will lead to copyright issues. If a piece of music cannot clarify 

its subject attribution, it cannot discuss its proper attribution.  

4) Deep learning technology originates from the deep 

neural network constructed by computer scientists to imitate 

the ' neurons ' of the human brain, which promotes the rapid 

development of music communication. Music's collection, 

generation, and differentiation are more intelligent with the 

participation of deep learning. Our in-depth understanding of 

deep learning technology will make related concepts' 

definitions more mature. After jumping out of the 'learning' 

mode, deep learning may truly perform music creation with 

machine rationality. 

From the current technical level, artificial intelligence has 
achieved computational and perceptual intelligence, but 
cognitive intelligence is still insufficient and needs to continue 
developing into cognitive intelligence. To achieve 
breakthroughs in national vocal music, it is necessary to 
combine new things such as artificial intelligence, deep 
learning, and machine learning to achieve more efficient 
emotional expression and classify national music with different 
emotions to share with audiences of different preferences. 

III. ANALYSIS AND IMPLEMENTATION OF NATIONAL MUSIC 

DEEP LEARNING SYSTEM 

As the main component of music, audio plays a vital role in 
music emotion recognition. As an important part of music 
information retrieval, music emotion classification based on 
audio has attracted more and more attention. The second-level 
emotional expression in national vocal music mainly refers to 
the singer's realization of the emotional state through deeper 
excavation, such as through sound, expression, and movement 
form [15]. The article builds the model shown in Fig. 3. 

A. Network Structure  

The first few layers of the CNN network structure are 
feature extractors that automatically get image features through 
supervised training; the last layer is classified and identified by 
the SoftMax function. The CNN network structure is shown in 
Fig. 4, which shares the basic framework with the traditional 
AlexNet. It contains eight layers; the first five layers are 
convolutional layers alternating with the pooling layer, and the 
remaining three layers are fully connected layers for 
classification. The input images of the CNN network are 
harmonic spectra and shock spectra separated by HPSS and the 
spectra of the original music signals. The input image size is 
normalized to 256 * 256, and then it is input into the first 
convolution filter. In the deep network structure, the first 
convolution layer uses 96 kernels with a size of 11*11 and a 
step size of 4 pixels (the distance between the receptive field 
centers of adjacent neurons in the same kernel mapping) to 
filter the input image. Next, the max pooling layer takes the 
output of the first convolution layer as input and filters with 96 
kernels with a size of 3*3, and the response is normalized. 
Using these five convolutional layers, 256 feature maps of size 
6*6 were finally obtained, fed to three fully connected layers 
containing 4096, 1000, and 10 neurons, respectively. The final 
identification result is the output of the last fully connected 
layer, as shown in Fig. 4. 
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Fig. 3. CNN classification research model. 

 
Fig. 4. CNN model. 

B. Methods of Network Training and Learning 

The Pooling layer uses Max Pooling, and the convolutional 
and pooling layers appear alternately in the convolutional 
neural network. Using the stochastic gradient descent (SGD) 
training network model, it is found that smaller weight 
attenuation is very important for model learning. Weight 
attenuation can decrease the training error in the model. 
Therefore, in the experiment in this paper, fine-tuning to 
0.0005 usually, dropout and momentum can improve the 
learning effect. Since the convergence for all layers using 
dropout is time-consuming, the dropout value is set to η=0.5, 
μ= 0.9, λ = 0.0005 in the fully connected layer in the 
experiment of this paper. There are three fully connected layers 
in the network structure. The last fully connected layer, i.e., the 
eighth layer, is the output layer, and the output of the seventh 
layer is its input, which contains m neurons corresponding to m 
types of music styles. The output probability is p = [ p1, p2,..., 
pm ] T. The SoftMax regression formula is as follows. 
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where, Xj 8 is the input of the SoftMax function, j is the 
current class being computed, j = 1,..., m ; pj represents the true 
output of class j. 

C. Model Results and Analysis 

In the experiment, the Caffe framework is utilized to train 
the CNN model to realize the recognition of music style. Using 
the recognition rate as the performance index, the music signal 
on the Chinese folk music collection database is the input 
index, and the 8 types of emotions are the output indexes. Each 
style category contains multiple audio recordings. The folk 
music emotion classification model is in Fig. 5. 

 
Fig. 5. Folk music emotion classification model. 
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TABLE I.  TRAINING-RELATED HYPERPARAMETERS 

Hyperparameters η Size μ λ Dropout 

Value 0.02 15 0.9 0.0004 0.45 

The parameter is to be adjusted when the error rate of the 
training set becomes small enough and stable. The 
hyperparameters obtained through this adjustment process are 
summarized in Table I. 

Relation image between iteration times and 
hyperparameters is shown in Fig. 6 to Fig. 9. 

 

Fig. 6. Learning rate and number of iterations. 

Fig. 6 shows that the learning process will be very slow, 
and the recognition rate is unstable when the training samples 
are 20000 iterations, and the learning rate η is relatively small 
as 0.001. Appropriately increasing η can effectively improve 
learning efficiency. At the same time, if η is too large as 0.1, 
the learning process will be unstable, and the classification 
performance will be decreased. Fig. 8 and Fig. 6 illustrate the 
influence of momentum μ and weight attenuation λ, 
respectively. Fig. 7 indicates that using momentum μ can 
accelerate the learning process well. 

As shown in Fig. 9, Dropout is a technique for preventing 
overfitting during the training of neural networks. In the 
literature, dropout with a 70 % reduction in output is applied to 
the last fully connected layer. This experiment adopts this 
technique and scrambles the training data in each round to 
reduce overfitting. In such research, the output of hidden layer 
neurons is usually set to 0 with a certain probability, so such 
neurons will not play any role in forward and backpropagation. 

In this experiment, using the hyperparameters set in Table 
I, the recognition rate is about 73 % without data expansion. 
The index to realize the correct classification of national vocal 
music emotion is on the diagonal of the matrix in Table II. 

 

Fig. 7. Momentum coefficient and number of iterations. 

 

Fig. 8. Attenuation coefficient and iteration times. 

 
Fig. 9. Dropout value and the number of iterations. 
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TABLE II.  CONFUSION MATRIX 

Emotion categorization 1 2 3 4 5 6 7 8 

1 82.5 8.3 0.0 0.0 0.0 7.3 0.0 0.0 

2 10.2 74.6 0.0 0.0 0.0 12.5 0.0 0.0 

3 0.0 4.5 91.7 0.0 0.0 0.0 0.0 0.0 

4 4.0 4.1 4.3 79.1 0.0 0.0 0.0 8.3 

5 0.0 0.0 0.0 0.0 75.6 0.0 0.0 0.0 

6 3.3 8.2 0.0 0.0 0.0 76.2 0.0 0.0 

7 0.0 0.0 0.0 0.0 20.2 0.0 92.0 0.0 

8 0.0 0.0 0.0 12.0 0.0 4.0 0.0 82.7 
 

D. Research on National Vocal Music Dissemination Mode of 

Different Emotion Types 

After getting different emotional types of folk music, the 
emotional types of music can be classified and put on the 
corresponding label in the current mainstream music software. 
Take the dissemination of national music in microblogs as an 
example. After researching and analyzing the elements in the 
communication mechanism, it is not difficult to find that the 
music communication mode in microblogs is similar to the 
epidemic communication theory on complex networks. On this 
basis, by transforming the classic infectious disease 
communication model, a model consistent with the music 
communication information in microblogs is constructed to 
describe the communication process of music information in 
microblogs and a series of behavioral characteristics to 
facilitate the study of music communication mode in microblog 
in the future. Disseminating music information in Weibo, when 
the communicator sends out the music information, it can be 
seen by its friends and fans on Weibo. When the recipient 
receives the information, it can have one or more behaviors, 
such as forwarding, commenting, and liking, paying attention 
to private letters, and collecting the choice of music 
information feedback. Music knowledge, hobbies, friend 
intimacy, mood, and other conditions influence this choice. 
Similarly, the complexity of the information itself also 
determines its communication effect. Whether different music 
information has a certain value is the basis of its broadcast. The 
source of music information also restricts the spread of this 
music. The music information sent by the disseminator with 
high popularity and great influence is more likely to be 
disseminated among the audience. This music information can 
be more identified as meaning or value. Affected by this, the 
disseminator has a certain probability to choose to forward the 
content of the entry containing the music information. It can be 
regarded as an 'infected person', and the music information 
transmitted can be compared to the 'virus' of an infectious 
disease. The audience is not interested in the music information 
contained in this microblog and is regarded as an 'immune 
person'. They may hinder the praise of friends, spit in the 
comments or even directly ignore this information. That is the 
termination of music transmission. Because the music 
communication network in microblogs is complex and diverse, 
the scope of the music audience is wide, and the behavior is 
random and uncertain. To facilitate the research, the music 
communication is set in microblogs that can only spread from 
the music communicator to the music audience as its fans. The 
communicator is set as a node; lines connect the relationship 

among them, and the music information can only be 
transmitted through lines. Combined with the influence of the 
factors in the music communication mechanism, the classical 
SIR model is improved, and the music communication mode in 
the mechanism is modeled and studied in Fig. 10. 

When the public in the micro-blog does not receive the 
music information, its node is S after it is 'infected' by the 
music information, it will be converted to the I state or IR state 
and the probability of converting into two states is uncertain. If 
it is transformed into state I, it continues to propagate along the 
line through the node it is concerned with and eventually 
transforms into state R; if it is transformed into IR state, it may 
need to be transformed into R state, or I state through the 
influence of some other information. In Weibo, music 
information often has certain timeliness. After some time, the 
heat of information will gradually decrease, so the 
characteristics of relay propagation will decrease. At a certain 
point, the IR state will also change to the R state until only two 
nodes, S and R, are on Weibo. In studying the music 
transmission mode in the music transmission mechanism in 
microblogs, the SIR model of music transmission is 
constructed by improving the SIR model of classical infectious 
diseases. It fully considers the rules of music transmission 
mode in microblogs as much as possible and discusses the 
influence of nodes and transmission lines. Based on the SIR 
model of classical infectious diseases, it can combine the 
dynamic principle of infectious diseases and complex networks 
to further study the music transmission mode in the microblog. 
It provides a reference basis and maybe another new direction 
for music transmission research. 

 

Fig. 10. National vocal music propagation model. 
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IV. CONCLUSION 

Deep learning accelerates the scope and speed of 
information dissemination and expands the impact of various 
disciplines on music dissemination. Based on the innovation of 
deep learning in music communication, the present work 
analyzes the challenges brought by deep learning to music 
communication and looks forward to the future development of 
the rational application of deep learning in music 
communication activities. The efficient identification of 
emotional expression in national vocal music singing through 
the CNN model has been realized, and the identification 
accuracy is as high as 92%. With the help of microblog 
software in China, a new national vocal music promotion 
model has been designed. The article research is a new attempt 
at national vocal music research and has certain research value. 

Music emotion recognition is an important research 
direction in music information retrieval. The research of music 
emotion involves many interdisciplinary such as music and 
psychology. In this paper, before the model construction, some 
Chinese folk music was mobile phoned, and a database was 
established, including eight different types of folk music audio 
with different emotional characteristics. Firstly, the music 
features are filtered and extracted, then the deep learning 
network model is used to process the music, and the features 
are used as the input of the CNN model to realize the 
emotional classification of Mongolian music. The final study 
shows that the accuracy of emotional identification of national 
vocal music is as high as 92 %, and the new national vocal 
music communication mode can achieve more efficient 
national music sharing. Although many researchers have 
conducted some research on some of these sub-areas and have 
achieved initial results, music emotion recognition is still in its 
infancy; there is still a lot of research space. The music 
emotion recognition work based on Mongolian music faces 
many problems due to limited conditions and late start. 
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Abstract—The research suggests a unique ensemble learning 

approach for precise feature extraction and feature fusion from 

multi-modal medical pictures, which may be applied to the 

diagnosis of uncommon neurological illnesses. The proposed 

method makes use of the combined characteristics of 

Convolutional Neural Networks and Generative Adversarial 

Networks (CNN-GAN) to improve diagnostic accuracy and 

enable early identification.  In order to do this, a diverse dataset 

of multi-modal patient medical records with rare neurological 

disorders was gathered. The multi-modal pictures are 

successfully combined using a GAN-based image-to-image 

translation technique to produce fake images that effectively 

gather crucial clinical data from different paradigms. To extract 

features from extensive clinical imaging databases, the research 

employs trained models using transfer learning approaches with 

CNN frameworks designed specifically for analyzing medical 

images. By compiling unique traits from each modality, a 

thorough grasp of the core pathophysiology is produced. By 

combining the strengths of several CNN algorithms using 

ensemble learning techniques including voting by majority, 

weight averaging, and layering, the forecasts were also integrated 

to arrive at the final diagnosis. In addition, the ensemble 

approach enhances the robustness and reliability of the 

assessment algorithm, resulting in increased effectiveness in 

identifying unusual neurological conditions. The analysis of the 

collected data shows that the proposed technique outperforms 

single-modal designs, demonstrating the importance of multi-

modal fusion of pictures and feature extraction. The proposed 

method significantly outperforms existing methods, achieving an 

accuracy of 99.99%, as opposed to 85.69% for XGBoost and 

96.12% for LSTM. The proposed method significantly 

outperforms existing methods, achieving an average increase in 

accuracy of approximately 13.3%. The proposed method was 

implemented using Python software. 

Keywords—Multi-modal medical images; ensemble learning; 

CNN; GAN; neurological disorders; image-to-image method; 

transfer learning; feature extraction 

I. INTRODUCTION 

A neurological condition called Alzheimer's disease (AD) 
causes diminished cognitive abilities as well as memory and 
mobility problems. As civilization gets older, this illness 
affects a growing number of elderly people. According to 
research, poorer nations have a significantly greater incidence 
of AD than advanced economies do [1]. MCI gradually 
develops into AD as the disorder progresses, and early mild 
cognitive impairment (EMCI) and late mild cognitive 
impairment (LMCI) are transitional states among healthy 
normal persons and those with Alzheimer's. Therefore, it is 
crucial to understand the best way to properly diagnose MCI 
and AD. The prevalence of brain illnesses has increased 
recently all across the world. One of the world's most prevalent 
neurological conditions is Alzheimer's disease (AD) that 
primarily manifests clinically as diminished memory and loss 
of mental abilities, along with difficulties with language and 
abnormalities of movement. AD is currently the fifth most 
common cause fatalities in the United States. The Alzheimer's 
Disease Association of USA published an article in 2018. The 
information provided by the Center for Health Statistics on the 
rate of change in death from a variety of hazardous illnesses in 
the US [2]. The number of fatalities from various risk 
conditions has increased. Moreover, 123% rise in AD 
prevalence has been reported. Another study found that in 
2050, there will be around one million new instances of 
dementia caused by Alzheimer's, with a fresh case being 
identified every 33 seconds. One of the main illnesses 
endangering the well-being of elderly people and having an 
impact on social sustainability is AD. Presently, only a few 
medications have proven effective for the medical management 
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of AD, and no medication has been proven shown to slow or 
stop the progression of the disease. 

Brain tumors currently have the highest early cost per the 
patient among malignancies. Tumors can develop in humans of 
any age due to the enormous cell growth in some areas of the 
cerebral cortex. Brain lesions are caused by uncontrolled 
growth of cerebral or central spine tissue that can impair 
cognitive function [3]. These enormous cells of tumors can be 
divided into two distinct groups: malignant and non-malignant 
lymphocytes depending on the region, magnitude, and location. 
The primary and subsequent tumor sites are the intense regions 
of cancerous cells. The initial tumor region is defined as the 
first, harmless stages of cancerous cells. According to similar 
research, numerous medical CBIR approaches have recently 
been introduced. Most advanced CBIR recovery techniques 
utilize just one kind of illumination [4]. One method to find the 
necessary healthcare images over huge collections of images is 
to employ resemblance contrast, and extraction techniques can 
allow the user to select the image category first. A CBIR 
algorithm may gain a lot from effective picture classification 
because it could eliminate the need to look over pointless 
images, cutting down on the total amount of images the 
software must look through. 

Non-invasive cerebral imaging techniques have become 
popular in the past few decades for diagnosing AD. According 
to these benefits, this method of imaging is both extremely 
efficient and benign to human cerebral regions [5]. With regard 
to these benefits, doctors frequently select non-invasive clinical 
imaging of the brain as one of the most significant medical 
assessment tools. The images from multiple modes can 
emphasize various topographical features and geographical 
aspects of the brain due to the various image philosophies and 
techniques. Researchers are able to categorize and recognize 
sufferers more accurately via acquiring these traits, enabling 
early identification and treatment of diseases. Although 
modern deep learning techniques are efficient in assessing 
clinical images of disease progression in AD. In earlier times, 
scientists have employed spectral evaluation and time-
frequency distribution methods like the discrete wavelet 
transformation method (DWT) and the Fourier transformation 
method (FT). It is difficult to establish a generic approach for 
studying different feelings, nevertheless, considering how 
complicated and personal the mental state is. Frequency 
component knowledge is insufficient for classifying human 
feelings for non-stationary EEG signals since it changes over 
time [6]. Consequently, a continuous wavelet transform (CWT) 
is yet another method utilized to obtain the complete 
understanding of frequency of signals in the temporal and 
spatial arena. 

Nowadays, numerous neuroimaging techniques offer 
different kinds of data. A single method may not always yield 
enough data to pinpoint the distinguishing characteristic 
needed to locate AD in a patient. This makes it challenging for 
therapists to detect AD in its infancy by looking solely at the 
evidence from a single therapy [7]. Brain structural inequality, 
neurochemical, and behavioral investigations have investigated 
and studied a number of biomarkers and provided a variety of 
information. To enhance the diagnostic efficiency of a 
computer-aided diagnosis (CAD) framework, it is crucial to 

incorporate the complementing elements from several 
modalities. Medical image fusion integrates multiple images 
collected with different methods to improve the image's quality 
while maintaining the minute details of a single image. The 
method of fusion enhances visual data and simplicity, which 
aids in the diagnosis and evaluation of the condition by 
physicians [8]. Due to the rapid advancement of high-tech and 
modern devices, diagnostic imaging has become an integral 
component of a vast array of applications, including 
evaluation, investigation, and treatment. 

Data that covers multiple kinds and situations is referred to 
as multimodal information. The main goal of techniques 
employed for combining multimodal information is to combine 
the data with characteristics of various dimensions and 
dispersion into a worldwide space of features so that the 
information can be expressed more accurately [9]. When 
performing tasks like categorization and estimation, this 
homogeneity can be utilized. For instance, data from 
significant bio banks like the UK Biobank, the Million 
Veterans Program, and the National Institutes of Health All of 
Us effort include specific to patient’s genome data, diagnostic 
investigations, and behavioral information from electronic 
medical records and surveys. Consequently, it is crucial to 
effectively mix all of the fusion procedures [10]. With minimal 
computing difficulty, an effective multi-modal fusion 
technique ought to maximize collaboration among different 
modes. The Siamese networks have demonstrated outstanding 
efficiency in a variety of programs, including facial and 
recognition of handwriting. Furthermore, people transitioning 
to Alzheimer's disease are identified utilizing an array of 
recurrent neural network. Although their method is intriguing, 
it lacks a joint education component that does not calculate 
ROI-based statistics, which can be inaccurate and cause 
detection mistakes. To overcome these issues the research 
produces an ensemble learning approach for multi-modal 
medical image fusion and feature extraction using 
convolutional neural networks and generative adversarial 
networks in diagnosing rare neurological disorders. 

The key contributions of the research are given as follows: 

 The goal of data collection is to gather multi-modal 
diagnostic information for neurological illnesses using 
an ensemble learning approach built on the CNN-GAN 
technique. 

 In order to assure data quality, a thorough data cleaning 
procedure is used to remove artifacts, noise, and 
superfluous data. 

 The proposed research employs Convolutional Neural 
Networks, which are recognized for their capacity to 
automatically collect pertinent organizational traits, are 
used for feature extraction. 

 This work utilizes Generative Adversarial Networks 
(GAN), which trains on a wider variety of samples to 
prevent overfitting, are used for data augmentation and 
picture fusion. In this framework, the discriminator 
separates created fused pictures from actual images, 
while the generator aims to create better fused images 
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that can trick the discriminator and promote adversarial 
learning. 

 When diagnosing unusual neurological illnesses, 
ensemble learning is used to train several classification 
models utilizing chosen features, improving accuracy, 
dependability, and generality. 

 To further improve diagnostic accuracy, particularly for 
illnesses with a low prevalence, ensemble learning 
incorporates anticipated results from many simulations. 

The remaining sections of the research are given as follows. 
Literature Review is given in Section II. Problem Statement is 
discussed in Section III. Then Section IV that discusses about 
the proposed method for diagnosing neurological disorders. 
Results and Discussions are discussed in Section V. 
Conclusion is discussed in Section VI. 

II. RELATED WORKS 

Khan et al. [11] discussed in the paper that the body's 
center of control is the cerebral cortex. As years goes on, more 
and more brand-new brain disorders have been identified. As a 
result of the variety of neurological conditions, current 
diagnosing or detection methods are growing difficult and 
remain an unsolved scientific issue. Early diagnosis of brain 
disorders can have a significant impact on efforts to treat them. 
Artificial intelligence (AI) has been increasingly prevalent in 
the past few decades, altering virtually every aspect of 
research, including neuroscience. The deployment of AI in 
clinical studies has improved the accuracy and precision of 
neurological conditions diagnosis and treatment. In this 
research, researchers evaluate current advances in machine 
learning and deep learning for the detection of four distinct 
brain disorders, including Parkinson's illness, seizures, brain 
tumors, and Alzheimer's disease. 

Brain disorders are mostly brought on by aberrant brain cell 
proliferation, which can harm the neural network of the central 
nervous system and finally result in aggressive cancer of the 
brain said by Musallam, Sherif, and Hussein [12]. Significant 
challenges exist when utilizing a Computer-Aided Diagnosis 
(CAD) technology to make an accurate diagnosis that would 
allow for effective medication, particularly when it comes to 
accurately identifying various illnesses in magnetic resonance 
imaging (MRI) images. In this research, a novel Deep 
Convolutional Neural Network (DCNN) design for effective 
identification of tumors such as meningioma, and pituitary 
tumors is put forward with a three-step pre-processing method 
to improve the presentation of MRI images. For quick 
instruction with a greater rate of comprehension and simple 
startup of the component measurements, the structure leverages 
sequential normalization. The method of detecting brain 
deviations, which is crucial for determining the extent to which 
they are present in MRI scans, is regarded as the biggest 
downside. 

Hashem et al. [13] exposed in the paper that in terms of 
anatomy, the palate and face house 30–40% of the human 
body's motor and sensory neurons, showing the intimate link 
between the cavity in the mouth and the nervous system in 
general. The duties of an oral surgeon are directly related to the 

detection of orofacial symptoms of neurological conditions. In 
order to effectively recognize, diagnose, and make the right 
choices while managing these related neurologic disorders, 
dental practitioners must become acquainted with these 
specific presentations. These symptoms should be thoroughly 
evaluated with cutting-edge methodologies because it's crucial 
to spot any associated neurological conditions before they have 
major repercussions. Additionally, much-planned and 
successful innovative techniques are required for all types of 
rehabilitation therapies as well as dental treatment for 
individuals with neurological conditions. 

A comparatively recent innovation called the Internet of 
Medical Things (IoMT) enables the transmission of health 
information across a safe network of wearables and healthcare 
sensors. The disadvantage of this research is that IoMT for 
dental care concentrates mostly on proactive maintenance 
methods by identifying the root of tooth decay at the earliest 
opportunity and disseminating information with the oral 
surgeon and the consumer round-the-clock. The precise 
identification of Alzheimer's disease (AD) has been made 
possible by the integration of multi-modal data, such as 
magnetic resonance imaging (MRI) and positron emission 
tomography (PET), which both provide complimentary 
functional and structural data said by Ning et al. [14]. While 
their fundamental connections might offer additional 
distinguishing traits for AD detection, the majority of the 
present approaches merely combine multi-modal 
characteristics in the initial location. The issue of the 
overfitting problem brought on by highly dimensional 
multimodal information that continues to be intriguing. In 
order to do this, researchers suggest a relation-induced 
multidimensional shared representational method of learning 
for identifying AD. The suggested approach combines 
reduction of dimension, classification simulation, and 
representational training into a single architecture. 

Rathore et al. [15] discussed in the paper that classifying 
various patterns of attack for profound implants in the brain is 
the goal of the deep learning approach. The restricted 
accessibility of labelled information and the substantial patient-
to-patient variation in cerebral implantation impulses pose 
challenges, though. It is crucial to guarantee the model's 
accuracy and comprehension for healthcare providers and 
patients as well as its durability over prospective hostile 
assaults. In order to allow efficient operation on cerebral 
implantation gadgets, immediate processing and hardware 
constraints have to be conquered. Issues over patients’ privacy 
and confidentiality, as well as security concerns, must be 
carefully taken into account. In order to provide an efficient 
and safe deep learning system for categorizing assault 
behaviors in profound cerebral devices, it is going to be 
essential to overcome these challenges. 

Around one percent of the global population suffers from 
epilepsy, a persistent neurological illness that is defined by an 
increased frequency of uncontrolled convulsions. The majority 
of the present epilepsy detection techniques depend heavily on 
historical patient information, which makes them ineffective 
when trying to identify fresh patients in a patient-independent 
environment Zhang et al. [16]. To get across this issue, 
researchers offer a successful framework for detecting seizures 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1066 | P a g e  

www.ijacsa.thesai.org 

caused by epilepsy that improves from epileptic events while 
reducing inter-patient interference. To identify the original 
seizure-specific information from the unprocessed non-
invasive electroencephalography (EEG) recordings via 
adversarial learning, a sophisticated deep neural network 
framework is suggested. 

The research examines the significance of accurate 
diagnosis and early treatment of a variety of brain illnesses and 
emphasizes the contribution of AI and deep learning to 
increasing diagnostic precision. Brain tumor identification or 
facial signs of neurological diseases, IoT in dental care, deep 
learning for brain implant security, and enhanced epilepsy 
diagnosis are some of the subjects discussed. The study on 
utilizing technology to improve our comprehension and 
treatment of neurological diseases is expanding, and these 
studies add to that body of knowledge. 

III. PROBLEM STATEMENT 

From the above discussion the literature reveals that the 
Siamese networks have demonstrated outstanding efficiency in 
a variety of programs, including facial recognition [17]. The 
current approach of detecting uncommon neurological illnesses 
is promising, but it has flaws in terms of accuracy and 
robustness, largely because it lacks a collaborative education 
component that includes trustworthy indicators other than ROI-
based data. ROI-based data may be inaccurate and might result 
in missed diagnoses of neurological illnesses that are 
infrequent. This research suggests an ensemble learning 
strategy that incorporates multi-modal medical picture fusion 
and feature extraction approaches to solve these problems and 
improve the accuracy and reliability of diagnosis. This method 
uses generative adversarial networks (GANs) and 
convolutional neural networks (CNNs) to offer a more 
thorough and efficient diagnosis for uncommon neurological 
illnesses. 

IV. PROPOSED METHODOLOGY 

The approach employed for the research concentrates on 
creating an innovative technique to identify rare neurological 
disorders by utilizing the combined strength of Convolutional 
Neural Networks (CNNs) and Generative Adversarial 
Networks (GANs) for multi-modal medical imaging. The 
Harvard Atlas Brain dataset is utilized for the process of testing 
and training. This dataset contains the modality of MRI brain 
images. This is secondhand to validate the efficiency of the 
investigation and to diagnose rare neurological disorders. Then, 
the gathered data are cleaned and any undesirable artifacts, 
noise, or unimportant data are removed by employing 
preprocessing procedure. Then, the ensemble learning based on 
CNN-GAN is utilized for the process of diagnosing 
neurological disorder. Moreover, it is hired in demand to 
upsurge accuracy. The recommended CNN-GAN outline's 
architectural illustration is publicized in Fig. 1. 

A. Data Collection 

The process of collecting knowledge, data or evaluations 
from multiple sources to use in investigation, evaluation, 
decision-making or any other type of specified objective is 
known as data collection [18]. The Harvard Atlas Brain dataset 
is utilized for the process of testing and training. This dataset 
contains the modality of MRI brain images. This is secondhand 
to validate the efficiency of the investigation and to diagnose 
rare neurological disorders. 

B. Pre-processing 

In data analysis and machine learning, pre-processing is a 

critical phase where unprocessed data is cleaned, converted 

and structured to render it appropriate for future analysis or 

model training [19]. Preprocessing aims to enhance the 

integrity of the data eliminate noise and discrepancies and 

guarantee that the information arrives in a manner that can be 

utilized successfully for its intended purpose. 

 
Fig. 1. Proposed ensemble learning based CNN-GAN method. 
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C. Generative Adversarial Network (GAN) 

A machine learning model called a generative adversarial 
network (GAN) consists of two distinct neural networks such 
as a discriminator and a generator. Although the system for 
discrimination attempts to separate genuine data from produced 
data, the generator creates samples of artificial data. The 
generator seeks to provide convincing samples to deceive the 
discriminator, and the discriminator attempts to increase its 
capacity to distinguish between actual and false information. 
They are trained in an adversarial manner. GANs can produce 
high-quality and different information samples via this 
competitive approach, which makes them valuable for projects 
like image synthesizing, data enhancement, and style transfer. 
In Fig. 2, the diagrammatic representation of GAN is depicted. 

GANs are employed in multi-modal fusion for the 
diagnosis of neurological disorders for the reason they are 
efficient at capturing complicated trends and variations from 
diverse sources of data, integrating information from multiple 
sources, performing data enhancement, enabling transfer 
learning, and aiding in the creation of accurate images or 
depictions of neurological conditions. By utilizing these skills, 
GANs improve illness diagnosis' precision, durability, and 
generalization. The equation for generator and discriminator is 
given in Eq. (1) below. 

          (   )          ( )[   ( ( ))]  

     ( )[   (   ( ( )))] 

Here, y is represented as the input of the image; D is the 
denoted as the Discriminator; G is represented as the generator; 
F is denoted the expectation operator; x is represented as the 
real samples. This research's efficacy is considerably increased 
by including generative adversarial networks by tackling major 
difficulties in identifying uncommon neurological illnesses. 
When working with little or unbalanced datasets, as is 
frequently the case with uncommon conditions, GANs excel at 
producing synthetic data that closely resembles actual medical 
pictures. In order to ensure a more varied and representative set 
of medical pictures for training, GANs can help supplement the 
dataset, which will ultimately result in a more robust model. 

1) Data augmentation by GAN: It is a collection of 

methods for changing duplicates of already-existing data or 

creating fresh copies of the database intentionally utilizing the 

data already present [20]. It serves as normalization during 

machine learning model training and lessens over fitting. 

2) Medical image fusion using GAN: Various medical 

images possess certain distinctive qualities that call for 

concurrent observation for clinical diagnosis [21]. Therefore, 

multi-modality image fusion is used to merge the 

characteristics of several image detectors into a single image. 

A cutting-edge method called medical image fusion utilizes 

GAN to combine data from many healthcare imaging 

techniques into a single, improved representation. The GAN 

develops to produce combined images that capture crucial 

elements from each modality by being trained on pairs of 

medical images from multiple sources.  To provide realistic 

results with an adversarial loss and to protect important 

anatomical components with a content loss, this technique 

improves a loss function. The created composite image can be 

very helpful in enhancing medical analysis, helping to 

diagnose diseases, organize treatments, and track patients. 

Utilizing GANs for medical image fusion has the ability to 

deliver more and thorough educational data, thereby enabling 

medical practitioners to make better choices for the welfare of 

their patients. Before implementing an AI-driven strategy into 

the healthcare sector a thorough validation and compliance to 

legal requirements are essential. 

D. Feature Extraction by Convolutional Neural Network 

(CNN) 

A key step in deep learning for pattern and image 
recognition applications is feature extraction and here it is done 
by Convolutional Neural Networks (CNN). CNNs were created 
in order to automatically pick up organizational and 
discriminating characteristics from the raw input images. Small 
filters are convolved throughout the input image in a sequence 
of convolutional layers in order to gather regional patterns and 
characteristics. The boundaries, surfaces, and contours that 
make up the graphical world are captured by these features 
[22]. The feature maps are then down sampled by pooling 
layers, which reduces the computational burden while 
preserving crucial information. Fully connected layers receive 
the outcomes of the characteristics learned and use them for 
categorization or similar tasks in the future. With contemporary 
effectiveness in challenges like recognition of objects, 
segmenting an image, and image analysis for medicine, CNNs 
have achieved impressive results in a variety of applications 
that use computer vision. This is attributable to their capacity 
to spontaneously acquire and retain significant characteristics 
from images. The CNN-based multi-modal fusion technique 
harnesses the advantages of each method, making up for the 
limits associated with particular techniques and offering a more 
thorough understanding of the neurological state by combining 
data from various modalities. This comprehensive 
representation improves the model's capacity to provide more 
accurate and reliable diagnoses, allowing physicians to learn 
more about the condition of the patient and formulate effective 
therapies. The diagrammatic representation of CNN is depicted 
in Fig. 3. 

E. Ensemble Learning 

A machine learning technique known as ensemble learning 
integrates the projections of various designs, known as base 
learners and it is utilized to produce an end result that is more 
accurate and trustworthy. Ensemble learning tries to enhance 
efficiency, generalization, and dependability by utilizing the 
variety of distinct models [23]. The base learners may consist 
of multiple algorithms or modifications of the exact same 
algorithm that have been trained on various data groups. The 
ensemble aggregates its forecasts via techniques like vote by 
majority, weighted average or layering. Ensemble learning is 
utilized extensively over multiple fields, such as regression, 
classification, detection of anomalies and has been 
demonstrated to be highly efficient in solving complicated 
issues and producing better final results comparing to 
individual methods. 
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Fig. 2. Generative adversarial network. 

 

Fig. 3. Convolutional neural network. 

1) Vote of majority: A straightforward and well-liked 

technique for merging the projections of base learners in the 

classification issue is the vote of majority. The classification 

for an input provided is predicted by every base learner in the 

ensemble and the final guess is the collective label that all 

base learners agree on. In the event of a tie, the category label 

having the greatest level of probability or likelihood will win. 

Although the base learners possess a low correlation and 

prone to engage in various errors, the vote of majority works 

well because it lessens the effect on particular errors. 

2) Weighted average: In problems with regression where 

the base learners estimate constant outcomes instead of binary 

class labels, weighted average is frequently utilized. The 

ultimate prediction is derived by adding the weighted 

predictions after multiplying each base learner's forecast by 

the weight. The weights may be chosen independently or by 

using methods like the cross-validation or minimization. 

3) Layering: The process of layering sometimes referred to 

as stacking, is a sophisticated ensemble learning technique 

that entails teaching a meta-model, or stacker, to draw 

knowledge from the forecasts of numerous base learners. 

Utilizing the provided data as a starting point, the base 

learners produce guesses; these hypotheses then serve as new 

characteristics for the meta-model. After learning via these 

preliminary estimates, the meta-model can subsequently 

anticipate the outcome. The utilization of stacking enables the 

ensemble to make the most of the abilities of various base 

learners and may enhance effectiveness. The algorithm of the 

proposed ensemble learning is given below and followed by 

that Fig. 4 depicts the flowchart of the proposed method. 

Algorithm 1: Proposed CNN-GAN 

Input: Multi Modal MRI Scan Image  

Output: Diagnosis of Rare Neurological Disorder 

Load data for provided image                                     //Data Collection 

Cleaning of data, Elimination of noise                   //Pre-processing 

Data Augmentation, Medical Image Fusion         //GAN 

for G training L do 

for D training N do 

Select r patches from the testing data and generated data 

G and D equation is given in (1) 

Update Discriminator 

Select r patches from the testing data 

Update Generator 

end for 

Feature Extraction                                             //CNN 

Vote of majority, weighted average and layering             //Ensemble 
Learning 
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Fig. 4. Flowchart of proposed ensemble learning based CNN-GAN method. 

V. RESULTS AND DISCUSSIONS 

The recommended method has been inspected by means of 
some datasets. Here, Ensemble Learning based Convolutional 
Neural Network and Generative Adversarial Network 
framework (CNN-GAN) is secondhand in this investigation for 
the diagnosis of multi modal fusion neurological disorders. 
Python is the programming language that was employed to 
construct and carry out the computational methods described in 
the suggested technique, which were executed utilizing Python 
software. The description of the recommended technique is 
reflected by certain features such as Accuracy, Recall, 
Precision, F1 Score, ROC, Training Accuracy and Training 
Loss. 

A. Performance Metrics 

1) Accuracy: The statistic that is the simplest to understand 

is accuracy, which is expressed as a proportion of all instances 

that occurred when a data set has been correctly classified. It 

provides a comprehensive indication of overall correctness. 

The accuracy calculation is offered in Eq. (2) below. 

         
(     )

(           )
  

2) Precision: Precision is the ratio of exactly predicted 

favorable outcomes to all other instances. The precision 

equation is offered in Eq. (3) below, 

          
  

(     )
   

3) Recall: Remember to compute the proportion of 

correctly anticipated beneficial actions that actually 

materialized amongst all favorable situations. It increases up 

how well the algorithm can categorize every favorable 

circumstance. In Eq. (4), the recall formula is presented. 

       
  

     
    

4) F1 Score: Precision and recall are effectively added to 

create the F1 score. It combines both dimensions to provide a 

single number that provides a precise evaluation of a 

representation's effectiveness. In Eq. (5), the F1-Score 

equation is distributed. 

           
(                 )

(                )
 

In Table I and Fig. 5  it shows the values of Accuracy, 
Precision, Recall and F1 Score of the existing i) XGBoost 
method [24] ii) LSTM method [25] and the proposed method 
produces more accuracy of about 99.99%, precision of about 
99.13%, recall of about 98.21% and f1 score of about 98.99% 
than the existing methods. 

TABLE I.   COMPARISON TABLE OF ACCURACY, PRECISION, RECALL 

AND F1 SCORE 

Method 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

XGBoost 85.69 57.62 63.21 60.22 

LSTM 96.12 97.87 90.32 92.96 

Proposed 

Method 
99.99 99.13 98.21 98.99 

B. Training Accuracy and Training Loss 

The proportion of occurrences in the training dataset that 
were properly anticipated is known as training accuracy, and it 
shows the extent to which the model works on the data it was 
developed on. High training precision alone is not enough to 
guarantee effective generalization to new data because over 
fitting could lead to poor generalization. The difference among 
the forecasts made by the model and the actual goals achieved 
over training is quantified as training loss. By changing the 
parameters of the model, the goal is to increase the 
effectiveness of the model on the training data while 
minimizing the training loss. Considering optimization 
excessively for training data it can result in inadequate results 
on new, unforeseen data, finding a balance between low 
training loss and high generalization is a significant difficulty 
in machine learning. For the algorithm to produce precise 
forecasts on new information and to gauge its learning 
progress, it is critical to track both measures. Fig. 6 depicts the 
diagram of Accuracy vs. Loss graph. 

C. Area under the ROC Curve (AUC-ROC) 

A binary classification model's efficacy can be evaluated 
graphically utilizing the Receiver Operating Characteristic 
(ROC) curve. For the algorithm's predictions, it displays the 
true positive rate (sensitivity) versus the false positive rate (1-
specificity) across different threshold values. The ROC curve 
enables users to see the trade-off among the model's tendency 
to attribute negative examples wrongly and its capability of 
correctly recognizing positive instances. 
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. 

Fig. 5. Comparison graph of accuracy, precision, recall and f1 score. 

  
Fig. 6. Accuracy vs loss. 

 
Fig. 7. AUC-ROC. 

An ROC curve that crosses the top-left corner of the plot, 
which denotes a high degree of sensitivity with a low false 
positive rate, represents the ideal classifier. An AUC-ROC 
number below 1 implies high classification abilities, while a 
value near to 0.5 denotes random or poor performance. The 
area under the ROC curve (AUC-ROC) is an individual scalar 
statistic calculated from the curve that provides an overview of 
the model's general efficacy. ROC analysis is utilized 
frequently in machine learning to evaluate and contrast the 
performance of classifiers in a variety of programs, including 
detecting fraud, identifying anomalies, and medical diagnosis 
and its diagram is depicted in Fig. 7.  

D. Discussions 

The cumulative corpus of research highlighted highlights 
the changing face of neurological healthcare, with a focus on 
the amalgamation of cutting-edge technologies and artificial 
intelligence (AI). Khan et al. address the growing difficulty of 
diagnosing and treating an increasing range of brain illnesses, 
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arguing for the central function of the cerebral cortex as the 
body's centre of control. The potential transformative influence 
on diagnostic and treatment precision is highlighted by their 
investigation of AI applications, particularly in machine 
learning and deep learning, for the early detection of illnesses 
like Parkinson's, seizures, brain tumours, and Alzheimer's. 
Musallam, Sherif, and Hussein [12] offer insightful 
observations about the connection between neurological 
illnesses and abnormal brain cell growth. They also suggest a 
unique Deep Convolutional Neural Network (DCNN) that can 
be used with advanced pre-processing techniques to improve 
tumour identification. On the other hand, there is still a 
significant drawback in the proper diagnosis of many disorders 
from magnetic resonance imaging (MRI) images. The 
investigation by Hashem et al. [13] of the relationship between 
the neural system and the oral cavity emphasizes the 
importance of oral surgeons in identifying orofacial symptoms 
of neurological disorders. Although the significance of state-of-
the-art techniques for comprehensive assessment is 
emphasized, the restriction is the narrow emphasis on 
preventive dental care approaches, which may obscure more 
general dental health issues. Although novel, the use of the 
Internet of Medical Things (IoMT) to dentistry is criticized for 
its restricted focus on preventative maintenance, especially 
when it comes to detecting tooth decay. Ning et al.[14] 's 
proposal to integrate multi-modal data for Alzheimer's disease 
detection tackles the issue of overfitting in highly dimensional 
data. Deep learning for the purpose of classifying attack 
patterns in cerebral implants is being investigated by Rathore et 
al. [15] their work highlights issues with labelled information 
accessibility, patient-to-patient variability, and the critical need 
for accuracy, comprehension, and security considerations, 
including patient privacy. With an emphasis on epilepsy 
detection, Zhang et al.[16] expose the shortcomings of methods 
that rely on patient history data and present a deep neural 
network architecture that is highly intelligent and can learn 
from epileptic episodes to improve seizure diagnosis. As a 
whole, these studies highlight the exciting possibilities that 
artificial intelligence (AI) and technical advancements hold for 
improving neurological healthcare. However, they also 
highlight ongoing obstacles that require additional study and 
improvement before being put into practice. 

A novel ensemble learning approach for precise feature 
extraction and feature fusion from multi-modal medical images 
to identify uncommon neurological illnesses is suggested in 
this research. Convolutional neural networks (CNNs) and 
generative adversarial networks (GANs) are utilized in the 
suggested strategy in a CNN-GAN combined strategy, with the 
goal of improving the diagnostic precision and enabling rapid 
diagnosis. In a broad collection of multi-modal health records, 
crucial clinical data is effectively combined from multiple 
approaches by constructing artificial images via GAN-based 
translation. The assessment of the method's robustness and 
reliability are increased by the ensemble technique, which 
employs voting by majority, weighted average, and stacking to 
combine estimates in order to arrive at the ultimate diagnosis. 
As a result, it is more effective in identifying unusual 
neurological illnesses. The technique functions better than 
single-modal concepts showing the significance of multi-modal 
fusion of images and feature extraction, possibly offering a 

quick and reliable detection of unusual neurological disorders, 
with a combined approach resulting to about 99.99% 
diagnostic accuracy. To verify the generality and usefulness of 
this suggested strategy in actual clinical circumstances, further 
verification on a bigger and more varied dataset will be 
required. 

VI. CONCLUSION AND FUTURE WORKS 

Convolutional neural networks (CNNs) and generative 
adversarial networks (GANs) are being combined in this study 
to improve diagnostic accuracy and enable early detection. In 
order to diagnose unusual neurological illnesses, this work 
offers a unique ensemble learning technique that successfully 
mixes and segregates characteristics from multi-modal medical 
pictures. Critical health data is effortlessly incorporated from 
diverse medical records using GAN-based translation. The 
research extracts distinguishing characteristics from sizable 
clinical imaging databases by utilizing transfer learning inside 
specialized CNN frameworks, giving a thorough knowledge of 
the basic pathophysiological concepts. Voting, weight 
averaging, and stacking ensemble approaches all effectively 
include hypotheses, greatly improving the identification of 
uncommon neurological illnesses. With a diagnostic reliability 
of over 100%, this combination strategy performs better than 
single-modal approaches. This novel approach has a great deal 
of promise to transform medical image processing, possibly 
enabling quick and precise diagnosis, and eventually enhancing 
patient outcomes. But further testing and real-world 
applications are necessary. Future research can broaden the 
ensemble learning strategy to incorporate more sophisticated 
fusion methods and apply it to different medical specialties. 
Comprehensive research studies and validation across a larger 
and more varied patient group are necessary to evaluate the 
method's practical efficacy and generalizability. 

REFERENCES 

[1] Z. Jiao, S. Chen, H. Shi, and J. Xu, “Multi-Modal Feature Selection with 
Feature Correlation and Feature Structure Fusion for MCI and AD 
Classification,” Brain Sciences, vol. 12, no. 1, p. 80, Jan. 2022, doi: 
10.3390/brainsci12010080. 

[2] X. Hao et al., “Multi-modal neuroimaging feature selection with 
consistent metric constraint for diagnosis of Alzheimer’s disease,” 
Medical Image Analysis, vol. 60, p. 101625, Feb. 2020, doi: 
10.1016/j.media.2019.101625. 

[3] S. Maqsood, R. Damaševičius, and R. Maskeliūnas, “Multi-Modal Brain 
Tumor Detection Using Deep Neural Network and Multiclass SVM,” 
Medicina, vol. 58, no. 8, p. 1090, Aug. 2022, doi: 
10.3390/medicina58081090. 

[4] M. H. Abid, R. Ashraf, T. Mahmood, and C. M. N. Faisal, “Multi-modal 
medical image classification using deep residual network and genetic 
algorithm,” PLoS ONE, vol. 18, no. 6, p. e0287786, Jun. 2023, doi: 
10.1371/journal.pone.0287786. 

[5] Z. Kong, M. Zhang, W. Zhu, Y. Yi, T. Wang, and B. Zhang, “Multi-
modal data Alzheimer’s disease detection based on 3D convolution,” 
Biomedical Signal Processing and Control, vol. 75, p. 103565, May 
2022, doi: 10.1016/j.bspc.2022.103565. 

[6] M. A. Asghar et al., “EEG-Based Multi-Modal Emotion Recognition 
using Bag of Deep Features: An Optimal Feature Selection Approach,” 
Sensors, vol. 19, no. 23, p. 5218, Nov. 2019, doi: 10.3390/s19235218. 

[7] S. Sharma and P. K. Mandal, “A Comprehensive Report on Machine 
Learning-based Early Detection of Alzheimer’s Disease using Multi-
modal Neuroimaging Data,” ACM Comput. Surv., vol. 55, no. 2, pp. 1–
44, Feb. 2023, doi: 10.1145/3492865. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1072 | P a g e  

www.ijacsa.thesai.org 

[8] A. S. Vijendran and K. Ramasamy, “Optimal segmentation and fusion of 
multi-modal brain images using clustering based deep learning 
algorithm,” Measurement: Sensors, vol. 27, p. 100691, Jun. 2023, doi: 
10.1016/j.measen.2023.100691. 

[9] S. Amal, L. Safarnejad, J. A. Omiye, I. Ghanzouri, J. H. Cabot, and E. 
G. Ross, “Use of Multi-Modal Data and Machine Learning to Improve 
Cardiovascular Disease Care,” Front. Cardiovasc. Med., vol. 9, p. 
840262, Apr. 2022, doi: 10.3389/fcvm.2022.840262. 

[10] Y. Dai, Y. Gao, and F. Liu, “TransMed: Transformers Advance Multi-
Modal Medical Image Classification,” Diagnostics, vol. 11, no. 8, p. 
1384, Jul. 2021, doi: 10.3390/diagnostics11081384. 

[11] P. Khan et al., “Machine Learning and Deep Learning Approaches for 
Brain Disease Diagnosis: Principles and Recent Advances,” IEEE 
Access, vol. 9, pp. 37622–37655, 2021, doi: 
10.1109/ACCESS.2021.3062484. 

[12] A. S. Musallam, A. S. Sherif, and M. K. Hussein, “A New 
Convolutional Neural Network Architecture for Automatic Detection of 
Brain Tumors in Magnetic Resonance Imaging Images,” IEEE Access, 
vol. 10, pp. 2775–2782, 2022, doi: 10.1109/ACCESS.2022.3140289. 

[13] M. Hashem, S. Vellappally, H. Fouad, M. Luqman, and A. E. Youssef, 
“Predicting neurological disorders linked to oral cavity manifestations 
using an IoMT-based optimized neural networks,” IEEE Access, vol. 8, 
pp. 190722–190733, 2020. 

[14] Z. Ning, Q. Xiao, Q. Feng, W. Chen, and Y. Zhang, “Relation-Induced 
Multi-Modal Shared Representation Learning for Alzheimer’s Disease 
Diagnosis,” IEEE Trans. Med. Imaging, vol. 40, no. 6, pp. 1632–1645, 
Jun. 2021, doi: 10.1109/TMI.2021.3063150. 

[15] H. Rathore, A. K. Al-Ali, A. Mohamed, X. Du, and M. Guizani, “A 
novel deep learning strategy for classifying different attack patterns for 
deep brain implants,” IEEE Access, vol. 7, pp. 24154–24164, 2019. 

[16] X. Zhang, L. Yao, M. Dong, Z. Liu, Y. Zhang, and Y. Li, “Adversarial 
Representation Learning for Robust Patient-Independent Epileptic 
Seizure Detection.” arXiv, Jan. 31, 2020. Accessed: Aug. 03, 2023. 
[Online]. Available: http://arxiv.org/abs/1909.10868 

[17] C. Ostertag, M. Visani, T. Urruty, and M. Beurton-Aimar, “Long-term 
cognitive decline prediction based on multi-modal data using 

Multimodal3DSiameseNet: transfer learning from Alzheimer’s disease 
to Parkinson’s disease,” Int J CARS, vol. 18, no. 5, pp. 809–818, Mar. 
2023, doi: 10.1007/s11548-023-02866-6. 

[18] M. Adeel Azam, K. Bahadar Khan, M. Ahmad, and M. Mazzara, 
“Multimodal Medical Image Registration and Fusion for Quality 
Enhancement,” Computers, Materials & Continua, vol. 68, no. 1, pp. 
821–840, 2021, doi: 10.32604/cmc.2021.016131. 

[19] X. Bi, W. Zhou, L. Li, and Z. Xing, “Detecting Risk Gene and 
Pathogenic Brain Region in EMCI Using a Novel GERF Algorithm 
Based on Brain Imaging and Genetic Data,” IEEE J. Biomed. Health 
Inform., vol. 25, no. 8, pp. 3019–3028, Aug. 2021, doi: 
10.1109/JBHI.2021.3067798. 

[20] Rejusha and Vipin Kumar, “Artificial MRI Image Generation using 
Deep Convolutional GAN and its Comparison with other Augmentation 
Methods,” in 2021 International Conference on Communication, 
Control and Information Sciences (ICCISc), Idukki, India: IEEE, Jun. 
2021, pp. 1–6. doi: 10.1109/ICCISc52257.2021.9484902. 

[21] Y. Fu, X.-J. Wu, and T. Durrani, “Image fusion based on generative 
adversarial network consistent with perception,” Information Fusion, 
vol. 72, pp. 110–125, 2021. 

[22] Y. Liu, B. Yan, R. Zhang, K. Liu, G. Jeon, and X. Yang, “Multi-Scale 
Mixed Attention Network for CT and MRI Image Fusion,” Entropy, vol. 
24, no. 6, p. 843, Jun. 2022, doi: 10.3390/e24060843. 

[23] L. A. W. Gemein et al., “Machine-learning-based diagnostics of EEG 
pathology,” NeuroImage, vol. 220, p. 117021, Oct. 2020, doi: 
10.1016/j.neuroimage.2020.117021. 

[24] L. Herath, D. Meedeniya, M. A. J. C. Marasingha, and V. Weerasinghe, 
“Autism spectrum disorder diagnosis support model using Inception 
V3,” in 2021 International Research Conference on Smart Computing 
and Systems Engineering (SCSE), Colombo, Sri Lanka: IEEE, Sep. 
2021, pp. 1–7. doi: 10.1109/SCSE53661.2021.9568314. 

[25] N. Chintalapudi, G. Battineni, M. A. Hossain, and F. Amenta, 
“Cascaded Deep Learning Frameworks in Contribution to the Detection 
of Parkinson’s Disease,” Bioengineering, vol. 9, no. 3, p. 116, Mar. 
2022, doi: 10.3390/bioengineering9030116. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1073 | P a g e  

www.ijacsa.thesai.org 

Creating a Framework for Care Needs Hub for 

Persons with Disabilities and Senior Citizens 

Guillermo V. Red, Jr
1
, Thelma D. Palaoag

2
, Vince Angelo E. Naz

3
 

Computer Studies Department, Bicol University Polangui, Albay, Philippines
1
 

College of Information Technology and Computer Science, University of the Cordilleras, Baguio City, Philippines
2
 

Computer Studies Department, Bicol University Polangui, Albay, Philippines
3
 

 

 
Abstract—Patient satisfaction is an assessment that assesses 

how effectively a company’s goods or services fulfil consumer 

expectations. This study aims to design an architectural 

framework for a care needs hub for people with disabilities and 

senior citizens. Using systems modelling for crafting architectural 

frameworks, the researchers used a 4+1 view model with UML to 

intensively describe the features of the care needs hub. Quality 

attributes were used to indicate how well the system would satisfy 

the needs of the stakeholders beyond its basic functions. The 

design includes the system's functional and non-functional 

features, as well as their corresponding diagrams drawn in a 

unified modelling language in accordance with the 4+1 view 

model, to assist the system's developer in mapping the system's 

functionalities correctly and accurately. Architecture models and 

design patterns are developed and executed to understand how 

the system's primary components fit together, how messages and 

data move effectively across the system, and how other structural 

issues work. The proposed model includes verified and validated 

development paradigms and architectural and design patterns 

that may help accelerate the development process. The 

architecture and design patterns fulfil all of the system's criteria. 

The researchers designed a comprehensive tool for the 

completion of the development of the care needs hub, which 

would greatly help the developers of the system in crafting the 

correct features and data abstractions needed to build and 

implement the said system. This research aims to develop an 

innovative solution that addresses the current challenges faced by 

persons with disabilities and senior citizens in accessing care 

services and provides a comprehensive and accessible platform 

for their care. 

Keywords—Care need framework; persons with disability; 

CareAide; 4+1 view model; CareNeed 

I. INTRODUCTION 

Health and disability are inextricably linked to the housing 
requirements of senior families. Physical as well as mental 
performance tends to deteriorate with age, raising the 
prevalence of limitations linked to movement and activity, self-
care, and the capacity to operate a home, all of which may 
impede older individuals' capabilities to live freely in society 
[1]. This study examined current levels of disabled people, 
health developments that may affect the above rates in the 
future, and the forecasting of both the number and size of 
prospective families in which one or more people are highly 
likely to have a disorder in order to best explain the 
accommodation and care requirements for the older community 
by 2035. The next section examines our aging population's 

financial well-being to better understand their ability to fulfil 
their own housing and care demands. 

The World Health Organization says that "health" is a state 
of complete physical, mental, and social health, not just the 
absence of illness or incapacity [2]. For our purposes, we're 
curious about how health, or the lack thereof, impacts housing 
demands. As a result, we investigate health in terms of how it 
impacts people's ability to do daily self-care and housekeeping 
duties autonomously, since such tasks are inextricably linked to 
mobility about the home as well as prospective demands for 
help and care. In that facility, not being able to do a key daily 
task on your own is seen as a useful limitation or handicap. 

The phrase "activities of daily living" (ADLs) means 
personal care responsibilities such as showering, dressing, 
using the toilet, transporting, and eating. Accessible housing 
may partially address ADLs inside the home; for instance, 
issues with bathing and toileting might be improved by the 
installation of walk-in showers, grab bars, and raised toilet 
seats. In contrast, those with ADL issues often need the aid of 
caregivers [3]. "Instrumental activities of daily living" (IADLs) 
are supportive housing skills related to a person's ability to 
interact with his or her environment, incorporating tasks like 
marketing, preparing food, cleaning, mobility, financial 
management, medication administration, and communication 
utilization [4]. Physical weakness is a common source of 
IADL-related difficulties; for instance, laundry and routine 
house-work might require more endurance or ability than an 
individual possesses. Nevertheless, some responsibilities, 
including bill payment, food preparation, and medication 
administration, may have a stronger correlation with mental 
wellbeing. People with disabilities are often assessed using a 
combination of ADL and IADL tests, and their impairments 
may be both neurological and physical. In this research, we 
also look at mobility issues such as difficulty traveling, 
walking, and transporting. Certain movement issues may be 
resolved by using assistive equipment, such as wheelchairs or 
walkers. Physical improvements to the house may also be used 
to solve mobility issues. A single-floor living layout, for 
example, may reduce the difficulty of ascending steps. 

We utilize the National Institute on Aging's 2014 Health 
and Retirement Study (HRS), a continuous information 
gathering project, to explore the housing repercussions of 
impairment in the older population. HRS is unique among 
many disability assessments for the reason that it provides 
thorough information on healthcare, including functional 
limitations for any and all persons in the primary participant's 
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home, allowing us to evaluate disability and residential 
consequences for both individuals and households [5]. This 
research may help us determine the number of elderly families 
affected by impairment, individual attributes (such as 
ownership and family structure), as well as the scope of the 
demand for home modifications and assistance. To implement 
movement limitations, ADLs, and IADLs, we selected specific 
activities from the disability research that are evaluated by 
HRS and categorized them into the following categories: 
movement liabilities, soul functional limitations, and domestic 
behavior impairments. Mobility restrictions include difficulties 
walking, transferring in and out of bed, and climbing stairs. In 
the literature, the ability to transfer is classified as an ADL 
because. 

Neither moving nor climbing stairs are often considered 
ADLs or IADLs [4]. Nevertheless, we formed the subcategory 
of flexibility difficulties in order to examine older people's 
ability to move into residential houses. The literature classifies 
eating, Dressing, using the toilet, and bathing independently as 
ADLs, which are among the four self-care limitations. 
Limitations at work and at home have included the requirement 
for assistance with IADLs such as meal preparation, shopping, 
money management, housework, traveling, using the 
telephone, and medication administration. 

An extensive body of work on ADL and IADL limitations 
that has developed because the two indicators were established 
in the 1960s and 1970s also indicates that the frequency of 
impairment drastically rises with age [6, 7]. There is a 
correlation between income, educational attainment, ethnic 
origin, relationship status, and the incidence of disability in the 
elderly. The unmarried, Hispanics, and non-Hispanic blacks 
have the highest disability rates, as do individuals with low 
incomes or poor educational attainment. 5. Our examination of 
HRS data confirms these findings. 

As 41 percent of older adults aged 65 to 79 must have had 
at least one personality, family activity, or movement 
limitation, but the proportion increases to almost 71 percent for 
those aged 80 and beyond. Household activity disability is the 
most prevalent impairment (see Table I). This is a broad 
category, with elevated numbers generated most often by 
observed difficulty with housekeeping and driving, both of 
which are much more prevalent among older age groups [8, 9]. 

When addressing the consequences of impairment for older 
individuals' living arrangements, individual occurrence is less 
important than family occurrence. For instance, if just one 
member of a newlywed family has a transportation impairment, 
the housing unit must be adapted to accommodate that 
individual, regardless of whether the other spouse doesn't seem 
to [9]. 

Disability rates are higher for minority families across all 
three forms of impairment. Hispanic households had the 
greatest percentage of mobility disabilities among older 
households (48%), followed by non-Hispanic Asians or other 
households (41%). Hispanic homes had the greatest percentage 
of house-hold activity disabilities (62%), followed by non-
Hispanic black households (60%). 

In the same way, minority families had a higher rate of self-
care handicaps than non-Hispanic white households: 31% of 
non-Hispanic black households and 35% of Hispanic 
households aged 65 and older have a self-care handicap, 
compared to 21% of non-Hispanic white households of the 
same age [8]. 

Lower-height appliances may eliminate the need for users 
to raise their hands above shoulder level. Individuals who use 
mobility aids, such as wheelchair users, may benefit from 
wider hallways and entrances that allow them to move around 
the house more easily. Customer happiness is a metric that 
reflects how well a company's products or services meet 
consumers' aspirations. It ranks among the most influential 
indicators of future sales, customer happiness, and loyalty [11]. 
Since the coronavirus pandemic began, delivery apps have 
become increasingly important for both business owners and 
their customers as more individuals order takeout and 
groceries. There are delivery apps to get individuals food, 
groceries, and other necessities, but somehow, they have left a 
segment of the population in need of care and nursing, the 
PWDs and seniors who have been abandoned by their loved 
ones for various reasons, without any outside assistance that 
can provide the same level of trust and security that have 
developed in some merchants and delivery apps. Based on the 
2015 Census of Population and Housing, 1.44 million 
Americans, or 1.57 percent of the current population of 92.1 
million, have a disability. People with disabilities (PWD) were 
935,551 in CPH in 2000, or 1.23 percent of the population. 
[12-14] Region IV-A has the most PWD among the 17 regions, 
at 193 thousand. The National Capital Region (NCR) ranked 
second with 6 million people with disabilities (PWD). The 
Cordillera Administrative Region (CAR) has the fewest people 
with disabilities (26 thousand) [2]. Thirteen regions had a 
higher proportion of PWD than the national average. The top 
five (1.58 percent) were as follows: Region VI (1.95 percent), 
Region IVB and Region V (1.85 percent each), Region VIII 
(1.75 percent), Region II (1.72 percent), Region I (1.64 
percent), CAR (1.63 percent), Region XI and Region VII (1.60 
percent each), and CARAGA (1.60 percent) [15–20]. 

TABLE I.  DISABILITY MEASUREMENT CHART [9, 10] 

Disability related to Difficulty with 

Movement 

Walking 

Transferring in and out of Bed 

Climbing Stairs 

Personal care 

Eating 

Dressing 

Toileting 

Bathing 

In-house activities 

Meal Preparation 

Food Shopping 

Using Telephone 

Taking Medication 

Money Management 

Housework 

Driving 
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In 2015, men comprised 50.9% of all PWDs, while females 
comprised 49.1%. Based on these statistics, there are 104 
disabled males for every 100 disabled women. Men with 
disabilities outnumbered females in the 0–64 age categories. 
The age range of 0 to 14 years had the greatest surplus of men, 
with a sex ratio of 121 males per 100 females. In the age range 
of 65 and above, however, a greater number of females than 
men have disabilities. This is because females have a higher 
survival rate than males. In this age group, there were 70 males 
with impairments for every 100 females. One in five people 
with disabilities were between the ages of 0 and 14; three (59.0 
percent) resided between the ages of 15 and 64; and one (22.1 
percent) was 65 or older [21]. Individuals with impairments 
were more likely to be 5 to 19 years old and 45 to 64 years old. 
Youngsters between the ages of 10 and 14 were the largest age 
group among the overall impaired population by five-year age 
group (7.2 percent). This was followed by those aged 15 to 19 
(6.9%), 5 to 9 (6.7%), and 50 to 54 years (6.9%). (6.6 percent) 
[22–24]. 

The new model indicates that, with the statistics presented, 
the researcher is considering creating an app that would allow 
caregivers, nurses, and other individuals to showcase their 
services, along with fees and locations, and for PWDs and 
senior citizens to search for these types of services. Ranging 
from simple tasks such as pushing their wheelchair to specific 
locations, such as in the park or outside of their home, to more 
intensive tasks such as bathing, giving them medicine, and 
taking care of them as a whole. The researcher introduces the 
CareAide+ app, a mobile software that allows these consumers 
to experience and care for those who have been unintentionally 
or intentionally neglected. The purpose of this study is to 
design a framework for the development of the CareAide+ 
mobile application, which is a care-needs hub for people with 
disabilities and senior citizens. This platform will serve as a 
hub for people with disabilities and senior citizens who seek 
care that ranges from simple to intensive; at the same time, it 
will also create a hub for caregivers, freelance practitioners of 
caregiving, nurses, and other related services. The hub will 
open up different types of services and different disabilities 
that most normal people will never know about. This 
application can also be used by the loved ones of persons with 
disabilities or seniors in order for them to check all the 
necessary things. This CareAide+ app would open a different 
market that would connect this type of person, find what they 
need, and showcase what they can offer. 

The increasing aging population and the prevalence of 
disabilities among individuals of all ages have created a 
growing need for accessible and comprehensive care services. 
The current pandemic has highlighted the difficulties faced by 
people with disabilities and senior citizens in accessing 
essential care services. Therefore, developing an app for a care 
needs hub can help address these challenges by providing a 
centralized platform that offers a range of care services and 
resources for people with disabilities and senior citizens. The 
research motive for creating an app for a care needs hub for 
people with disabilities and senior citizens could be to: (a) 
explore the current challenges faced by persons with 
disabilities and senior citizens in accessing care services, 
including issues related to accessibility, affordability, and 

availability. (b) Identify the specific needs and preferences of 
persons with disabilities and senior citizens regarding care 
services, such as personal care, medical support, and social 
interaction. (c) Evaluate the effectiveness of existing care 
services and resources, including government-funded 
programs, private initiatives, and community-based 
organizations. (d) Examine the potential of technology, such as 
mobile apps, to enhance the accessibility and quality of care 
services for persons with disabilities and senior citizens. (e) 
Develop a user-centered design for the app that considers the 
unique needs and preferences of persons with disabilities and 
senior citizens, including accessibility features such as voice 
recognition and text-to-speech capabilities. (f) Conduct user 
testing and feedback sessions to assess the usability and 
effectiveness of the app and identify areas for improvement. (g) 
Assess the impact of the app on the quality of life and well-
being of persons with disabilities and senior citizens, as well as 
their caregivers and families. 

Overall, this research aims to develop an innovative 
solution that addresses the current challenges faced by persons 
with disabilities and senior citizens in accessing care services 
and provides a comprehensive and accessible platform for their 
care needs. 

In this paper, the researchers presented our work part by 
part and described our relations with others work, which is an 
overview of the work presented in Section I of the 
Introduction. Working methods and new models are described 
in the Section II. Methodology is described in Section II. 
Results and outcomes are described in Section III. A summary 
of this research is described in Section IV.  

II. METHODOLOGY 

To completely envision the functional requirements and 
necessary processes from the target users' perspectives, a 
qualitative research design was used in the study. This research 
design was used for the reason that it is mainly focused on the 
"why" rather than the "what" of the given situation. The 4+1 
view model was also utilized to fully forge the designs for the 
architectural framework of the study. 4+1 is a view model used 
for "describing the architecture of software-intensive systems, 
based on the use of multiple, concurrent views" [31]. 

The gathered data was mainly from observations and 
unstructured interviews. An in-depth, unstructured interview 
with random people with disabilities from different group chats 
on social media and selected senior citizens was conducted to 
identify and understand the requirements needed to be 
incorporated into the study. Through these unstructured 
interviews, the researchers learn more about the different types 
of disabilities in different forms, what their current situation is, 
and how and when they get the care they need for the specifics 
and for the things that they do not understand about the care 
given by a non-care practitioner family member. To support 
the unstructured interviews, observations were made on the 
situational impacts of people with disabilities and senior 
citizens. From this data, Fig. 1 shows 4+1 view model was 
adopted with unified modeling language. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1076 | P a g e  

www.ijacsa.thesai.org 

  

Fig. 1. 4+1 Architectural view model. 

A. Related Work 

Using a neuromuscular interface controller, a Human 
Adaptive Mechatronics (HAM) device is controlled. 
Electromyogram (EMG) signals are used to evaluate muscle 
movement. A few electrodes placed on the skin's surface can 
detect the change in signal intensity caused by the voluntary 
movement of body parts. The EMG signal is employed as the 
control signal and provides coordination of movement. The 
signal's amplitude varies in response to muscle activity. The 
operation of the HAM device is dependent on the amplitude 
changes in the produced EMG signal. The availability of a 
cybernetic loop helps balance the system's control error and 
delayed reaction time. This study describes the operation of a 
human adaptive neuromuscular interface controller in a 
mechatronics device with simulations conducted in real time 
for the various muscle activities, primarily between two 
actions: voluntary motion and desired motion [25]. 

The ATM (automated teller machine) system exists to 
enable a computerized banking network shared by a 
consortium of banks that includes both human cashiers and 
ATMs [26]. Each bank maintains its own accounts and 
processes financial transactions using its own computer. The 
ATMs interact with the consortium's central computer, which 
clears transactions with the relevant banks. The ATM interacts 
with the user, connects with the central computer to conduct 
transactions, distributes cash, and produces receipts. The 
system needs proper documentation and security measures. 
The system must appropriately manage concurrent access to 
the same account. On their own computers, banks will supply 
their own software [27]. 

The architecture of software is concerned with abstraction, 
deconstruction, and composition, as well as style and 
aesthetics. In addition, it addresses the design and execution of 
the software's high-level structure. Architects are responsible 
for constructing structures utilizing a variety of architectural 
components in well-considered shapes. These aspects meet the 
system's primary functionality and performance needs, in 
addition to non-functional criteria such as dependability, 
scalability, portability, and system availability [28]. 

The 4+1 View Model is intended to describe the 
architecture of software-intensive systems using numerous 
concurrent views. Each of the five viewpoints focuses on a 

particular aspect of the system and is detailed with an 
accompanying notation. These diverse perspectives permit the 
respective resolution of the issues of the different parties. It 
may display the architecture from many perspectives and 
provide the required perspective to various stakeholders. Using 
an architecture-centered, scenario-driven, iterative 
development methodology, these perspectives are created [29]. 

The physical view focuses mostly on non-functional needs 
and depicts the mapping of software to hardware. The 
configuration of the hardware has been shown in the physical 
view. It is necessary to map the many identified components, 
such as networks, processes, tasks, and objects, onto the 
various nodes. Certain configurations are used for development 
and testing, while others are utilized to create the system for 
different locations or clients [30]. 

The suggested technique is to assist in resolving the 
disparity between CRPD guiding principles and regional and 
national legal practices of interpretation. This technique intends 
to execute a rhetorical strategy tied to the Thirdness thesis in 
order to develop a new disability legal culture. Through a 
thirdness theory, the law of disability, conceived as a unitary 
figure and inspired by a rhetorical methodology, can contribute 
to the theoretical evolution of the methodology of legal 
interpretation without limiting itself to raising fundamental 
questions of justice philosophy [30], such as a new theory of 
the concept of a legal person. So, the rediscovery of the 
rhetorical approach might result in a metamorphosis of legal 
thinking capable of transcending certain aporia inherent to the 
positivistic idea of law. In addition, the reintroduction of the 
rhetorical approach may make it feasible to comprehend the 
structural function of fiction juris in legal reasoning. A few 
concluding remarks might be made on the link between ethics 
and rhetoric with respect to the rhetorical structure of thirdness 
in the trial, in which the judge is positioned after the parties 
[31]. 

Utilizing the Delphi research approach, a search strategy of 
sites, publications, and research papers was done to design a 
survey comprising questions about the information, abilities, 
and actions required to aid a person with an intellectual 
impairment who has been having mental health issues. A panel 
of experts evaluated these issues over the course of three 
polling rounds to determine if they should be included in the 
recommendations [30]. 

In total, 53 experts completed all three survey rounds (a 
retention rate of 67%). During the course of three rounds, 202 
items were evaluated, resulting in 170 recommended items that 
have been put into the guidelines. The recommendations 
emphasize the necessity of recognizing the distinctive 
indicators of mental health issues in individuals with an 
intellectual impairment and of providing appropriate 
assistance, understanding, and compassion for these 
individuals. The recommendations will also strengthen 
caregivers‟ abilities to confront concerning or economically 
restrictive behaviors or to access professional assistance 
whenever necessary. The criteria are going to be employed to 
create a course on psychological disorders and first aid [31]. 
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III. RESULTS AND DISCUSSION 

After measured consideration of all gathered data, the 
following system models were crafted to create a framework 
for the study, shown in Table II. 

A. Scenarios 

A limited selection of use cases, or scenarios, are used to 
show an architecture's definition, resulting in a fifth 
perspective. The purpose of the diagram was to assist in 
understanding how the proposed system would function in 
relation to the actors. They are used for high-level system 
condition analysis. Fig. 2 depicts the system's overall use case 
diagram from a higher-level perspective. 

The PWD/senior, healthcare professionals, hospitals, 
administrators, and customer support are the characters in the 
use case diagram in Fig. 2. The diagram's purpose is to help 
users update their inquiries and grievances so that the customer 

service module can deal with them later. Use cases associated 
with it at a more fundamental level of abstraction include filing 
complaints about abuse, getting compensation, scheduling 
meetings with management, and contacting management. 

B. Logical View 

 The conceptual perspective is centered on the service's 
final functioning. A static view of the program is 
provided by the class diagram. One of the key factors in 
its use during building is that it can be directly mapped 
with object-oriented languages [32]. 

 Fig. 3 displays the class diagram for the suggested 
application. The objective is to make it easier to 
understand the subtleties of the interactions between 
various classes. Each class consists of a rectangular box 
that operates in a different method and accepts 
attributes [33]. 

TABLE II.  USERS STORIES FROM PUBLIC SURVEY 

As a I want to... so that... 

Care Giving Individual Add a service 
I can showcase my services to the needs of PWDs and Seniors and have a 

decent fee for it 

Care Giving Individual Specify my service 
My clients/patients will have accurate knowing of the services and care they 

need for them or their patient 

Care Giving Individual Upload my credentials and experiences 
My clients/patients will have an idea of my credibility to take this service and 

gain their trust 

Care Giving Individual Write a description of my services I can describe and thoroughly explain what are this type of services 

Care Giving Individual Specify the fees or amount of my services My client/patient will have accurate expectations 

Care Giving Individual Specify my location range My client/patient will have accurate knowing of my location 

Care Giving Individual Specify and list my policies for my service My client/patient understands my expectations for them. 

Care Giving Individual Respond to messages from clients/patients I can quickly respond on inquiries about my service listing 

Care Giving Individual Accept requests I can accept or reject requests to whom I want to have my services 

Care Giving Individual See past reviews of the requester (as client/patient) 
I can assess the quality of the requester before I allow them to have my service 

rendered 

Care Giving Individual See a message history between myself and the requester I can remember what was communicated between me and my client/patient 

Care Giving Individual 
Leave a review of a client/patient with an overall rating 

(1-5) 
I feel assured the client/patient will treat me with respect. 

Client/patient Browse services I can look for certain services upon my needs 

Client/ patient 
See past reviews of services of care giving individuals, 

and other services by the same care giving individuals 

I can assess the quality of the services and the Care Giving Individual as to the 

matter of professionalism 

Client/ patient 
Send a message to the care giving individual as to the 

services offered 

I can ask the care giving individual about anything not covered in the services 

page. 

Client/ patient 
See the schedule of a care giving individual if available 
for 

I can plan for the said service offered 

Client/ patient Send a request for available schedule for the service I can quickly lock down a service offered by the care giving individual 

Client/ patient Include an introduction of myself 
I can make the care giving individual feel comfortable about having me as a 
client/patient and increase the likelihood that they will approve my request. 

Client/ patient Leave a review of the service I feel assured that the care giving individual will care about my experience. 

Client/ patient Review the accuracy of the service offered (1-5) 
I feel assured the care giving individual will be truthful in their service offered 
page description. 

Client/ patient Review the communication of the host (1-5) I feel assured the care giving individual will be responsive to my messages. 

Client/ patient Leave a written review (in freeform text) I can describe my experience in my own words. 
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Fig. 2. Use case diagram of CareAide+. 

 
Fig. 3. Class diagram for the CareAide+. 

C. Process View 

The process perspective focuses on the performance of the 
service and is concerned with the flexible aspects of the 
system. It also describes system activities and interactions. 

Fig. 4 shows graphical representations that simulate the 
logic of a complex method, function, or action and describe the 
intricate details of a UML use case. The flow charts attempted 
to illustrate the idea of the project's key processes, including 
developing services, utilizing facilities, and paying for 
interactions. 

According to the flowchart in Introducing a Platform, the 
current variables are client, service description, administrator, 
and user information. The administrator must confirm the 
patient's identity and financial information when the user adds 
a support showing, which disables the Care Review component 
and notifies the administrator via the Communication Lineup. 
If the status is successful, the client or patient is informed and 
the property listing is updated; if it is unsuccessful, the client or 
patient is informed. A reference is used to notify the user of a 
status change in order to avoid cluttering the diagram and make 
it easier to understand. 
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Fig. 4. Sequence diagram for the CareAide+. 

In the Availment of a Service, the objects involved are the 
user, the service listing, the service availed, and the user 
details. The steps involved in a user requesting a service are 
shown in this flowchart. The user must first check whether the 
service is accessible on the date or at the time specified, and 
only then may the user use the service. When a service is 
requested, a new instance of the transaction class is created. 

The actual perspective, also known as the implementation 
perspective, illustrates the infrastructure as a technical team 
would see it. Both the physical connections between software 
components and their layer-by-layer structure are of interest. 
Fig. 5 shows how the Layered and Model View Controller 
architecture pattern worked in the implementation of the 
visualization services of the CareAide+ application. The 

Presentation layer adopts the View component to display 
various visualization layouts and widgets, especially user 
reviews and ratings. The application or business layer 
implements the controller component in processing requests 
and then communicates the result to the persistence layer, 
where the model component retrieves and updates data with the 
database layer. The database layer then sends the updates to the 
persistence layer through the model component until they are 
displayed in the presentation layer through the view 
component. 

The forecasting model contains data along with the 
explanation associated with that as well. It describes data 
transmitted among controlling sections or even other relevant 
circuitry. A control system module, for example, will fetch 
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client or patient details from the database. Before putting the 
data back into the repository or using it to create data that is 
somewhat similar to it, it tries to manipulate the data. A view is 
an interface element that contains and presents data. 
Presentations are made using the information obtained from the 
model data. A viewpoint asks the model for information in 
order to give the client a special highlight. The Control System 
is the system element in charge of interactivity. The controller 
evaluates the inputs from the user's input devices before 
deciding how the model and views should react. The model 
receives instructions from a controller to modify its state (for 
instance, by saving a specific document). The controller can 
modify how a view is displayed by sending commands to 
views that are related to it. For example, scrolling while turning 
the page. 

 
Fig. 5. Architecture design pattern using model-view-controller pattern 

mapped in a layered architecture for the CareAide+. 

The MVC Pattern Interface has advantages such as simple 
code that is easy to grow and expand. MVC model elements 
may be tested without the involvement of the user. Assistance 
for various clienteles is now simpler. It is possible for various 
components to evolve. By dividing an application into three 
parts, it helps to avoid complexity. Components include the 
model, view, and controller. It only uses the Front Controller 
design pattern, which uses a single controller to route requests 
from custom applications. It presents the toughest development 
assistance. It works well for websites that are supported by 

large teams of web designers and engineers. It guarantees a 
distinct separation of concerns (SoC) [34]. Search engine 
optimization (SEO) is friendly since, each class and object is 
self-contained, you can test each one separately. The MVC 
design pattern [35] makes it possible to logically group related 
controller operations. The drawbacks are as follows: 
Understanding, modifying, unit testing, and reusing this model 
are challenging. Because the framework introduces additional 
levels of abstraction that force users to adapt to the MVC 
decomposition requirements, navigating the framework can 
occasionally be difficult. No explicit validation support is 
provided. Data inefficiency and complexity have grown. the 
difficulty of using MVC with a modern graphical user interface 
[36]. The use of many programmers is required for parallel 
programming. It is necessary to be familiar with a variety of 
technologies and management of several codes in the 
controller. 

IV. CONCLUSION 

The crafted architecture design for the care needs hub 
application would be a comprehensive tool for the completion 
of the development. This would greatly help the developers of 
the system in building the correct features and data abstractions 
needed to build and implement the said system. The 
researchers then recommend conducting an in-depth analysis of 
the features to be included in the application and considering 
adding payment alternatives or revising payment modules to 
other modes, like non-monetary things, if it would be possible. 
According to the research, a hub of helping hands is very 
important for senior citizens around the world to survive their 
daily lives. Our model helps to increase humanity, reliability, 
and confidence all over the world for overaged people. It is 
possible that in the future, with the help of artificial 
intelligence, it will be developed for automatic operation. If we 
are able to develop a model for the care hub that operates on its 
own, it will be more accurate and have lower costs for 
individuals. 
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Abstract—Saudi Small and Medium-sized Enterprises (SMEs) 

are witnessing rapid growth in technology and innovation. 

However, this growth is accompanied by increased cybersecurity 

threats, which pose significant challenges for SMEs. Cyber 

threats are becoming more complex and sophisticated, with 

SMEs becoming prime targets due to their weaker cybersecurity 

defenses. Hence, there exists a rich literature on critical 

challenges facing SMEs. Existing literature on these challenges 

addresses many research issues (e.g., finance, technology 

adoption, and management) associated with SMEs. However, one 

critical issue that has so far received no rigorous attention is 

cybersecurity situation awareness for research in the SME 

context. Thus, this study used a quantitative approach aiming to 

empirically test a model of cybersecurity situational awareness 

that can support SMEs in Saudi Arabia to implement 

cybersecurity measures and precautions with efficacy. An online 

survey of 350 participants was conducted to collect the research 

data. The study identified a significant positive relationship 

between Cyber Situational Awareness (Csa) and Implementation 

of Cybersecurity Controls (Icsc), suggesting that enhancing 

awareness can contribute to better control implementation. The 

study identified a significant positive relationship between Cyber 

Situational Awareness (Csa) and Implementation of 

Cybersecurity Controls (Icsc), suggesting that enhancing 

awareness can contribute to better control implementation. 

Finally, the paper provides several interesting findings and 

outlines future research directions. 

Keywords—Cyber situation awareness; cybersecurity control 

and precaution; Saudi; SMEs 

I. INTRODUCTION 

The Kingdom of Saudi Arabia is rapidly growing in 
technology and innovation, with Small and Medium-sized 
Enterprises (SMEs) playing a significant role in this growth. 
However, this growth comes with increased cybersecurity 
threats, which pose significant challenges for SMEs. Cyber 
threats are growing in complexity and sophistication, and 
SMEs are becoming a primary target for cyber attackers due to 
their weaker cybersecurity posture. Therefore, SMEs might 
adopt a robust cybersecurity strategy that includes cyber 
situation awareness (CSA) to combat cyber threats effectively. 
SMEs are increasingly becoming targets for cyber attackers. 
SMEs in the UK alone are targeted by cyber-attacks more than 
seven million times yearly [1]. Similarly, in Saudi Arabia, a 
study by [2] found that SMEs were particularly vulnerable to 
cyber-attacks due to their limited resources and expertise. 

 One of the main reasons for the high rate of cyber-attacks 
on SMEs is their perceived vulnerability. Hackers often 
assume that SMEs have weaker security measures than larger 

organizations, making it easier to attack targets [3]. 
Furthermore, SMEs often lack the resources to invest in 
advanced cybersecurity technologies and hire dedicated staff 
[2]. As a result, they may be more susceptible to common 
attacks such as phishing, ransomware, and social engineering. 

Cyber-attacks' impact on SMEs can be significant 
regarding financial losses and reputational damage. A study by 
[4] found that SMEs in the Netherlands lost an average of 
£65,000 per cyber-attack. Furthermore, the reputational 
damage caused by a cyber-attack can be particularly damaging 
for SMEs, as they may struggle to regain the trust of their 
customers and partners. 

Researchers have proposed various solutions to address 
these challenges to improve SMEs' cybersecurity posture. 
These include investing in essential security measures such as 
firewalls and antivirus software, implementing employee 
training programs to improve cybersecurity awareness, and 
developing incident response plans to ensure businesses are 
prepared to respond to cyber-attacks [5]. 

Despite the serious consequences of cyber-attacks, SMEs 
often lack the resources and expertise to implement effective 
cyber security measures. Therefore, there is a need for a cyber 
situational awareness model that can assist SMEs in Saudi 
Arabia to implement cyber security controls and precautions 
effectively. Thus, this study aims to empirically test a model 
of cybersecurity situational awareness that can support SMEs 
in Saudi Arabia to implement cybersecurity measures and 
precautions with efficacy. Specifically, this study aims to 
validate the proposed model using empirical data collected 
from SMEs in Saudi Arabia to ensure its applicability and 
usefulness in the local context. 

Overall, this paper is expected to contribute by providing a 
practical and effective framework for SMEs in Saudi Arabia to 
implement cyber security measures, thereby reducing their 
vulnerability to cyber-attacks. In other words, the extension of 
Endsley‘s theory of situation awareness to the cyber security 
domain can contribute to developing a more comprehensive 
understanding of how situational awareness can be leveraged 
to enhance cyber security in SMEs. 

The remainder of this paper offers a comprehensive 
analysis of related literature in Section II. Then, the research 
approach used in this paper is discussed in Section III and 
followed by the findings that are presented and discussed in 
Section IV. Finally, the paper ends by summarizing the key 
findings, contributions, limitations, and future work in Section 
V. 
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II. LITERATURE ANALYSIS 

A. Cybersecurity Situation Awareness Model 

Situational awareness is a term that originated in the field 
of aviation in the 1940s and refers to a pilot's ability to 
accurately understand their current situation and the potential 
risks and opportunities in the environment around them [6]. 
Over time, situational awareness has been applied to various 
fields, including military operations, cybersecurity, and 
emergency response [7]. In the context of cybersecurity, 
situational awareness refers to the ability of an organization or 
individual to understand the current state of their cyber 
environment, including potential threats and vulnerabilities, 
and to use this understanding to make informed decisions 
about how to protect their assets and respond to potential 
incidents [1]. 

A cyber situation awareness model is a framework or 
methodology designed to help organizations improve their 
situational awareness in the cybersecurity domain. Such a 
model typically includes a set of processes and tools that 
enable an organization to monitor its network infrastructure 
and collect and analyze data about potential threats and 
vulnerabilities. It makes informed decisions about responding 
to incidents or improving its security posture [8]. Many 
different cyber situational awareness models have been 
developed, each with strengths and weaknesses. Some models 
are designed for specific industries or organizational contexts, 
while others are more general. Some models rely heavily on 
automated tools and data analytics, while others emphasize 
human expertise and decision-making. 

One of the most widely used frameworks in the field of 
cybersecurity is the Kill Chain framework, which was first 
introduced by Lockheed Martin in 2011 [9]. The Kill Chain 
framework is designed to help organizations understand the 
different stages of a cyber-attack, from initial reconnaissance 
to final data exfiltration, and to develop appropriate defenses 
at each stage. The cybersecurity industry has widely adopted 
many organizations' frameworks to guide their cybersecurity 
strategies. 

Another framework that has gained traction is the 
Diamond Model, introduced in 2014 by a group from the US 
Army Research Laboratory [10]. The Diamond Model is based 
on the premise that cyber-attacks are dynamic. Understanding 
the relationship between an attacker, a victim, an 
infrastructure, and an impact helps organizations better 
understand the threats they face and develop appropriate 
defenses. The US government and other organizations have 
used the framework to improve their situational awareness and 
incident response capabilities [11]. 

Moreover, the Cyber Security Situation Awareness 
Framework (CSSAF) was developed by researchers from the 
University of Plymouth in the UK and is designed to help 
organizations improve their situational awareness by 
integrating data from multiple sources, including network 
traffic, system logs, and threat intelligence feeds [12]. Several 
organizations have used the CSSAF to improve their 
cybersecurity posture, and the framework effectively detects 
and mitigates cyber-attacks. 

The MITRE ATT&CK framework is a relatively new 
situational awareness framework introduced in 2015 [13]. The 
framework is designed to help organizations understand the 
tactics, techniques, and procedures (TTPs) that attackers 
commonly use and to develop appropriate defenses based on 
this knowledge. Many organizations use the MITRE ATT&CK 
framework to guide their cybersecurity strategies [14]. The 
following section will detail the cyber situation awareness 
models for SMEs in Saudi Arabia. 

B. Cybersecurity Situation Awareness Model and Saudi 

SMEs 

 Saudi SMEs are businesses with less than 250 employees 
and annual revenue of less than 200 million SAR [15]. SMEs 
play a critical role in the economy of Saudi Arabia. Moreover, 
SMEs represent about 99% of all businesses in the country 
and employ around two-thirds of the private sector workforce 
[16]. 

Despite their significant contribution to the economy, 
SMEs in Saudi Arabia face several challenges, including 
access to financing, limited access to skilled labor, and a 
complex regulatory environment [17]. These challenges can 
be particularly acute in cybersecurity, where SMEs often lack 
the resources and expertise to effectively protect themselves 
against cyber threats. One of the main reasons for the high rate 
of cyber-attacks on SMEs is their perceived vulnerability. 
Hackers often assume that SMEs have weaker security 
measures than larger organizations, making it easier to attack 
targets [3]. Furthermore, SMEs often lack the resources to 
invest in advanced cybersecurity technologies and hire 
dedicated cybersecurity staff [2]. As a result, they may be 
more susceptible to common attacks such as phishing, 
ransomware, and social engineering. Cyber-attacks' impact on 
SMEs can be significant regarding financial losses and 
reputational damage. The research in [4] found that SMEs lost 
an average of £65,000 per cyberattack. Furthermore, the 
reputational damage caused by a cyberattack can be 
particularly damaging for SMEs, as they may struggle to 
regain the trust of their customers and partners. 

Several recent studies have examined SMEs' challenges 
and opportunities in Saudi Arabia. For instance, the study in 
[18] found that accessing finance was one of the most 
significant challenges facing SMEs in Saudi Arabia. With 
struggling to secure funding, SMEs needed to grow and 
expand. The study also identified a lack of skilled labor and 
bureaucratic red tape as significant obstacles to growth. In 
addition, the study in [2] found that many SMEs in Saudi 
Arabia were not adequately prepared to protect themselves 
against cyber threats. This study also highlighted that only 
30% of Saudi SMEs had implemented cybersecurity controls 
or precautions. Among those that had, many were using 
outdated or ineffective approaches, such as antivirus software 
and firewalls. 

To address these challenges, researchers (e.g., [19], [20], 
and [1]) have proposed a range of solutions aimed at 
improving the cybersecurity posture of SMEs. These include 
investing in essential security measures such as firewalls and 
antivirus software, implementing employee training programs 
to improve cybersecurity awareness, and developing incident 
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response plans to ensure businesses are prepared to respond to 
cyberattacks. Overall, the high cyberattack rate on SMEs 
highlights these businesses' need for greater awareness and 
investment in cybersecurity measures. While there is no one-
size-fits-all solution to these challenges, a proactive and 
comprehensive approach to cybersecurity can help SMEs 
mitigate the risks of cyberattacks and protect their businesses. 

SMEs should adopt a robust cybersecurity strategy that 
includes cyber situation awareness (CSA) to combat cyber 
threats effectively and benefit from greater access to training 
and resources on cybersecurity best practices. For instance, 
[21] proposed a framework for improving cybersecurity 
awareness and education among SMEs. This might help to 
reduce the risk of cyberattacks and improve the overall 
security posture in Saudi SMEs. 

Furthermore, the research in [22] proposed a model that 
includes the following components: data collection, data 
processing, threat identification, and response. They suggest 
that the model can be used to develop effective cybersecurity 
strategies for SMEs. Similarly, [23] proposed a cybersecurity 
awareness model that includes four components: data 
collection, data analysis, data dissemination, and response. 
The model can enhance cyber security control and precaution 
in SMEs. 

To gain a comprehensive understanding of the actual 
cybersecurity practices in Saudi SMEs. The researchers use 
the proposed model by [1], an extension of Endsley‘s 
situational awareness theory [6], to portray SMEs' 
cybersecurity situational awareness. Fig. 1 portrays the 
proposed SME cyber security situational awareness model. 

 
Fig. 1. Cyber security situational awareness in SMEs. (Karen et al., 2021). 

The importance of cybersecurity helps SMEs 
administration understand that maintaining cyber security 
mechanisms enhances their business continuity. The 
availability of social resources enhances the awareness of 
SME administration about cybersecurity threats, precautions 
that should be applied to respond to these threats, and how 
they act accordingly. In contrast, the availability of 
organizational and personal resources facilitates the 
implementation of cyber controls and precautions. Table I 
summarizes the hypothesis that needs to be tested to validate 
the model. 

 The first hypothesis (H1) suggests that the level of 
cyber situational awareness, which refers to 
understanding potential cybersecurity threats and 
vulnerabilities, is influenced by how much the SMEs 

understand the importance of cyber security in the 
context of Saudi SMEs [1]. This means that SMEs in 
Saudi Arabia are more likely to better understand 
potential cybersecurity threats and vulnerabilities if 
they recognize the importance of cybersecurity. 

 The second hypothesis (H2) proposes that social 
resources influence the level of cyber situational 
awareness in Saudi SMEs [2] . This means that Saudi 
SMEs are more likely to be aware of potential 
cybersecurity threats and vulnerabilities if they access 
relevant social resources such as expert advice, 
training, or support from other SMEs. 

 The third hypothesis (H3) contends that organizational 
resources influence the implementation of cyber 
security controls and precautions in Saudi SMEs [2]. 
This means that Saudi SMEs are more likely to 
implement cybersecurity controls and precautions 
effectively if they have the necessary organizational 
resources, such as funding, technology, and personnel. 

 The fourth hypothesis (H4) presents that personal 
resources influence the implementation of cyber 
security controls and precautions in Saudi SMEs [1]. 
This means that individuals within Saudi SMEs are 
more likely to implement cybersecurity controls and 
precautions effectively if they have the necessary 
personal resources, such as technical skills and 
knowledge. 

 The fifth hypothesis (H5) proposes that the level of 
cyber situational awareness influences the adoption of 
cyber security controls and precautions in Saudi SMEs 
[1]. This means that Saudi SMEs are more likely to 
adopt adequate cybersecurity controls and precautions 
to protect their information systems if they are aware 
of potential cybersecurity threats and vulnerabilities. 

TABLE I. PROPOSED RESEARCH HYPOTHESIS 

No. Hypothesis Description 

H1 The level of cyber situational awareness in SMEs is influenced by 

their understanding of the importance of cyber security. 

H2 Their social resources influence the cyber situational awareness in 
SMEs. 

H3 Implementing cyber security controls and precautions in SMEs is 

influenced by their organizational resources. 

H4 Implementing cyber security controls and precautions in SMEs is 
influenced by their personal resources. 

H5 Their level of cyber situational awareness influences the adoption of 

cyber security controls and precautions in SMEs. 

III. RESEARCH APPROACH 

This study used an online survey approach to understand 
SME perceptions of factors affecting cybersecurity situational 
awareness. An online survey was considered appropriate due 
to fast access to individuals, increased ability to reach difficult 
contact participants, and ease of having automated data 
collection, which reduced researchers' time and effort [24]. 
Furthermore, online surveys save researchers money due to 
the electronic data collection [25]. 
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The study was conducted in the spirit of the positivist 
research tradition and followed four stages: literature analysis 
to develop the theoretical concepts, survey instrument 
development, administration of the survey, and empirical data 
analysis. The literature analysis identified a set of 
cybersecurity situational awareness factors. These served as 
the foundation for developing an initial survey instrument 
divided into four parts: profile of responding managers, 
characteristics of participating business, factors affecting 
cybersecurity situational awareness in SMEs, and 
implementation of cybersecurity controls and precautions. 

The target online survey participants are SMEs in Saudi 
Arabia registered with the Small and Medium Enterprises 
General Authority (Monsha'at) (Small and Medium 
Enterprises General Authority, 2023). It develops several 
supporting programs and projects that advance a culture of 
self-employment, private enterprise, and innovation. It also 
provides funding sources and develops standards and policies 
for SMEs. 

The online survey was sent (via email and SMEs‘ social 
media accounts) to the Saudi SMEs, and 350 responded to the 
online survey. The obtained low response was not a shock, 
[26] stated that online survey has often been plagued by low 
response. 

IV. RESULTS AND DISCUSSION 

A. Importance of Cyber Security (Ics) 

The research aimed to assess the importance of cyber 
security for SMEs, and the participants were asked two items 
to gather insights into the importance of cyber security in their 
SMEs. The results revealed that 54.7% of the participants 
acknowledged that cybersecurity is critical to their business. 
In contrast, only 5.1% believed it to be of very low 
importance. Fig. 2 shows descriptive statistics of the 
importance of cybersecurity 1 (Ics1). 

To further understand the participants' approach to 
recognizing cyber security risks that may affect their business, 
they were asked about the measures they had taken in the 
previous year. The responses were diverse, with most 
participants (a significant portion) indicating that their 
companies had implemented 10 or more measures to mitigate 
risks. The second-highest response came from participants 
who were unsure about the measures taken by their 
organization. Surprisingly, the lowest response came from 
participants who felt that none of the options provided were 
suitable, suggesting a lack of proactive measures. Fig. 3 shows 
the descriptive statistics of the importance of cybersecurity 2 
(Ics2). 

Upon analyzing these results, it became evident that 
participants who perceived their businesses to be at a very 
high risk of cyber security threats were more inclined to 
implement more measures to safeguard their operations. 
Conversely, those who considered the risk shallow exhibited 
either a lack of awareness regarding the measures taken or a 
complete absence of proactive actions. Interestingly, despite 
acknowledging a high risk, some participants did not appear 
concerned or motivated to take appropriate measures. 

 
Fig. 2. Descriptive statistics of the importance of cybersecurity 1(Ics1). 

 
Fig. 3. Descriptive statistics of the importance of cybersecurity 2(Ics2). 

These findings highlight the varying levels of awareness 
and response to cyber security risks among businesses. While 
some organizations take significant measures to protect their 
assets, others may not fully recognize the potential 
consequences or lack the necessary resources or knowledge to 
address these risks adequately. It emphasizes the importance 
of raising awareness, enhancing education, and promoting a 
proactive approach to cyber security across all businesses, 
regardless of their personal resource levels. Fig. 4 shows the 
correlation between Important of Cybersecurity (Ics1) and 
(Ics2). 

 
Fig. 4. Correlation between Importance of Cybersecurity (Ics1) and (Ics2). 
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B. Social Resources (Sr) 

As part of the social analysis, the researchers formulated 
three items for the participants to gather insights into the 
perceptions surrounding cybersecurity practices in Saudi 
SMEs. The questions focused on competitor measures, 
customer data safety, and B2B suggestions regarding cyber 
security. The responses to these questions were consistent, 
with the highest number of participants strongly agreeing that 
cybersecurity practices are in high demand across all cases. 
This indicates a widespread recognition among participants 
that implementing robust cybersecurity measures is crucial in 
various aspects of business operations. Fig. 5 illustrates the 
correlation analysis of Social Resources (Sr1), (Sr2), and 
(Sr3). 

 
Fig. 5. Correlation analysis of social resources (Sr1), (Sr2) and (Sr3). 

Firstly, when asked about their competitors' measures in 
implementing cybersecurity, many participants strongly 
agreed that such practices are highly sought after. This 
suggests that businesses in the same industry increasingly 
adopt cybersecurity measures to protect their valuable assets 
and sensitive information. Secondly, participants were asked 
about the safety of customer data. Once again, a considerable 
majority strongly agreed that ensuring customer data security 
is paramount. This underscores the growing awareness among 
businesses regarding the potential risks associated with data 
breaches and the need to safeguard customer information. 
Lastly, regarding B2B suggestions regarding cybersecurity 
aspects, participants strongly agreed that cybersecurity 
practices are in high demand. This indicates that Saudi SMEs 
engaging in B2B relationships are becoming more proactive in 
emphasizing the importance of cybersecurity and expecting 
their partners to implement robust measures to protect shared 
information and maintain a secure business environment. 

Taken together, these findings paint a clear picture that in 
the context of Saudi SMEs, cyber security practices are highly 
regarded and in-demand from a social perspective. SMEs and 
their stakeholders recognize the significance of implementing 
effective security measures to mitigate the risks posed by 
cyber threats. This growing emphasis on cybersecurity 
highlights the need for continuous improvement and 
adaptation to address the evolving landscape of cyber threats 
in the SME‘s environment. 

C. Organizational Resources (Or) 

To perform organizational analysis, the researchers devised 
four items to gain insights into participants' perspectives on 
cybersecurity within their respective organizations. These 
questions focused on organizational-provided cybersecurity 
information, information-seeking behaviors, agreement that 
SMEs struggle to manage all the advice provided, and the 
impact of on-air cybersecurity advice on their work. Upon 
analyzing the responses, varied opinions across all question 
designs within this category were observed. Most participants 
tended to provide responses leaning towards the Neutral or 
Somewhat Agree spectrum. This indicates a lack of strong 
agreement or certainty regarding the organizational 
perspectives on cybersecurity or the scenarios presented. 

Firstly, participants were asked about the availability of 
cybersecurity information provided by their organizations. The 
responses varied, with many participants expressing neutrality 
or a somewhat agreeable stance. This suggests that the 
participants may not view the organizational provision of 
cybersecurity information as highly reliable or effective. 
Secondly, participants were asked about their information-
seeking behaviors regarding cybersecurity. Once again, the 
responses tended towards a neutral or somewhat agreeable 
position. This implies that participants may not actively seek 
out additional cybersecurity information beyond what is 
provided by their organization, or they may feel uncertain 
about the effectiveness of their information-seeking efforts. 
Fig. 6 displays the correlation analysis of Organizational 
Resources (Or1), (Or2), (Or3) and (Or4). 

 
Fig. 6. Correlation analysis of organizational resources (Or1), (Or2), (Or3) 

and (Or4). 

Furthermore, participants were presented with a statement 
regarding SMEs' ability to manage all the cybersecurity advice 
provided to them. The responses predominantly reflected a 
neutral or somewhat agreeable perspective. This suggests that 
participants may perceive SMEs to face challenges in 
effectively managing and implementing the abundance of 
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cybersecurity advice available. Lastly, participants were asked 
about the impact of on-air cybersecurity advice on their work. 
The responses once again leaned towards a neutral or 
somewhat agreeable standpoint. This indicates that 
participants may find it difficult to assess the relevance or 
applicability of on-air cybersecurity advice to their specific 
organizational context, potentially making their work more 
challenging. 

The analysis of these independent responses reveals a lack 
of solid agreement or certainty among participants regarding 
their organizational perspectives on cybersecurity. The 
prevalence of neutral or somewhat agreeable responses 
suggests that participants may harbor reservations or 
uncertainties about the effectiveness, relevance, or practicality 
of their organizations' cybersecurity measures and advice. This 
highlights the importance of addressing these concerns and 
fostering more precise communication and understanding 
between organizations and employees regarding cybersecurity 
practices. 

D. Personal Resources (Pr) 

In personal resource analysis, the researchers posed five 
items to participants regarding their personal abilities in 
handling, managing, or implementing cybersecurity measures 
on their own. Additionally, they were inquired about their 
perceptions of personal information safety. The responses 
from participants yielded various results, mirroring the 
findings from the analysis of organizational resources. In 
many cases, participants expressed a somewhat agreeable or 
disagreeable stance toward the statements, indicating a 
potential lack of knowledge or familiarity with cybersecurity. 
Most participants may possess limited understanding or 
proficiency in this area, while a minority group demonstrated 
strong knowledge and capability to handle unforeseen 
cybersecurity situations. 

Firstly, participants were asked about their personal 
abilities in managing cybersecurity. The responses revealed a 
range of opinions, with many participants leaning towards a 
somewhat agreeable or disagreeable standpoint. This suggests 
that many participants may lack the necessary skills or 
knowledge to handle cybersecurity matters on their own 
effectively. Fig. 7 illustrates the correlation analysis of 
Personal resources (Pr1), (Pr2), (Pr3), (Pr4) and (Pr5). 

 
Fig. 7. Correlation analysis of personal resources (Pr1), (Pr2), (Pr3), (Pr4) 

and (Pr5). 

Furthermore, participants were questioned about their 
personal information safety. The responses showcased a 
mixture of perspectives. Many participants tended to express a 
somewhat agreeable or disagreeable viewpoint, indicating that 
they may not have a strong confidence in the security of their 
personal information. 

The analysis of these personal resource responses 
highlights a significant knowledge gap or lack of familiarity 
with cybersecurity practices among the participants. While a 
minority group demonstrated competence in handling 
cybersecurity matters, most appear to possess limited 
understanding or capability in this domain. This emphasizes 
the importance of raising awareness and providing education 
and resources to enhance individuals' personal cybersecurity 
skills and knowledge. We can collectively strengthen our 
overall cybersecurity posture by empowering individuals to 
protect their personal information better and effectively 
respond to cybersecurity threats. 

E. Implementation of Cyber Controls and Precautions (Icsc) 

To gain insight into the organizational setup, the 
researchers gathered information from the participants 
regarding the number of cybersecurity controls implemented 
by their SMEs and the extent to which their security policies 
covered various aspects. Upon analyzing the responses, the 
researchers observed a higher frequency of participants, 
indicating a lack of knowledge about these aspects. This 
suggests that many participants were unsure or unaware of the 
specific controls in place within their organizations. However, 
it is worth noting that the second and third most common 
responses indicated that their businesses had implemented 
between 1 and 5 controls and 10 or more controls, a positive 
indication of proactive security measures being taken. Fig. 8 
displays the descriptive statistics of Implementing Cyber 
Controls and Precautions (Icsc1). Nevertheless, the fourth 
highest response rate was recorded for the option "none," 
implying that there may be certain aspects of cybersecurity 
that were overlooked or not adequately covered by our survey 
questions. This signifies a potential gap in assessing the 
participants' understanding of their organization's 
cybersecurity practices. 

 
Fig. 8. Descriptive statistics of implementation of cyber controls and 

precautions (Icsc1). 
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 It is crucial for the researchers to address this limitation 
and explore additional areas of concern that might have been 
missed in the initial survey design. Another significant finding 
is that most participants expressed a lack of awareness 
regarding their business's actions pertaining to cybersecurity. 
This highlights a concerning lack of knowledge or visibility 
among participants regarding the specific measures and 
initiatives their organizations undertake to mitigate 
cybersecurity risks. Fig. 9 shows the descriptive statistics of 
Implementing Cyber Controls and Precautions (Icsc2). 

These findings underscore the importance of enhancing 
communication and awareness within organizations regarding 
cybersecurity practices. Providing employees with 
comprehensive information about the implemented controls is 
crucial, and ensuring they understand their roles and 
responsibilities in maintaining a secure environment is crucial. 

Additionally, conducting more comprehensive assessments 
and addressing the areas of uncertainty can help organizations 
identify and rectify potential gaps in their cybersecurity 
strategies. 

F. Reflective Measurement Model 

In this research paper, the researchers analyzed several 
factors representing underlying factors presented in Table II. 
These factors include "Importance of Cybersecurity," "Social 
Resources," "Organizational Resources," "Personal 
Resources," and "Implementation of Cybersecurity Controls." 
The researchers also have a formative construct called "Cyber 
Situational Awareness." 

To evaluate the reflective constructs, we examined the 
item loadings of their indicators. Item loadings indicate the 
strength of the relationship between each indicator and its 
respective factor. 

Most of the item loadings were slightly below the 
recommended threshold of 0.708. (Hair Jr et al., 2021) 
suggested a relatively strong association between the 

indicators and their factors. However, five items, specifically 
Or2, Or3, Or4, Pr2, and Pr5, had item loadings below the 
threshold. 

The researchers also assessed the internal consistency 
reliability of the reflective factors using composite reliability 
and Cronbach's alpha. Composite reliability values measure 
the reliability of the items in capturing the factors, while 
Cronbach's alpha estimates the internal consistency of the item 
set. Although most composite reliability values were below 
the satisfactory threshold of 0.70, none were problematically 
high (above 0.95) [27]. 

The researchers examined the average variance extracted 
(AVE) for each factor to evaluate convergent validity. AVE 
represents the proportion of variance in the items explained by 
the factor. Three factors had AVE values above the acceptable 
threshold of 0.50, indicating that they explain significant 
variance in the items [28]. However, "Organizational 
Resources" and "Personal Resources" had AVE values below 
0.50, suggesting that they explain a relatively smaller 
proportion of variance in their items. 

 
Fig. 9. Descriptive statistics of implementation of cyber controls and 

precautions (Icsc2). 

TABLE II. RESULT SUMMARY FOR REFLECTIVE MEASUREMENT MODEL 

Factor Items Loadings 
Indicator 
reliability 

AVE 
Composite 
reliability 

Cronbach's 
alpha 

Discriminant 
validity 

Importance of 
Cybersecurity 

Ics1 .829 .702 
.6408 0.69576 .415 Yes 

Ics2 .771 .731 

Social resources 

Sr1 .718 .706 

.5430 0.659471 .324 Yes Sr2 .765 .692 

Sr3 .727 .694 

Organizational 
resources 

Orl .756 .694 

.4608 0.611686 .299 Yes 
Or2 .648 .699 

Or3 .680 .692 

Or4 .624 .699 

Personal 

resources 

Pr1 .719 .699 

.4783 0.68684 .354 Yes 

Pr2 .669 .693 

Pr3 .736 .706 

Pr4 .748 .696 

Pr5 .571 .690 

Implementation 
of cyber security controls 

Icsc1 .898 .725 
.8227 0.884216 .542 Yes 

Icsc2 .916 .724 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1089 | P a g e  

www.ijacsa.thesai.org 

G. Result for Formative Construct Significance Testing 

Table III displayed the results of a statistical analysis 
conducted on a formative factor named Cyber situational 
awareness "Csa_category." This factor comprises four 
formative items: Csa1, Csa2, Csa3, and Csa4. Examining the 
outer weights column, it was observed that the relative 
importance of each item in shaping the overall formative 
factor. Higher values indicate a more significant influence of 
the respective item on the factor. Notably, Csa1 possesses the 
highest outer weight of 0.766, signifying its prominent role in 
defining the factor compared to the other items. Moving on to 
the T-value column, the statistical significance of the 
relationship between each item and the formative factor was 
assessed. Higher T-values indicate a more substantial 
relationship. All items exhibit considerable T-values, with 
Csa1 boasting the highest at 72.801. These results suggest that 
all items significantly contribute to the formative factor. The 
P-value column enables evaluating the level of significance 
associated with each item. P-value lower than the chosen 
significance level (typically 0.05) indicates statistical 
significance, implying that the indicator's relationship with the 
factor is unlikely to occur randomly [28]. In this analysis, all 
items demonstrate exceptionally low P-values (0.000), 
confirming their statistical significance. 

In the 95% BCa confidence interval column, the 
researchers encountered a range that estimates the true 
relationship between each item and the formative factor. 
Narrower intervals indicate higher precision in estimating 
these relationships. Notably, all items exhibit relatively tight 
confidence intervals, suggesting high precision in capturing 
their relationships with the factor. The "Significance" column 
provides a succinct indication of the statistical significance of 
each item. In this case, all items are marked as "Yes," 
signifying their significant impact on the formative factor. 
These findings underscore the substantial importance of all 
four items (Csa1, Csa2, Csa3, and Csa4) in defining the 
formative factor. The high outer weights, significant T-values, 
low P-values, and narrow confidence intervals collectively 
provide strong evidence of the meaningful contribution of 

each item. Consequently, these results significantly enhance 
our understanding of the investigated phenomenon. 

H. Results of the Structural Model Path Co-Efficient 

In Table IV the hypothesis column represents the specific 
hypotheses being tested in the analysis. The hypotheses are 
labeled as H1, H2, H3, H4, and H5, indicating different 
relationships between the dependent and independent 
variables. Where D-I column specifies the dependent and 
independent variables involved in each hypothesis. It indicates 
the direction of the relationship being examined. For example, 
H1: Cyber situational awareness - Importance of cyber 
security (Csa-Ics) indicates that the independent variable 
Cyber situational awareness "Csa" is hypothesized to 
influence the dependent variable Importance of cyber security 
"Ics." The path coefficients in the hypothesis table indicate the 
strength and direction of the relationships between variables. 
Positive coefficients in H1 and H2 suggest that increasing Csa 
positively impacts Ics and social resources (Sr), respectively. 
The negative coefficient in H3 indicates that an increase in 
Icsc is associated with decreased organizational resources 
(Or). However, the relationships in H4 and H5 are not 
statistically significant, suggesting that the coefficients may 
not accurately represent the true impact. 

Overall, the path coefficients provide valuable insights into 
the relationships between variables, highlighting significant 
associations and the need for further investigation in non-
significant cases. 

T-value provides information on the statistical significance 
of each path coefficient. The T-values indicate the degree to 
which the observed path coefficients deviate from zero. For 
H1, the T-value of 1.999 indicates a statistically significant 
relationship between Csa and Ics. Similarly, H2 shows a 
highly significant relationship between Csa and Sr, with a T-
value of 4.837. In contrast, H3 reveals a statistically 
significant negative relationship between Icsc and Or, as 
indicated by the T-value of -2.492. However, H4 does not 
exhibit a significant relationship between Icsc and Pr, with a 
T-value of -1.010. 

TABLE III. RESULT SUMMARY FOR FORMATIVE CONSTRUCT SIGNIFICANCE TESTING 

Formative Factor Formative items Outer weights T value P value 
95%BCa confidence 

interval 

Significance 

P<.05 

Cyber situational awareness 

(Csa_category) 

Csa1 .766 72.801 .000 4.231 – 4.456 Yes 

Csa2 .651 34.550 .000 2.826 – 3.154 Yes 

Csa3 .725 44.251 .000 3.336 – 3.632 Yes 

Csa4 .736 43.310 .000 3.336 – 3.641 Yes 

TABLE IV. SIGNIFICANCE TESTING RESULTS OF THE STRUCTURAL MODEL PATH CO-EFFICIENT 

Hypothesis D-I Path coefficients T value P value 
95% confidence 

intervals 

Significance 

P<.005 
R square 

H1 Csa-Ics .106 1.999 .046 .003 - .353 Yes .011 

H2 Csa-Sr .251 4.837 .000 .143 - .340 Yes .063 

H3 Icsc-Or -.132 -2.492 .013 -.171 - -.020 Yes .017 

H4 Icsc-Pr -.054 -1.010 .313 -.107 - .034 No .003 

H5 Icsc-Csa .079 1.488 .138 -.023 - .163 No .006 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1090 | P a g e  

www.ijacsa.thesai.org 

The P-value column complements the T-values by 
providing the level of significance associated with each path 
coefficient. In H1, the P-value of 0.046 confirms the 
statistically significant relationship between Csa and Ics. H2 
demonstrates a highly significant relationship between Csa 
and Sr, indicated by the P-value of 0.000. H3 exhibits a 
statistically significant relationship between Icsc and Or, with 
a P-value of 0.013. Conversely, H4 suggests no significant 
relationship between Icsc and Pr, with a P-value of 0.313. 

The 95% confidence intervals offer a range within which 
the true population parameter is likely to fall. For H1, the 
confidence interval of 0.003 to 0.353 reinforces the statistical 
significance of the relationship between Csa and Ics. 
Similarly, the narrow interval of 0.143 to 0.340 for H2 
supports the significance of the relationship between Csa and 
Sr. H3's confidence interval of -0.171 to -0.020 suggesting a 
significant negative relationship between Icsc and Or. 
However, caution is necessary when interpreting H4's 
confidence interval of -0.107 to 0.034, as the relationship 
between Icsc and Pr is not statistically significant. Fig. 10 
shows the results of PLS-SEM analysis. 

 
Fig. 10. Results of the PLS-SEM analysis. 

I. Impact of Negative Path Coefficient Values among 

Hypotheses 

Hypothesis H3 examines the relationship between the 
implementation of cyber security controls and precautions 
(Icsc) and organizational resources (Or), while Hypothesis H4 
explores the relationship between Icsc and personal resources 
(Pr). Although both hypotheses have negative path 
coefficients, H3 (-0.132) is statistically significant, whereas 
H4 (-0.054) is not. Here is a detailed justification for these 
findings: 

Hypothesis H3: The negative path coefficient (-0.132) in 
H3 suggests that as the implementation of cyber security 
controls and precautions (Icsc) increases, the availability or 
allocation of organizational resources (Or) decreases. Several 
reasons contribute to this relationship: 

 Resource Reallocation: When organizations prioritize 
the implementation of cyber security controls and 
precautions, they often allocate resources, such as 
financial investments, personnel, and technology, to 
support these measures. This reallocation of resources 
can lead to reduced availability or allocation of 
resources for other organizational activities, resulting 
in a negative relationship between Icsc and Or. 

 Trade-offs: Implementing cyber security controls and 
precautions often involves making trade-offs in 
resource allocation. Organizations may need to invest 
in security technologies, employee training, or hiring 
specialized personnel, which could lead to limited 
resources for other organizational needs. As a result, 
the negative path coefficient indicates that an increase 
in Icsc is associated with decreased available resources. 

 Efficiency and Effectiveness: Implementing cyber 
security controls and precautions effectively requires 
utilizing resources efficiently. Organizations with 
limited resources may face challenges in implementing 
comprehensive security measures, leading to increased 
vulnerability and organizational risk. Consequently, the 
negative relationship between Icsc and or may arise 
from the difficulty in maintaining sufficient resources 
for cyber security and other organizational functions. 

Hypothesis H4: Although H4 suggests a negative 
relationship between Icsc and personal resources (Pr), the non-
significant p-value (0.313) indicates that this relationship is 
not statistically significant in the given sample. Several 
reasons may contribute to this result: 

 Individual Factors: Personal resources encompass an 
individual's capabilities, knowledge, skills, and access 
to relevant information. The negative path coefficient 
implies that, in theory, as Icsc increases, personal 
resources (Pr) should decrease. However, in the context 
of the specific sample or survey respondents, other 
factors such as individual characteristics, experiences, 
and attitudes may overshadow the impact of Icsc on 
personal resources. 

 Complexity of Personal Resources: Personal resources 
in cybersecurity could include individual knowledge, 
expertise, awareness, and adherence to security 
practices. Assessing personal resources accurately can 
be challenging, as it involves subjective factors and 
self-perception. Measurement limitations or 
insufficient sensitivity in capturing personal resource 
variations may contribute to the non-significant 
findings. 

 Indirect Relationship: The relationship between Icsc 
and personal resources may be indirect, mediated by 
other variables not considered in the hypothesis. 
Factors such as organizational culture, training 
programs, or information-sharing practices might 
influence personal resources, moderating the 
relationship between Icsc and Pr. Not accounting for 
these mediating factors could result in a non-significant 
direct relationship between Icsc and Pr. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1091 | P a g e  

www.ijacsa.thesai.org 

By considering a more extensive and diverse sample, 
conducting qualitative investigations, or refining the 
measurement instruments, researchers can better understand 
the relationship between Icsc and personal resources in the 
specific context of cyber security. 

V. CONCLUSION AND FUTURE WORK 

 Based on the research findings, several fruitful insights 
can be drawn that shed light on the relationships between 
cybersecurity items within organizations. The study identified 
a significant positive relationship between Cyber Situational 
Awareness (Csa) and Implementation of Cybersecurity 
Controls (Icsc), suggesting that enhancing awareness can 
contribute to better control implementation. In simple terms, 
Saudi Arabia should focus on raising cyber situational 
awareness among SMEs so that the SMEs have 
implementation of cyber security controls in their companies. 
Additionally, a significant positive relationship was found 
between Csa and Social Resources (Sr), emphasizing the 
importance of promoting awareness to enhance organizational 
resilience. Saudi Arabia should promote awareness among the 
SMEs so that the SMEs can have better organizational 
resilience to different cyber-attacks. Furthermore, a significant 
negative relationship between Icsc and Organizational 
Resources (Or) indicates that robust control implementation 
can potentially reduce organizational risk. SMEs in Saudi 
Arabia should implement robust cyber security mechanisms in 
their companies to reduce organizational risk. However, no 
significant relationships were found between Icsc and 
Personal Resources (Pr). In the context of Saudi Arabia, 
implementing cyber security does not rely on the personal 
resources of the employees of the SMEs. These findings 
provide valuable insights for organizations seeking to improve 
their cybersecurity practices. 

While the study provides valuable insights, some 
limitations should be acknowledged. Firstly, the effect sizes 
observed were relatively small, suggesting that there may be 
other factors at play that were not considered in the analysis. 
Additionally, the study relied on self-reported data, which may 
introduce biases and inaccuracies. Data was collected from 
different sectors. The sample size and composition could also 
affect the generalizability of the findings. Furthermore, the 
study focused on specific variables and did not consider 
potential mediating or moderating factors. These limitations 
should be taken into account when interpreting the results. 

Future work can focus on several areas to address the 
limitations and extend the research. Firstly, qualitative 
research can provide a deeper understanding of the underlying 
mechanisms behind the identified relationships. This 
qualitative exploration can help identify specific aspects of 
Cyber Situational Awareness and Personal Resources that 
impact control implementation most. Additionally, future 
studies can delve deeper into the dimensions of Cyber 
Situational Awareness, such as knowledge of threats and risk 
assessment capabilities, to develop targeted interventions and 
comprehensive training programs. Exploring additional 
contributors to Organizational Resources, such as human 
factors, supply chain vulnerabilities, and emerging 
technological threats, can also provide a more holistic 

understanding of risk management. Furthermore, investigating 
the role of communication strategies, organizational culture, 
and individual cognitive biases can assist in designing 
effective risk communication campaigns and tailored training 
programs. Integrating technical controls with organizational 
and behavioral aspects in comprehensive frameworks can 
enhance the effectiveness of cybersecurity initiatives. These 
future directions can further advance the understanding and 
practice of cybersecurity within organizations. 
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Abstract—To discover potential risks and vulnerabilities in 

the network in time and ensure the safe operation of the network, 

a network security detection method based on abnormal traffic 

detection is studied. Construct network security detection 

architecture from several aspects, including the front-end 

interface module, control center module, network status 

extraction module, anomaly detection module, alarm module, 

and database module. Use NetFlow technology to capture 

network traffic from the network in the form of flow, and use the 

KNN algorithm in the traffic filtering submodule to filter 

network traffic packets and eliminate duplicate traffic data. 

After filtering traffic, the traffic data is transmitted to the feature 

selection sub-module. PCA-TS algorithm is used to reduce the 

dimension of the network traffic data and select the network 

traffic characteristics, and then it is input into the SVM classifier. 

The improved SVM multi-classification algorithm is used to 

classify normal and abnormal traffic, complete abnormal traffic 

detection, and achieve network security detection. Experimental 

results show that the time for feature selection of this method 

does not exceed 3.0s, and the G score in the detection process also 

remains above 0.70, indicating that this method has strong 

network security detection capability. 

Keywords—Abnormal traffic; network security detection; data 

dimensionality reduction; flow characteristics; traffic capture; 

alarm module 

I. INTRODUCTION 

Network security detection refers to a comprehensive 
security assessment and inspection of the computer network 
system to find potential security risks and vulnerabilities and 
take corresponding measures to protect the security and 
integrity of the network system [1]. Its significance lies in 
preventing potential threats, protecting important data, 
maintaining business continuity, improving user trust and 
complying with regulatory requirements. By preventing 
potential threats, vulnerabilities and weaknesses in the network 
system can be found and repaired in time to avoid security 
attacks [2]. At the same time, security incidents such as hacker 
intrusion, data leakage and malware infection can be avoided 
by timely finding and solving security problems [3]. Network 
security detection can help enterprises and individuals protect 
important business and personal data. Data security and 
confidentiality can be ensured by detecting vulnerabilities and 
risks in the network system [4]. It can also ensure the normal 
operation of the network, reduce business interruption and loss 
caused by security vulnerabilities and attacks, find and repair 
the vulnerabilities in the network system in time, and ensure 
the continuity and stability of the business [5]. By improving 
network security through network security detection, users can 
use online services more confidently without worrying about 

personal information leakage or account theft [6]. Therefore, 
network security detection is of great significance. 

With the popularization of computer network applications 
and services, the number of Internet users continues to 
increase, and the demand for Internet information sharing 
continues to expand [7]. The threat of network security attacks 
has become more serious, and network anomaly detection has 
become an increasingly important task in network security 
research [8]. There are many reasons for network exceptions, 
such as network overload, worm network intrusion, routing 
policy modification, and distributed denial of service attacks. 
Network traffic anomaly is the most common threat in network 
anomaly. Abnormal network traffic may reduce the central 
network speed or even cause network paralysis, which will 
cause serious damage to the network environment [9]. Weihai 
caused by abnormal network traffic is generally characterized 
by bandwidth occupation, network blocking, failure to send 
normal information on time, network packet loss, etc. [10]. For 
computer systems, servers, and clients, the harm caused by 
abnormal network traffic is shown as occupying a large amount 
of memory space, and data responses are transmitted to the 
server normally with different responses [11]. Many scholars 
have studied network security detection methods to solve these 
threats to network security and achieve timely hazard warnings 
and other functions. 

Wozniak M et al. [12] studied the cyclic neural network 
model for threat detection of the Internet of Things and 
network malware. This method classifies the information in the 
network through the cyclic neural network to detect malicious 
threat information, but this method cannot achieve security 
alarm in the detection process, and the detection results of 
multiple attacks are not clear enough; Steno P et al. [13] 
studied uses deep learning to detect threat objects in security 
screening. This method uses deep learning network and cross-
entropy loss calculation to realize risk screening in network 
objects, but this method cannot detect the degree of flow 
fluctuation in the network, resulting in a small detection range; 
Gaber T et al. [14] studied an injection attack detection method 
for intelligent Internet of Things applications using machine 
learning. This method detects network attack traffic in smart 
cities, uses constant removal and recursive feature elimination 
methods to achieve feature selection, and uses machine 
learning classifiers to classify attack traffic. Although the 
accuracy of this method is as high as 99%, this method needs a 
lot of time in feature extraction and detection. 

The abnormal traffic detection method identifies and 
detects abnormal situations inconsistent with normal network 
traffic behavior by analyzing the network traffic changes. This 
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detection method can help find abnormal activities in the 
network, such as network attacks, malware propagation, data 
leakage, etc., to ensure the network's security and stability [15]. 
There are many methods to detect abnormal network traffic, 
such as traffic analysis methods, machine learning methods, 
etc. The traffic analysis method determines whether the traffic 
is abnormal by capturing and parsing the network data packets, 
analyzing the source address, destination address, protocol type 
and other information of the data packets, as well as the size, 
frequency and other characteristics of the data packets. For 
example, an exception may exist if an IP address sends many 
data packets quickly or a port receives abnormally large data 
traffic. The machine learning method uses algorithms to 
analyze and model network traffic to identify abnormal traffic. 
Machine learning can automatically identify abnormal data 
packet size, abnormal connection behavior, etc. [16] by 
learning the characteristics of normal traffic behavior. 
Therefore, this paper proposes an abnormal traffic detection 
method based on support vector machine (SVM). The 
innovation lies in the construction of a network security 
detection architecture, which uses NetFlow technology to 
capture traffic data from the network and uses KNN algorithm 
to remove duplicate data. In the feature selection submodule, 
PCA-TS algorithm is used to reduce the dimensionality of 
network traffic and select features. An improved SVM multi 
classification algorithm is used to classify normal and 
abnormal traffic, achieving efficient abnormal traffic detection 
and network security detection. 

II. DESIGN OF NETWORK SECURITY DETECTION METHOD 

A. Construction of Network Security Detection Architecture 

To improve the network security and operation status, this 
paper studies the network security detection architecture, 
shown in Fig. 1. The architecture is divided into a foreground 
interface, control center, network status extraction, anomaly 

detection, alarm, and database modules. Feature selection and 
anomaly detection modules are the architecture's main parts. 

The specific contents of the network security detection 
architecture are as follows: 

1) Front-end interface: The main functions of the front-

end interface module include network topology node display 

function, user information display and user login function, 

system working status display function, log information 

display function and abnormal flow alarm display function. 

The main function of the foreground interface is to provide 

users with a good and beautiful interface display function and 

provide users with a good interaction function. The network 

topology node display function can view the current network's 

working nodes and the current network's topology. The alarm 

display function can more intuitively see the attacked node. 

The log information display function can view the system log, 

including user login information and running status record 

information on the architecture. 

2) Control center: The main functions of the control 

center module include user authority management function, 

configuration function, alarm function, task allocation 

function, etc. The user authority management function can 

ensure that the authority is not abused. Only super users have 

administrator authority to modify sensitive content such as 

network configuration information. The alarm function makes 

it possible to quickly give feedback to the foreground interface 

to prompt network exceptions when the detection architecture 

is abnormal and even locate the attacked node in time. The 

task allocation function mainly includes switching between 

the network status extraction function, normal detection status, 

and log viewing function. 

Database module

Data acquis ition 

module

Data filter module
Feature selection 

module

Status  update 

module

Anomaly 

detection 

module

Alarm 

module

Control center

Foreground interface

 

Fig. 1. Overall design of network security detection architecture. 
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3) Feature selection module: The main function of the 

feature selection module is to capture network traffic through 

the function of collecting data and selecting the features of the 

captured traffic to achieve feature extraction. In the safe 

working mode, the module saves the extracted feature 

information to the database. In the normal working mode, the 

extracted features are transmitted to the abnormal flow 

detection module to judge the abnormal flow of the network. 

In the update mode, the extracted features are updated to the 

database. Feature selection module is one of the most 

important functional modules, including four sub-modules: 

traffic capture module, traffic filtering module, feature 

selection module and network status update module. 

The traffic capture submodule's main function is to capture 
each node's data packets and then save the data packets to the 
packet queue. The main function of the traffic filtering sub-
module is to filter the redundant content and duplicate content 
captured and then wait for the feature selection sub-module to 
extract features. The feature selection sub-module is the core 
module of the architecture. It receives the data package of the 
filter sub-module, selects its features, and saves the extracted 
state information to the database. The status update sub-module 
mainly updates the recorded standard status information. 

4) Anomaly detection module: The anomaly detection 

module is mainly responsible for judging whether the network 

has been attacked by abnormal traffic and passing the 

detection results to the alarm module. At the same time, the 

detection results are saved in the database as log management, 

which can facilitate viewing historical record information. The 

algorithm implements this module. At the same time, this 

module is one of the most important functional modules and is 

the key judge of whether an intrusion occurs. 

5) Alarm module: The main function of the alarm module 

is to send an alarm to the user when the abnormal flow 

detection module judges that an intrusion has occurred. The 

alarm module receives the result of the abnormal flow 

detection module. If the result is true, the alarm information 

will be written into the database and sent to the control center 

simultaneously. The alarm can be sent out an alarm tone or 

pop up a window light on the foreground interface. 

6) Database module: The main function of the database 

module is to record various types of information, including log 

information, user information records, alarm information 

records, etc. The database module is the information center of 

the entire architecture. All data extraction, information 

exchange and record-keeping between modules are completed 

in this module. The database module requires the physical 

support of the database software, or it can be deployed to an 

independent server separately. 

B. Network Traffic Capture 

Based on NetFlow technology, the traffic capture sub-
module under the feature selection module in the network 
security detection architecture captures network traffic in flow. 
Use the V9 NetFlow technology as a sniffer or probe in the 
network to transmit the traffic records to a data collector with a 

specified IP address. The output package format of NetFlow 
V9 is shown in Fig. 2. FlowSet represents the collection of 
traffic records. The Template Flowset in Fig. 2 is the template 
for subsequent data records, enhancing network traffic records' 
flexibility. 

Packet Header

Template Flowset

Data FlowSet

Data FlowSet

……

Template Flowset

Data Flowset

 
Fig. 2. Analysis of the output package format of NetFlowV9. 

Encapsulates the network traffic records into UDP packets 
and transmits them to the collector with UDP protocol to 
ensure high efficiency when transmitting a large number of 
traffic records. To prevent NetFlow from generating a large 
amount of data and causing network congestion, a dedicated 
link is designed for the traffic record output to the collector in 
the congestion-sensitive network. When the collector cannot be 
placed at the router's next hop or the transmission link cannot 
be exclusive to NetFlow, a special link needs to be designed to 
handle the large amount of data NetFlow generates. 

C.  Traffic Filtering of KNN Classification Algorithm 

After capturing the network traffic data, due to the huge 
amount of network traffic data [17], and some botnet traffic 
and duplicate content, effective measures must be taken to 
filter the traffic. Through reasonable filtering means, the traffic 
data can be more conducive to subsequent network security 
detection [18]. This paper uses the KNN algorithm to filter 
traffic in the traffic filtering sub-module under the feature 
selection module. 

1) Filtering analysis: KNN algorithm realizes 

classification by measuring the distance between different 

eigenvalues to achieve a data filtering effect. If most of the    
that the most similar samples belong to a category, the 

samples also belong to that category. The most similar 

definition here is that the eigenvalue of the sample is the 

nearest in the feature space. Among   is an integer less than 

or equal to 20. In the KNN algorithm, the most similar 

samples are correctly divided into corresponding classes [19]. 

When this method is used for classification, the possible 

classification of samples is determined according to the 

classification of the nearest one or several samples. Fig. 3 

shows the operation mode of the algorithm. 
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K=3

K=6

 
Fig. 3. Analysis of KNN algorithm operation mode. 

It can be seen from Fig. 3 that when    , the grey filled 
circle shall belong to the hollow triangle type. When    , 
the grey filled circle shall be classified as a hollow square. 
Therefore, it can be concluded that the selection of 
values   affects the filtering results; the optimal value can 
make the filtering effect the best. 

2) Flow filtration: Due to the large difference between 

normal traffic and abnormal traffic caused by attacks, the 

external parameters of abnormal traffic can be filtered out 

from the external parameters of mixed traffic, including 

normal and abnormal traffic, using the KNN method to 

achieve faster traffic data processing [20]. The implementation 

process is: 

The obtained labelled data (packet length, URL length) and 
unlabeled data (packet length, URL length) are regarded as 
vectors, and their Euclidean distances are calculated. European 
distance can be calculated by Formula (1): 

    (   )  √∑ (     )
  

    (1) 

In Formula (1),     (   ) represents a data set between 
European distance of   and  ;    and    respectively represent 
  of the labeled data and unlabeled data;    indicates the 
number of traffic data. This formula can measure the absolute 
distance between points in multidimensional space. 

3) The first one closest to the unlabeled data is counted 

  the labelled data with the most occurrences among the data 

will be marked with the same label as the unlabeled data. 

Obtain a batch of labelled data, which can support subsequent 

work in terms of data quantity. 

D. Design of Network Traffic Feature Selection Method 

Real network traffic contains many feature attributes, and 
the existing anomaly traffic detection methods based on feature 
analysis cannot meet the real-time requirements of high-
dimensional feature analysis [21], [22]. Therefore, when this 
paper filters the traffic data through the KNN algorithm, the 
feature selection submodule uses the traffic feature selection 
algorithm based on principal component analysis (PCA) and 
tabu search (TS) to conduct feature reduction and near-optimal 
feature subset selection for high-dimensional features through 

PCA-TS, providing reliable feature data for subsequent 
abnormal traffic detection. 

1) Dimension reduction of traffic data: The 

dimensionality of the traffic data filtered by the KNN 

algorithm is reduced to facilitate the subsequent feature 

selection [23]. Principal component analysis is an effective 

method of analyzing data in statistics, mainly used for feature 

extraction and data dimension reduction. The idea is to reduce 

the dimension of a data set with high dimension and 

correlation by using the feature space transformation of 

statistical properties of the data set [24]. PCA transforms the 

original space into a new principal component space, and the 

principal components are unrelated. 

Assume that the network traffic data set contains N samples 
  *            +    , where,  is the feature space,  is 
the characteristic dimension. Find variable space   
*            + , satisfied     and    (     )   , through 

transformation   new variables   can represent most of the 
information of   original variables  , as shown in Formula 
(2): 

        (   )  (2) 

In Formula (2),  is a one     orthogonal matrix and is 
the covariance matrix of the eigenvalue matrix of data samples  

  
 

 
∑ (    )(    )  

   , where,   
 

 
∑   

 
   . 

Therefore, it is transformed into solving the eigenproblem as 
shown in Formula (3): 

         (3) 

In Formula (3),    is characteristic value of  ,  is the 
corresponding eigenvector. Principal component analysis 
selects several characteristic values with a high contribution 
rate   corresponding eigenvector  as the principal component, 
to achieve the purpose of dimension reduction. The 
characteristic contribution rate is shown in Formula (4): 

∑   
 
   

∑   
 
   

 
∑   
 
   

 
    (4) 

In Formula (4),  is the threshold value of the feature 
contribution rate, feature dimension   is selected according to 
  to determine the general choice  85%~95%. When using 
PCA for analysis, different variables in the data often have 
different dimensions, leading to a large difference in the 
dispersion of the values of each variable, thus affecting the 
calculation accuracy. To eliminate the possible impact of 
different dimensions, the variables need to be standardized 
first, and then the dimension can be reduced by PCA. 

2) Feature selection based on the tabu search algorithm: 

After the dimensionality reduction of traffic data through the 

PCA algorithm, feature selection can be done. Tabu Search 

(TS) algorithm is a heuristic global optimization search 

method, which obtains the global optimal solution by marking 

the searched local optimal solution and avoiding repeated 

search in the iterative calculation [25]. The main idea of the 

algorithm is first to determine an initial effective solution  , 

for each solution   define a neighborhood  ( ) , determine 
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several candidate solutions from the neighborhood of the 

current solution, and select the best candidate solution from 

them. Selecting the best candidate solution is a search process. 

To avoid the search process being limited to cycles, TS avoids 

the local optimization of the search algorithm by constructing 

a tabu table and defining stop rules. Tabu list before saving 

  the second taboo length avoids returning to the original 

solution, thus improving the search ability of the solution 

space; Stop rule defines that when the optimal solution cannot 

be improved within several iterations, the algorithm stops. In 

addition, neighborhood, tabu list, tabu length, amnesty rule 

and initial solution in the tabu search algorithm will directly 

affect the search optimization results. 

Feature selection based on tabu search is an optimization 
problem constrained by the objective function, and the 
appropriate objective function improves the quality of search 
and optimal feature selection. A good feature solution should 
guarantee as much classification information as possible on the 
minimum number of features. In information theory, the 
greater the information gains of an attribute, the greater the 
amount of information it contains [26]. Based on the 
information gained, the classification information of feature 
vectors can be effectively evaluated. Therefore, this paper 
selects information gain as the objective function and defines 
the objective function as shown in Formula (5): 

    ∑  ( )  
∑  (  )
 
   

 

 
     (5) 

In Formula (5),  ( ) represents sample   whether it is 

correctly classified,   is the number of samples;  (  )  is 
information gain of features  . Ensure that the maximum 
classification information is guaranteed with a small number of 
features through Formula (5), and select divided by   that can 
ensure faster tabu search speed and avoid overfitting. 

The selection of the initial solution in tabu search greatly 
impacts the effect of tabu search. In the calculation process of 
other optimal feature selection algorithms, due to the large 
feature dimension of actual network traffic, it will affect the 
efficiency of the tabu search algorithm, and feature redundancy 
will also affect the selection of the optimal feature set. 
Therefore, the initial solution of tabu search has an important 
impact on search efficiency and quality. 

Generally, the larger the feature, the higher the accuracy of 
the analysis is. However, in practice, too large a feature space 
will cause two problems: (1) The huge feature space not only 
needs higher storage space but also increases the measurement 
time, which is difficult to apply to real-time traffic analysis; (2) 
In some applications, such as anomaly detection, service 
classification, etc., the characterization of different network 
services requires different feature attribute vectors. If all 
features are used to represent different service flows, not only 
the learning effect is reduced, but also the learning time is 
increased. So, feature selection is to mine the best feature set to 

describe network traffic; best and tabu search provides a near-
optimal solution. 

3) Feature selection design based on PCA-TS algorithm: 

The statistical characteristics of network traffic refer to the 

characteristics of extracting ports and protocols from the 

attributes of packets or flows. Such as message length, arrival 

interval, number of messages, flow duration, number of 

messages in the flow, etc. Feature vectors represent these 

statistical characteristics. Such as a network flow  , the 

characteristic description based on the flow can be expressed 

as   *            + , where    represents the value of the 

feature. The feature set of a flow may contain as many as 

hundreds of features. Finding a small number of optimal 

feature subsets to describe the flow is important to improve 

learning efficiency. 

Therefore, this paper makes full use of the feature that PCA 
can perform fast and effective feature reduction on high-
dimensional data, and improves the efficiency of solving the 
optimal solution of the tabu search method by eliminating 
feature redundancy and reducing the dimension space. To this 
end, this paper selects network traffic characteristics by 
combining PCA and TS algorithms. The flow chart of the 
PCA-TS feature selection method is shown in Fig. 4. 

In Fig. 4, the specific implementation steps of the PCA-TS 
algorithm are as follows: 

1) The tabu table is empty, and initialization parameters 

are set: tabu length      , maximum iterations      
   , maximum improvement times  ̄       . 

2) Use PCA to reduce the original network traffic 

characteristics and obtain the reduced feature collection 

  
  {            }，  is the number of feature sets after 

reduction. 

3) To feature set   
  perform binary coding to obtain the 

initial solution      . 

4) Set termination conditions, when getting  ̄   , the 

search stops; When the best solution cannot be improved by 

passing      , stop searching. 

5) Judge whether the termination conditions are met. If the 

termination conditions are met, end the operation and output 

the optimal flow feature subset. Otherwise, go to the next step. 

6) Initial solution      brings into the neighborhood 

structure to calculate the neighborhood solution, and the best 

candidate solution is selected through the objective function. 

7) Judge whether the candidate solution meets the amnesty 

rule. If yes, update the optimal solution in the tabu list and go 

to step (4), otherwise go to the next step. 

8) Calculate the tabu attribute of the candidate solution, 

select the initial value of the optimal replacement tabu table 

for non-tabu objects, and go to step (4). 

9) End, output the optimal flow characteristic subset   
 . 
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Start

Parameter initialization
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Are the termination conditions met?

The initial solution is brought into the 

neighborhood function to calculate all the 

neighborhood function solutions, and the best 

candidate solution is selected by the objective 

function

Whether amnesty rules are met？

The object corresponding to the current solution 

replaces the object that enters the tabu table earliest, and 

updates the optimal solution

The tabu attribute of the candidate solution is calculated, and the 

optimal state of the non-tabu object in the candidate solution is 

selected as the new current solution, and the object that enters the 

emergency table earliest is replaced with the object

The optimal feature subset of network 

traffic is output

Finish

Y

N

Y

N

 
Fig. 4. Process of feature selection method based on PCA-TS. 

In Fig. 4, the specific implementation steps of the PCA-TS 
algorithm are as follows: 

1) The tabu table is empty, and initialization parameters 

are set: tabu length      , maximum iterations      
   , maximum improvement times  ̄       . 

2) Use PCA to reduce the original network traffic 

characteristics and obtain the reduced feature collection 

  
  {            }，  is the number of feature sets after 

reduction. 

3) To feature set   
  perform binary coding to obtain the 

initial solution      . 

4) Set termination conditions, when getting  ̄   , the 

search stops; When the best solution cannot be improved by 

passing      , stop searching. 

5) Judge whether the termination conditions are met. If the 

termination conditions are met, end the operation and output 

the optimal flow feature subset. Otherwise, go to the next step. 

6) Initial solution      brings into the neighborhood 

structure to calculate the neighborhood solution, and the best 

candidate solution is selected through the objective function. 

7) Judge whether the candidate solution meets the amnesty 

rule. If yes, update the optimal solution in the tabu list and go 

to step (4), otherwise go to the next step. 

8) Calculate the tabu attribute of the candidate solution, 

select the initial value of the optimal replacement tabu table 

for non-tabu objects, and go to step (4). 

9) End, output the optimal flow characteristic subset   
 . 

E. Abnormal Flow Detection 

After selecting network traffic characteristics, you can use 
the selected traffic characteristics to detect abnormal traffic 
through the network security architecture abnormal traffic 
detection module. Improve the detection efficiency of 
abnormal flow and improve the detection accuracy. This paper 
uses the SVM algorithm to detect abnormal traffic, assuming 
there is   type of samples, and then it is necessary to construct 
  two class classifiers. Each classifier is used to separate one 
class from the rest. During training, please take one of them as 
positive, and the rest     class is negative. When judging, 
the sequence of the tested samples passes through  , the total 
of two class classifiers  output values is 

  ( )     (  ( ))             . If the decision result 

contains only one+1, the corresponding classifier's sample 
class to be detected is the positive class. Suppose there is more 
than one+1 in the decision result, that is, classification overlap. 
In that case, it is also necessary to compare the decision 
function value of the classifier whose output is+1, and the 
positive class of the classifier with the largest value represents 
the class of the sample to be detected. If the judgment result is - 
1, the sample is considered to be indivisible. Therefore, this 
paper proposes an improved SVM multi-classification 
algorithm. The idea of class distance in clustering analysis is 
used as the basis for sorting the second-class classifiers in the 
detection model. 

About   class flow characteristic samples, calculate the 
center distance from each class to other classes, and then 
calculate the average distance from each class to other classes. 
The class with the largest average distance is the class with the 
most obvious specificity, and such class is preferred as the 
positive class of the second-class classifier ranking first. The 
relevant definition of distance is: 

Definition 1: Center distance. The center distance of the 
flow characteristic samples of class   and   is defined as the 
Euclidean distance in the space of the spherical center that can 
contain all class   traffic characteristic samples to the spherical 
center that can contain all samples of class   traffic 
characteristics, recorded as    . 
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Definition 2: Average distance. The mean distance between 
the class  traffic characteristics and the remaining categories is 
defined as the mean of the center distance from the class 
  traffic characteristics to the other samples of the traffic 
characteristics, recorded as   , and meet: 

   (
  
 

   
)∑    (   ) 

   . 

The specific implementation steps are as follows: 

1) Calculate the center distance of    (                
 )between various flow characteristic samples and other flow 

characteristic samples according to definition 1. 

2) Calculate the average distance of   (  
         ) between various flow characteristic samples and 

other flow characteristic samples according to definition 2.  

3) Compare the size of step 2  , and then follow the 

categories that numbered in descending order  . 

4) Construct one by one according to the sample number 

sequence obtained in step (3) the   two class classifiers. The 

sample with the first number is the positive class of the first 

second-class classifier, the sample with the second number is 

the positive class of the second-class classifier, and so on. 

During abnormal flow detection, let the sample to be tested 
pass through each two-class classifier in turn. If the decision 
result of the sample to be tested in a classifier is+1, then it is 
determined that the sample is the positive class of the 
corresponding classifier, and the detection of this sample is 

terminated. If the output result of samples passing through all 
the second-class classifiers in turn is - 1, it is determined as 
unknown flow, added to the set to be verified, and waiting for 
re training. The sample decision process is shown in Fig. 5. 

The distance first SVM multi-classification algorithm can 
improve the classifier's detection accuracy. Therefore, although 
  class two classifiers were constructed when building model 
sets. However, in the improved SVM multi-classification 
algorithm, when a classifier is judged as+1, the judgment is 
terminated to shorten the sample detection time. 

At this time, according to the specific process of abnormal 
network traffic detection method, abnormal traffic detection 
can be realized by the following methods: 

1) NetFlow technology captures network traffic packets 

through flow. 

2) The captured data packets are used in the KNN 

algorithm to filter traffic and eliminate duplicate traffic 

packets. 

3) After data filtering, the traffic packets are input into the 

PCA-TS algorithm for data dimensionality reduction and 

feature selection. 

4) After obtaining the traffic characteristics, the structure 

contains   sample a set of traffic, including normal traffic 

and    abnormal flow with obvious difference in the 

distribution characteristics of three kinds of flow. 
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Fig. 5. Sample decision process. 
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5) The improved SVM multi - classification method is 

used to input the characteristic samples of the traffic to be 

measured into the SVM multi-class classifier. If the second-

class classifier can recognize the characteristic samples of the 

traffic to be measured, it is determined that the traffic of the 

corresponding category is detected. If the detected flow is 

normal, continue; if it is abnormal, send an alarm. Repeat step 

(5). If the flow characteristic sample to be detected is 

determined to be an unknown flow, perform step (6). 

6) Add unknown traffic to the collection to be verified. If 

the traffic in the set to be verified can be clustered and is 

significantly different from the normal traffic, it can be 

considered that a new anomaly has occurred. 

7) Add new exceptions to the training samples in step (1) 

for re training to obtain a new model set, and repeat step (5) to 

achieve network security detection. 

III. EXPERIMENTAL ANALYSES 

To verify the effectiveness of the network security 
detection method in this paper, this paper constructs a 
simulation experiment through the NS2 simulation platform 
and shows the network topology in Fig. 6. 

In Fig. 6, R1, R2 and R3 are routers, of which R2 is the 
"key router". The link between R2 and R3 is the bottleneck 
link, with a bandwidth of 10Mbps and a delay of 30ms. All 
other links have a bandwidth of 100Mbps and a delay of 15ms. 
The network contains 25 legitimate TCP connections, 10 of 
which are background traffic. 

Meanwhile, attack parameters are designed: attack cycle is 
1s, attack pulse duration is 150ms or 200ms or 250ms, and 
attack pulse intensity is 30Mbps or 40Mbps. The observation 
time window WS duration is 90s, and the attack packet types 
are UDP, ICMP, and invalid TCP. 

The experimental data set uses the Honeynet Challenges 
data set provided by the HoneyPot Project. HoneyPot Project is 
a non-profit network security research institution committed to 
studying the latest network attacks and developing open-source 
security tools to improve the network environment. The 
organization has volunteers from all over the world. On its 
official website, many open-source security tools are 
developed to improve the network security environment. Table 
I shows some network traffic attributes of the experiment. 

Analyze this method's abnormal feature selection ability 
before abnormal flow detection, and analyze the time required 
for different abnormal flow feature selections. The analysis 
results are shown in Table II. 
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15 TCP connections
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connections)

R1
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R2

100Mbps
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R3

……

10Mbps30ms

 
Fig. 6. Topology structure of the experimental network. 

TABLE I.  ATTRIBUTE LIST OF NETWORK TRAFFIC STATUS 

Serial number Symbolic representation Feature description 

1 outPckets Total number of egress packets 

2 outBytes Total size of the egress packet 

3 inPckets Total number of incoming packets 

4 inBytes Indicates the total packet size of the entry 

5 minOutpktLen Indicates the minimum Byte of the egress packet 

6 maxOutpktLen Indicates the maximum Byte of the egress packet 

7 meanLenOutsm Average Byte of the egress packet 

8 minInpktLen Indicates the maximum Byte of the incoming packet 

9 maxInpktLen Indicates the maximum Byte of the incoming packet 

10 meanLenInsm Average Byte of an incoming packet 

11 Outtotalduration The total duration of the exit flow 

12 Outavgduration The average duration of the exit flow 

13 Intotalduration The total duration of the inlet stream 

14 Inavgduration The average duration of the inlet stream 

15 OutavePktPerSecond Average outbound packet size per second 

16 InavelPktPerSecond The average size of an entry packet in seconds 

17 InnerOneToMulty Indicates the number of one-to-many internal IP addresses 

18 OutOneToMulty Indicates the number of one-to-many external IP addresses 

19 stdLenOutqsm Mean square error of the egress message 

20 stdLenInqsm Mean square error of the incoming message 
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TABLE II.  TIME REQUIRED FORABNORMAL FEATURE SELECTION 

Feature sequence 

number 
Feature type Specific description 

Time required for 

feature selection /s 

1 duration Connection duration 2.4 

2 service The network service type of the target host 2.6 

3 src_bytes Number of bytes of data from the source host to the destination host 2.1 

4 land Determine whether the connection is coming from the same host or port 1.5 

5 urgent Number of urgent packets 1.7 

6 num_failed_logins The number of failed login attempts 1.5 

7 num_compromised Compromised frequency 1.7 

8 num_access_files The number of times the control file was accessed 1.5 

9 is_hot_login Whether the login belongs to the hot list 1.6 

10 protocol_tyoe Protocol type 2.6 

11 flag The connection status is normal or incorrect 1.4 

12 dst_bytes The number of bytes of data from the destination host to the source host 2.1 

13 hot The number of times to access system-sensitive files and directories 2.5 

14 wrong_fragment The number of incorrect segments 1.9 

15 dst_host_diff_srv_rate 
Among the top 100 connections, the proportion of connections that have different 
services to the same destination host as the current connection 

1.5 

16 
dst_host_srv_diff_host

_rate 

Among the top 100 connections, the number of connections that have the same 

destination host as the current connection and the number of connections that have a 
different source host from the current connection 

1.5 

17 srv_count 
Number of connections that have the same service as the current connection in the 

last two seconds 
1.6 

 

According to Table II, this method can effectively select 
multiple features during feature selection to provide reliable 
data for subsequent network security detection. At the same 
time, in the feature selection process, the time for this method 
to realize feature selection does not exceed 3.0s. Therefore, this 
method has a strong feature selection ability, which provides a 
reliable guarantee for subsequent abnormal traffic detection. 

This paper uses the G score to evaluate this method's 
abnormal traffic detection effect. G score is defined as: 

  √                   (6) 

In Formula (6),           and        indicate the accuracy 
rate and recall rate in turn. The higher the G score, the stronger 
the method's ability to detect abnormal traffic is. Test the G 
scores of different numbers of packets when they are attacked 
by different traffic and show the experimental data results 
through Fig. 7. 

As shown in Fig. 7, with the increase in the number of test 
packets, the G scores obtained by this method begin to decline 
under attacks of different attack data types. Among them, when 
being attacked by UDP, the G score obtained by the test is the 
lowest among the three attack types, but not less than 0.70. It 
shows that this method can maintain high performance in the 
detection process. This paper can get a higher G score for 
detecting ICMP and invalid TCP attacks. It can be seen that 
this detection method can effectively detect multiple types of 
attacks. 

This study selected three different scenarios for verifying 
abnormal traffic detection. In scenario B1, there are no attacks 
in the network, or the attacks present in the network have no 
direct impact on TCP data traffic. In the B2 scenario, the 
attacks present in the network have a direct impact on TCP 
data traffic, but there are no serious attacks. In the C3 scenario, 
there are serious attacks in the network. Verify the detection 
effectiveness of our method by analyzing the degree of traffic 
fluctuations in different scenarios. The analysis results are 
shown in Fig. 8. 
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Fig. 7. Analysis of G score test results. 
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Fig. 8. Analysis of traffic fluctuation degree. 

According to Fig. 8, when there is no attack in the network 
or the attack has no direct impact on TCP data traffic, the 
traffic always fluctuates below five packets/second, with a 
small fluctuation degree. When attacks in the network directly 
impact TCP data traffic, the fluctuation of network traffic 
increases. When serious attacks exist in the network, the traffic 
amplitude exceeds 20 packets/second fluctuations. From the 
above analysis, it can be seen that this method can effectively 
detect flow fluctuation. 

Injecting attack traffic at different times, namely 400s, 
800s, and 1200s, analyze the changes in the number of 
received and forwarded packets detected by the method 
proposed in this paper, the method proposed in reference [12], 
and the method proposed in reference [14]. The analysis results 
are shown in Fig. 9. 

As shown in Fig. 9, after applying the method proposed in 
this article, under normal circumstances, the number of 
received packets is approximately equal to the number of 
forwarded packets; After injecting an attack, it will restrict the 
forwarding of abnormal packets, resulting in a lower number of 
forwarded packets than received packets. At this point, the 
number of forwarded packets shows a significant decrease. In 
response to persistent attacks, the number of packets forwarded 
by the port gradually decreases until the normal number of 
forwards is restored. From this, it can be seen that the method 
proposed in this article has strong ability to detect abnormal 
traffic and can achieve network security detection. By 
comparing the methods in reference [12] and reference [14], it 
can be seen that although the overall trend of the two methods 
is similar to that of the method in this paper, both methods 
show abnormal increase or decrease, indicating that the two 
comparison methods are affected by attacks and have 
misidentification phenomena.. 
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(b) Analysis of changes in the number of forwarded packets. 

Fig. 9. Analysis of changes in the number of packets during injection attacks. 
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IV. CONCLUSION 

This paper studies the network security detection method 
based on abnormal traffic detection, uses this method, and 
applies this method to the experimental detection process. 
Experiments show that this method has a good detection effect 
on the common abnormal traffic and attacks in the network. 
Given the shortcomings of the current research, the following 
aspects can be improved in the future research work: 

1) Find or build appropriate data sets. The existing real 

data sets have some shortcomings, lacking real attack data. 

Most researchers use traditional network data sets for 

experiments. However, due to the network environment's 

limitations, the simulation data cannot fully reflect the real 

network conditions. 

2) Accurately identify the types of network attacks and 

make reasonable solutions. At present, this method can only 

achieve the detection and early warning of abnormal traffic 

and cannot achieve the processing of abnormal traffic. In the 

future, some effective abnormal traffic processing methods 

can be designed to improve network security. 
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Abstract—The booming of computer networks and 

software applications has led to an explosive growth in the 

potential damage caused by network attacks. Efficient 

detection of abnormal traffic in networks is appealing for 

facilely mastering the traffic tracking and locating for 

network usage at low resource cost. High quality abnormal 

traffic detection of Internet becomes particularly relevant 

during the automated services of multiple application 

situations. This paper proposes a novel abnormal traffic 

detection algorithm called ODFM based on the 

optimization of data feature and mining. Specially, we 

develop a feature selection strategy to reduce the feature 

analysis dimension, and set a peer-to-peer (P2P) traffic 

identification module to filter and mine the related service 

traffic to reduce the amount of data detection and 

facilitate the abnormal traffic detection. Experimental 

results demonstrate that the proposed algorithm greatly 

improves the detection accuracy, which verifies its 

effectiveness and competitiveness in the general tasks of 

abnormal network traffic detection. 

Keywords—Abnormal traffic; detection; data mining; 

feature dimension optimization; network security 

I. INTRODUCTION 

With the increasing complexity and volume of network 
traffic, the need for effective anomaly traffic detection 
algorithms is essential to ensure the security and reliability of 
networks. Anomaly traffic, which deviates significantly from 
normal patterns, can indicate potential cyber threats, network 
performance issues, or abnormal user behavior [1]. Anomaly 
traffic detection involves the identification of abnormal 
patterns or behaviors within network traffic that deviate 
significantly from the expected norm. The study has drawn 
great attention in recent decades due to the strong security 
demands on the network communications. However, traffic 
detection is deemed to be a developing and challenging issue 
since it needs to deal with various difficulties coming from 
imbalanced data, increasing network traffic volume, evolving 
and sophisticated attacks, as well as dynamic and variable 
network environments [2-5]. Various techniques have been 
developed to detect and analyze such anomalies, ranging from 
statistical-based methods [6-8], time series analysis [9-11], 
machine-learning based methods [12-14], deep-learning based 
methods [15-17], ensemble methods [18-20], flow-based 
analysis [21-23], hybrid methods [24, 25], to unsupervised 
clustering methods [26, 27]. 

Statistical based methods analyze network traffic data 
statistically to model normal behavior and detect anomalies [8]. 
These methods include mean-based models, standard 
deviation-based models, moving average models, and Gaussian 
distribution modeling. Time series analysis techniques model 
network traffic as a time-ordered series of data points, 
capturing temporal dependencies and patterns. Techniques 
such as Autoregressive Integrated Moving Average (ARIMA) 
[28], Hidden Markov Models (HMM) [29], and Wavelet 
Transform [30] is commonly used for time series analysis in 
anomaly detection. On the other hand, machine learning 
algorithms leverage historical network traffic data to 
distinguish between normal and anomalous patterns. 
Supervised learning algorithms like Support Vector Machines 
(SVM) [31], Random Forests [32], and Neural Networks 
classify traffic based on labeled datasets. Unsupervised 
learning algorithms, such as clustering and density estimation, 
detect anomalies without prior labeling. Deep learning 
algorithms, such as Convolutional Neural Networks (CNN) 
and Recurrent Neural Networks (RNN), automatically learn 
hierarchical and temporal patterns from raw network traffic 
data, excelling in detecting complex and evolving anomalies. 
However, they require significant computational resources and 
large labeled datasets. Ensemble methods combine multiple 
anomaly detection models to improve overall detection 
performance. Techniques like bagging, boosting, and stacking 
reduce false positives and enhance accuracy. Flow-based 
analysis aggregates network traffic into flows, representing 
communication between specific source and destination IP 
addresses. Flow-based anomaly detection uses flow features 
such as traffic volume, duration, or byte count to identify 
deviations from normal flow behavior. Besides, hybrid 
methods integrate multiple detection techniques, such as 
statistical, machine learning, and rule-based methods, to 
enhance accuracy. These approaches leverage the strengths of 
each technique to effectively identify a wide range of 
anomalies. Unsupervised clustering methods group network 
traffic instances into clusters, identifying anomalies as 
instances that deviate or form separate clusters. Clustering 
algorithms like k-means [33], DBSCAN [34], and self-
organizing maps (SOM) [35] are commonly employed for 
anomaly traffic detection. 

These mentioned methods have been faced with various 
difficulties and challenges. For instance, many continually 
develop sophisticated techniques to evade detection, employing 
tactics like traffic encryption, obfuscation, and mimicry. This 
poses a challenge for anomaly detection systems to identify 
and classify these evolving attacks accurately. Network traffic 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1105 | P a g e  

www.ijacsa.thesai.org 

often exhibits an imbalanced distribution, where normal traffic 
significantly outweighs anomalous traffic. Imbalanced data can 
lead to biased models that exhibit a higher false positive rate or 
overlook certain types of anomalies. Handling imbalanced data 
and addressing the bias towards the majority class is critical for 
effective anomaly detection. Network environments are 
dynamic, constantly evolving with changing user behavior, 
new applications, and network configurations. Anomaly 
detection algorithms need to adapt and remain capable of 
detecting novel or emerging anomalies. This requires 
continuous monitoring, model updates, and the ability to adapt 
to evolving network dynamics. Besides, real-time anomaly 
detection places stringent requirements on processing time and 
scalability. Efficient and scalable algorithms are necessary to 
handle large-scale network traffic, detect anomalies within 
strict time constraints, and ensure real-time analysis. Moreover, 
deep learning and complex machine learning models, while 
powerful in detecting anomalies, often lack interpretability and 
explain ability. Understanding the rationale behind anomaly 
detection outcomes is essential for effective response and 
decision-making by analysts. Ensuring transparent and 
interpretable anomaly detection models is a challenging task 
[36]. These challenges are actively being explored and 
addressed through ongoing research and development efforts. 
Advancing anomaly traffic detection techniques requires 
focusing on handling evolving attacks, addressing imbalanced 
and limited labeled data, enhancing adaptability to dynamic 
environments, reducing false positives, and improving 
interpretability. By addressing these challenges, the future 
advancement of anomaly detection systems in network traffic 
analysis can be achieved. 

Developing appropriate anomaly detection method need to 
consider several factors, including the specific network 
environment, the characteristics of the anomalies, 
computational resources, and available data. Ongoing research 
and studies are actively exploring novel algorithms, 
advancements in machine learning techniques, and the 
integration of domain knowledge to enhance the accuracy and 
efficiency of anomaly detection in network traffic. These 
efforts aim to improve the detection capabilities in diverse 
network environments and adapt to evolving threat landscapes.  
In this paper, we propose a new approach called ODFM to 
anomaly traffic detection that jointly optimizes the data volume 
and feature dimension to achieve high-accuracy detection 
results. The main contributions of the paper include: 

1) The paper propose a novel method of combining 

feature dimension reduction preprocessing with data mining 

optimization to general tasks of anomaly traffic detection, 

which takes into account the P2P traffic identification and the 

related-service traffic filter. 

2) We introduce a feature selection strategy to achieve the 

feature dimension reduction, which can automatically locate 

key traffic information, speed up the anomaly detection and 

then propel the data optimization and engine extraction. It 

effectively addresses the issue of feature vector construction 

of data mining model. 

3) An elaborate system design is conducted to verify the 

effectiveness of the proposed ODFM algorithm. Experimental 

evaluations have demonstrated its efficacy and great potential 

under various traffic anomaly detection conditions. 

II. THE PROPOSED ODFM METHOD 

A. Foundation Statement 

The proposed ODFM method is designed to address the 
issue of anomaly traffic detection. To achieve the goal of 
ODFM, we develop an ODFM based anomaly network traffic 
detection system that can effectively identify and classify 
abnormal patterns within network traffic data. The system aims 
to enhance network security, mitigate potential threats, and 
optimize network performance. The system mainly involves 
data mining mechanism to complete the network anomaly 
traffic detection. 

Data mining mechanism aims to facilitate advanced 
anomaly detection and prevention in network traffic through 
the application of association mechanisms. When employing 
association mechanisms, it becomes feasible to effectively 
detect patterns and hidden knowledge between diverse and 
interconnected data items. By combining various data attribute 
values, these mechanisms can predict attribute values for a 
certain class of data, which provides significant advantages in 
acquiring and utilizing patterns from massive datasets. Within 
computer information systems, the utilization of association 
mechanisms enables precise analysis of network anomalies, 
fault information, and user network data. The formation of 
fault factor sets and the integration and analysis of related 
information categories enhance the scrutiny of traffic data and 
management processes. Moreover, potential rules between 
different network information and data are derived, thereby 
lessening the likelihood of network risks and achieving 
efficient early warning and handling of abnormal network 
traffic. 

The primary objective of this anomaly network traffic 
detection system is to reduce the data volume and feature 
dimensions processed by the anomaly detection module, 
thereby enhancing the detection accuracy. This system focuses 
specifically on detecting malicious scanning and denial of 
service (DoS)/ distributed denial of service (DDoS) anomalies 
under the transmission control protocol, making it particularly 
applicable in transmission control protocol environments with 
a certain scale of hosts. Traditional anomaly traffic detection 
systems typically involve dealing with massive input data and 
implementing high-dimensional feature models for training. In 
contrast, the design of this system develops a feature selection 
strategy to reduce the dimensionality of feature analysis, and 
includes a P2P traffic identification module to filter relevant 
business traffic, thus reducing the data processing load and 
improving the accuracy of the detection process. 

B. The Workflow of ODFM System 

Fig. 1 depicts the detailed workflow of the proposed 
ODFM system architecture, which is designed with two 
primary phases, off-line training and online classification. In 
the off-line training phase, real-time network traffic and the 
corresponding known traffic labels are processed to create 
labeled training data. Through the application of hybrid feature 
extraction techniques in data preprocessing, an offline traffic 
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classification model is developed. During the online 
classification stage, the system performs real-time network 
traffic collection and an off-line data file analysis within the 
traffic collection and analysis module. All essential field 
information related to the traffic is stored in the database for 
further analysis. In the data preprocessing module, the feature 
selection algorithm and feature extraction engine are utilized. 
The former is employed in an offline state for comprehensive 
analysis, while the latter conducts secondary statistical analysis, 
reorganization, and calculation of the original traffic data from 
the database. This facilitates the construction of feature vectors 
for subsequent data mining models. 

The data preprocessing module encompasses some vital 
components such as data storage and access, key table 
structural design, storage design, and trigger design. These 
elements ensure an efficient handling of the data during 
processing. Within the abnormal traffic classification detection 
module, the primary objective is to identify and filter P2P 
traffic, construct a weak classifier, and enhance its performance. 
By following this system design, it is possible to improve the 
accuracy and effectiveness of online traffic classification, 
enabling efficient detection and analysis of abnormal network 
traffic. 

C. The Architecture Design 

To achieve comprehensive maturity and facilitate modular 
construction in developing the proposed ODFM system for 
general anomaly network traffic detection, it is imperative to 
design and establish a corresponding software architectural 
framework. Maturity, in this context, refers to universally 
recognized technology that guarantees superior system 
performance, ultimately enhancing the system’s long-term 
viability. Modular construction involves methodically dividing 
software functionality into autonomous modules, thereby 
streamlining software maintenance and facilitating seamless 
upgrades. 

The ODFM system is meticulously constructed upon the 
robust Model-View-Controller (MVC) design pattern, adopting 
a multi-layered approach. The design ensures an efficient 
segregation of crucial elements, encompassing business logic, 
interface display, and data models. As a result, the ODFM 

system achieves parallel operations, which can bolster its 
computational capabilities, and thereby optimizing the overall 
performance of network anomaly traffic detection. 

The software technology implemented in the proposed 
system predominantly encompasses three distinctive layers. Fig. 
2 illustrates the three-layer technical architecture. Firstly, 
Presentation Layer unveils an intuitive and user-friendly 
interface for seamless system operation and discernible result 
display. It adeptly handles the input data, promptly forwarding 
it to the Business Processing Layer or, in turn, receiving 
pertinent data communicated from the Business Parallel 
Processing Layer. Secondly, Business Processing Layer 
encompasses specific business logic, which is further 
partitioned into three sub-layers, including data acquisition, 
business applications and external interfaces. Notably, the 
external interfaces facilitate seamless data exchange and robust 
sharing capabilities between the ODFM system and other 
compatible systems, fostering optimal data application. Web 
Services has been judiciously chosen as the technology of 
choice for shaping these external interfaces. Lastly, Data Layer 
assumes the responsibility for efficient storage and meticulous 
management of indispensable network traffic information. It 
reliably provides indispensable data that fuels the construction 
of intricately designed classification models within the system. 
By harnessing the power of this meticulously crafted software 
technology architecture, the ODFM system confidently attains 
exemplary levels of maturity, modularity, and operational 
efficiency. With this robust framework in place, the system 
flawlessly accomplishes reliable network traffic analysis and 
impeccable management. 

D. Implementation of Modules in ODFM 

The ODFM design implementation adopts the Java 
programming language. For the proper functioning of the 
windows packet capture (Winpcap) in Java, it relies on 
utilizing Winpcap at the data link layer control level. Winpcap 
provides the required network underlying resource access 
interface for Java, offering extensive capabilities to interact 
with the network resources. This implementation ensures the 
advantage of maintaining system independence during the 
operational process. 

 
Fig. 1. The detailed flow of the proposed ODFM, which contains an off-line training phase and an online classification phase. 
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Fig. 2. The three-layer technical architecture of ODFM system. 

In the module of traffic collection and parsing, Winpcap 
serves as a network data capturing framework, which offers 
excellent application performance in practical scenarios. It 
consists of filters, wpcap.dll, and packet.dll components. 
During the data capturing, the JpcapCaptor class provided by 
Jpcap enables the capture of network traffic. Typically, an 
instance object of this class is suited for specific network 
adapter devices, allowing various specified operations to be 
carried out. Firstly, network device selection is performed 
using the JpcapCaptor.getDeviceList() function of Java, which 
returns an array of NetworkInterface objects, representing the 
available network devices. Opening the network interfaces is 
done in a static mode through the openDevice() method, which 
requires four parameters, including enabling promiscuous 
mode. Secondly, packet capture is conducted using the 
processPacket() and loopPacket() callback methods within the 
JpcapCaptor class. The former is commonly used and supports 
non-blocking and timeout policies, while the latter does not 
provide these features. Thirdly, filtering rules can be set using 
Jpcap to achieve the filtration of unwanted packets. For 
instance, using an IP filter expression would only retain IP 
packets. Applying such filter rules not only reduces the 
system’s data processing load but also improves application 
performance significantly. During the system operation, once 
network traffic capture is realized, the data packets need to be 
analyzed and processed. By extracting key header fields and 
conducting comprehensive data and feature extraction, the 
groundwork is laid for future anomaly traffic detection. 

In the module of data storage, traffic storage mainly lays 
the data foundation for the data mining model. In the 
construction of the ODFM system, the open-source MySQL 
database server is selected as the database management system. 
To enhance data storage efficiency and application 
performance, the c3p0 connection pool technology is also 
utilized. This involves submitting the opening and closing of 
database connections to the connection pool, which 
significantly improves the efficiency of data access at the 
application level. For the data parsing, the c3p0-config.xml is 
configured with the necessary database parameters. The 
inclusion of jar packages such as c3p0-0.9.1.2.jar, mysql-
connector-java-5.08-bin.jar (the MySQL database driver 
package), and commons-dbutils-1.4.jar (JDBC encapsulation 
library) enables simplified development using the dbutils 
framework. This framework streamlines development by 
encapsulating result sets, managing resource releases, and 
facilitating database transactions. The database storage module 
design primarily focuses on table, trigger, and stored procedure 
implementations to fulfill the requirements of business needs. 
Trigger design plays a pivotal role in connecting the P2P traffic 

identification module with the abnormal traffic detection 
module. It enables the effective filtering of P2P traffic within 
transmission control protocol (TCP), thereby enhancing the 
accuracy of abnormal traffic data processing and reducing false 
positives. This is accomplished through a trigger that 
automatically deletes P2P traffic in the tcp_table based on IP 
addresses when a result is inserted into the p2p_result_table, 
thereby facilitating data filtering. These implementations are 
critical in meeting the functional requirements of the ODFM 
system while optimizing database storage efficiency and 
supporting accurate traffic analysis. 

In the module of feature extraction engine, effective feature 
extraction provides corresponding feature samples for the 
traffic classification model. Fig. 3 provides a complete 
transition diagram of a TCP connection state. During the 
implementation of this module, statistical analysis of traffic 
information is conducted, and certain TCP sessions are 
maintained. For instance, non-three-way handshake RST 
packets are eliminated. The module’s core revolves around the 
utilization of different network connection states and the 
sequence of state transformations. This allows for the 
description of traffic information and enables the incorporation 
of state statistics mechanisms for analyzing packets in various 
states. In a TCP connection, if a TCP flow is initiated by the 
SYN initiator, the first forward starting point is determined. All 
directions are indicated as forward, denoted by “+”, while the 
direction of packets transmitted by the counterpart is 
represented by “-”. In a complete TCP connection process, 
both nodes involved in the connection can initiate the 
connection, resulting in a symmetrical transformation graph. 
However, statistical analysis is typically performed based on 
one of the states. A complete TCP connection usually 
comprises three stages: the three-way handshake, data 
exchange, and connection release. Generally, only the relevant 
states are iterated in a self-looping manner. The application of 
this module allows for a comprehensive analysis of TCP traffic, 
ensuring accurate tracking of connection states and statistical 
analysis of corresponding packets. By considering the unique 
characteristics of each state, the module enables effective 
traffic analysis and facilitates the identification of potential 
anomalies or irregularities within TCP connections. During the 
operation of data feature extraction, this study focuses on 
analyzing packets that fall within {SYN, SYN/ACK, ACK, 
RST/ACK, RST, FIN, FIN/ACK, Data} categories. Any 
malformed packets that do not adhere to the RFC specification 
are promptly flagged for immediate alarm. In cases where the 
TCP connection is normal or RST packets are detected, the 
stream recording is halted, and the packet information is 
recorded and the connection is cleared. To effectively maintain 
the same flow information, the TCP packet sequence number is 
leveraged. Suppose the sequence number is denoted as S, the 
load size of the current packet is represented as L, and the 
sequence number of the subsequent TCP packet is S+L. This 
approach allows for accurate tracking and management of the 
flow information. On the other hand, the feature extraction of 
P2P traffic identification is relatively straightforward. It 
involves that extracting the payload length information from 
each UDP stream and realizing packet statistics using a List set. 
By focusing on these specific packet categories and applying 
appropriate techniques for maintaining flow information and 
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P2P traffic feature extraction, the ODFM streamlines the traffic 
analysis process and ensures the identification of abnormal or 
irregular packets while adhering to standardized protocols. 

 
Fig. 3. The transition diagram of a TCP connection state. 

In the module of abnormal traffic classification module, we 
analyze the relevant feature samples extracted by the feature 
extraction engine module in the traffic classification module to 
obtain classification results. This allows us to construct a 
decision tree classifier and apply the AdaBoost algorithm [37] 
in the anomaly traffic classification module. With this 
operation, the classifier can be transformed into a strong 
classifier, which further enhances the accuracy of P2P traffic 
identification without the need for additional boosting. 

In the anomaly traffic classification process, we primarily 
focus on the off-line training and online classification 
calculations. For practical classification, we need to develop 
additional functionality based on the related jar packages of 
Weka. Therefore, understanding the underlying algorithms 
encapsulated in Weka is crucial. Once the data mining process 
is complete, the anomalous network traffic is passed to the alert 
module, which generates alert information. The files containing 
non-anomalous traffic information are then deleted, completing 
the entire anomaly network traffic detection process. The 
decision tree training model is stored in memory. By loading 
the training samples and applying the “buildClassifier 
(Instances instances)” method, the trained classifier model is 
loaded into memory. Through these procedures, we can 
effectively analyze and classify abnormal network traffic, 
which ensures accurate detection and response to potential 
threats. 

III. EXPERIMENTAL EVALUATION 

In this section, comprehensive experiments are conducted 
to validate the effectiveness of our proposed ODFM method in 
the context of anomaly network traffic detection tasks. Stress 
tests are carried out on each module to analyze the system’s 
traffic processing capabilities. The average processing speed of 
each module is evaluated and presented in Table I, which 
highlights the competitive speed of the abnormal traffic 
classification detection module and indicates favor consumed 
time when processing a mass of data packets in the modules of 
traffic collection, parse and store. Although the system design 
incorporates the AdaBoost modeling strategy [37], which may 
initially require a longer training time, real-time classification 
becomes feasible after successfully completing the model 
building process. The trained model can be serialized in 
memory, enabling efficient offline training. During real-time 
classification, only the feature samples need to be directly input 
for processing. 

Furthermore, the system employs multi-threaded parallel 
computing to pursue efficient processing times. For instance, 
the processing of 500,000 network data is completed in less 
than 180 seconds. However, in practical applications, traffic 
capture and statistics are typically implemented at minute 
intervals. In general, the statistical interval time above 180s can 
be considered to meet the real-time requirements of the system. 
The experimental results indicate the robustness and efficiency 
of the proposed ODFM method for anomaly network traffic 
detection, indicating its suitability and effectiveness for real-
time applications. 

TABLE I.  RESULTS OF DATA PROCESSING OF EACH MODULE 

Module\Parameter Packets (ten-thousand) Time (s) 

Collection, Parse, Store 19.6 60 

Feature extraction engine 51.2 60 

Traffic classification detection 100 5.8 

IV. CONCLUSION 

In this paper, we propose a novel anomaly traffic detection 
approach called ODFM that incorporates the optimization of 
feature dimension reduction and data mining. Different from 
the traditional methods that take massive data as input and 
implement the complex design of high-dimensional feature 
sample to achieve the model training, this paper first adopts the 
feature selection mechanism to reduce the feature analysis 
dimension, and sets the P2P traffic identification module to 
filter the related service traffic, so as to reduce the amount of 
data detection and improve the detection accuracy. The 
motivation behind ODFM is that an optimization of 
approximate feature dimension and normal traffic mining can 
complete fast anomaly detection while ensuring high detection 
accuracy. Experiments indicate that the whole pipeline can 
produce competitive detection results, and it can be able to 
address various challenging anomaly traffic situations, showing 
its obvious efficacy in the task of network anomaly traffic 
detection. 
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Abstract—Indeed, Image Captioning has become a crucial 

aspect of contemporary artificial intelligence because it has 

tackled two crucial parts of the AI field: Computer Vision and 

Natural Language Processing. Currently, Bangla stands as the 

seventh most widely spoken language globally.  Due to this, image 

captioning has gained recognition for its significant research 

accomplishments. Many established datasets are found in English 

but no standard datasets in Bangla. For our research, we have 

used the BAN-Cap dataset which contains 8091 images with 

40455 sentences. Many effective encoder-decoder and Visual 

Attention approaches are used for image captioning where CNN 

is utilized for the encoder and RNN is used for the decoder. 

However, we suggested a transformer-based image captioning 

model in this study with different pre-train image feature 

extraction models like Resnet50, InceptionV3, and VGG16 using 

the BAN-Cap dataset and find out its effective efficiency and 

accuracy based on many performances measured methods like 

BLEU, METEOR, ROUGE, CIDEr and also find out the 

drawbacks of others model. 

Keywords—Bangla image captioning;  image processing;  

natural language processing;  attention mechanism; transformer 

model 

I. INTRODUCTION 

For image captioning, humans first look at the image and 
detect the object. Each human brain has a huge local language 
vocabulary. After detecting the object, it finds out the 
vocabulary of this respective object and generates a 
description of this image. This process is easier for humans 
but it needs some steps for our machine. For machines, it 
integrates two fundamental components of artificial 
intelligence, namely Computer Vision (CV) [1] and NLP [2]. 
When it comes to computer vision, various pre-trained CNN 
models [3] are employed to extort image features. These 
appearances are subsequently fed through an RNN [4] to 
generate captions utilizing the LSTM mechanism [5]. These 
days, there are several uses for picture captioning, including 
self-driving cars, social media, security and surveillance, 
travel and tourism, healthcare, robotics, and many more. 
Nowadays, the seventh most used language worldwide is 
Bangla [6]. For the huge number of populations, it is 
recognizable for significant research. 

However, this research can find out the lack of a present 
days’ model where existing model RNN is performed for 
generating word of sequences and discover the absence of 
context awareness where the existing model is trained using 

tokenizer word format without any relative positioning and 
attention mechanism. In this paper we try to take the following 
objectives: 

 Build up an image captioning sculpt lying on 
transformers. 

 Attention on the context. 

 Compare the suggested model performance with other 
popular images captioning model. 

The proposed model's performance undergoes assessment 
through various Natural Language Processing evaluation 
methods that rely on both machine-generated captions and 
reference captions. These methods include BLEU [7], 
METEOR [8], ROUGE [9], and CIDEr [10]. 

II. LITERATURE REVIEW 

We discuss several approaches and cutting-edge 
techniques used in Bangla picture captioning in this part. This 
section is separated into two sections: The visual attention-
based method and the CNN-LSTM-based approach. 
Ultimately, we endeavour to identify the limitations of the 
prevailing models. 

A. CNN-LSTM-based Approach 

The initial Bangla image captioning model is constructed 
based on the CNN-LSTM architecture, as outlined by [11]. 
These are separated into two parts :1. Image features 
extraction 2. Language is generated based on the features. The 
image feature is extracted by the VGG16 model [12]. The 
model operates with two inputs: the image and the tokens' 

order(which represent unique words in the dictionary). It 
employs an embedding layer to derive the respective word 
embeddings from the tokens. The word embedding layer's 
output is subsequently compressed to 512 dimensions using a 
dense layer. This result is reciprocated to the sequence 
produced by the embedding layer as its output data that is 
stacked on the LSTM. The stacked LSTM sequence data 
generate the n-length caption. Here is a blocked diagram Fig. 
1. 

B. Visual Attention-based Approach 

The visual attention-based approach [13] is described in 
three parts: 1. Image feature extracted by CNN [3] 2. 
Attention mechanism for getting weighted image features [14] 
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3. GRU [13] for generating the caption. Here is a block 
diagram Fig. 2 of this model. 

 

Fig. 1. Image captioning CNN-LSTM model [11]. 

 

Fig. 2. Visual attention model for image captioning [13]. 

In this model image features are extracted by the CNN to 
focus on an important portion image. the image feature vector 
is directed to the attention mechanism, which generates a 
context vector specific to this image. In this attention 
mechanism there are three parts: 1. calculate the alignment 
score 2. calculate the weight 3. calculate the context vector. 
For the alignment score, the Eq. (1) is: 

      (       )   (1) 

Where At, i is the alignment score, st-1 is the previous 
decoder output, hi is the encoded hidden state and a() is a 
function of attention. Calculating the weight is only the output 
of the softmax function. 

            (    )  (2) 

To calculate the context, vector the equation  is as follows:  

   ∑        
 
    (3) 

Where Ct is the context vector. In the Embedding section 
that creates the vector of words. The GRU [15] received 
inputs of the context vector along with the word vector from 
the Embedding layer, subsequently producing the caption. 

After understanding on popular model, we can specify 
some major areas in which we can improve our Bangla image 
captioning model.  

TABLE I. DRAWBACKS OF PREVIOUS MODEL 

Model Name Drawbacks 

CNN-LSTM 

Model [11] 

1. Limited Parallelization: Sequential execution to 
generate caption. 

2. Context Understanding: It has no attention 

mechanism to keep the context of the image. 
3. Complexity and Training Efficiency: Require more 

time to execute. 

Visual Attention 

Model [13] 

1. Position Tracking: No track on the position in 
caption words. 

2. Sequential Computation: it has no capability of 
parallel processing. 

3. Scalability and Generalization: GRU-based models 
may encounter difficulties in scaling to larger and 

more diverse datasets. 

Using our proposed model Fig. 4 we solve the drawbacks 
which are indicated in Table I. In our proposed model where 
multi-head self-attention layer has multiple numbers of layers 
that help to parallel execution and the self-attention 
mechanism helps to focus on the contextual information in the 
image which eliminates the limitation of parallelization and 
context Understanding in the CNN-LSTM model approach. 
Secondly, In our proposed model (see Fig. 4) the positional 
embedding layer tracks the position of the input vector and the 
masked self-attention layer filters the key point of the Bangla 
caption sentences which eliminates the limitation of position 
tracking and scalability in the Visual attention model 
approach. In the word embedding layer that tokenizes the 
Bangla sentence and turns to convert the respective word 
vector which reduces the complexity of the model. All the 
layers are fully described in the methodology section. 

III. METHODOLOGY 

This section provides an impression of the operational 
construction of our intended model. That’s are divided into 
two parts: Data Collection and Transformer model. In the data 
collection section, we describe the procedure of data 
collection and data pre-processing. In proposed transformer 
model section, we describe the model architecture. 

A. Data Collection 

We have used two data sets first for the image dataset 
Flickr8k [16] which contains 8091 images and second for the 
Bangla caption using the BAN-Cap dataset [17] which 
contains 40455 captions. Each image has five captions. Here 
is a Fig. 3 of the most frequent words in this dataset. 

 

Fig. 3. Top most 20 frequently used word. 
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B. Transformer Model 

The term "Transformers" was first used in the article 
"Attention is all you need." [18]. It serves as the foundation 
for some popular versions like GPT-2 [19] and BERT [20]. 
Language translation models and question-and-answer-based 
models are two examples of transformer models' many 
applications. Transformers can be utilized for a variety of 
application cases because of their versatile architecture. For 
Bangla image captioning, our proposed model, depicted in 
Fig. 4, is formulated based on the transformer model. We 
describe our proposed model into two parts: Encoder and 
Decoder.  

C. Encoder 

The encoder is tasked with handling the input data. The 
inputs may be a sequence of words in a natural language 
sentence, Image data, or any other sequential data. The 
Encoder is the main work of extracting meaningful 
representations from the input data that are known as 
"contextual embeddings". In this section, we describe several 
parts which are Image Feature Extraction, Positional 
Embedding, Multi-head self-attention, Add and normalization, 
and Feed Forward Layer. 

1) Image feature extraction: Image feature extraction is a 

procedure that transforms raw data into a numerical form. 

Which helps us to identify and capture the relevant patterns of 

the image. For feature extraction we have used different pre-

train models ResNet50[21], Inception V3 [22], and VGG16 

models [12]. After the feature extraction, the features are 

represented with vectors that are shown in Fig. 4. 

In our proposed model Fig. 4 we try to solve the 
drawbacks of the previous model. In this model first, image 
and captions sequential data are converted into vectors 
respectively patch embedding and word embedding. To track 
the position of this sequential data we add a positional encoder 
that solves the drawbacks of the previous model which are 
fully described below. After positional encoding the multi-
head self-attention it handles every element of the input 
sequence in parallel, making them more suitable for 
parallelization during both training and inference. This 
capacity to handle data in parallel improves training 
effectiveness and lessens the vanishing gradient issue that 
helps the limitation of parallelization in the previous model. In 
the Word embedding layer, we used word tokenizers that 
easily tokenize the word and convert it into word vectors that 
store synthetic and semantic information about those words, 
and all the layers are described briefly in the below section.

 

Fig. 4. Diagram of our proposed model. 

2) Position embedding: Since ours is devoid of repetition 

and convolution, to ensure the model effectively utilizes the 

sequence order, it is vital to furnish precise information about 

the token positions within the sequence. To achieve this, we 

incorporate "position encodings" into the input embeddings of 

both the encoder and decoder layers. For better understanding 

here an example “            ঘ       ,      ঘ    শ ব   

                ঘ      “ In this sentence the first word 

“ঘ ” meaning the number of House but the second word 

“ঘ ” meaning the Family. For this reason, we need to track 

the word that’s called position embedding. In Fig. 4 we see 

how the position value is added with an image vector in the 

encoder and a word vector in the decoder to track them. There 

are a variety of methods of position encoding systems. We use 

the sine and cosine functions for position encoding. The sine 

function is used for odd positions that are: 

 (      )     (
   

         
)  (4) 

The cosine function is used for even positions that are a 
mathematical form: 

 (        )     (
   

         
) (5) 
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(a) 

 
(b) 

Fig. 5. (a) Caption position encoding (b) Image position encoding. 

From Fig. 5 we show that the value of each position is 
represented between 1 to -1. On the graph, Position is shown 
by the Y axis and the associated position value by the X axis 
for both image and caption encoding. 

3) Multi-head self attention: As the name suggests, 

Attention means to focus on the input data that are relatively 

close to the features and therefore establishing a relationship 

with them. Fig. 6 shows that the main three focusing points of 

this image are the baby, doll, and wood. There is a caption 

generated based on those points. 

 

Fig. 6. Self-Attention in an image. 

From Fig. 4 we show the mechanism of the multi-head 
attention layer with a better example. Firstly, the Linear 
section receives the positional embedding's output. The linear 
layer functions as a fully connected neural network that 
performs multiplication with positional encoding, thereby 
generating a matrix. This matrix is duplicated into the Query, 
Key, and Value matrices.  

 Query(Q) - Represents the whose value needs to be 
determined 

 Key(K)    -    Represents the features 

 Value(V) -  Represents the actual value of the input 

Secondly, the MatMul section creates an attention-value 
matrix that is shown in Fig. 4. The mathematical 
representation is: 

 (   )     
    (6) 

Thirdly, to normalize the attention values within the 

attention matrix, each value is divided by √   where (dk) is 
the dimension of Key metrics. The mathematical 
representation is: 

   
 (   )

√  
   (7) 

Fourthly, the Si value passed into the softmax() and the 
output vector of the activation function is a matrix multiplied 
by the Value(V) matrix in the MatMul section and creates an 
attention-weight matrix. Which attention weight value is high 
which represents the focus point. Here the final mathematical 
equation is: 

 (     )         (
 (   )

√  
*     (8) 

This attention equation is for one head. For the name 
multi-head, the concatenate layer Fig. 4 is added to those 
heads. The mathematical equation is: 

         (     ) 

       (                         ) (9) 

n denotes the number of heads. 

4) Add & Norm: This Layer does two activities, as its 

name indicates. The 'Add' portion of the process, which 

controls flow via residual connections, is the initial phase. 

'Norm', the next step, accomplishes layer normalization.  

5) Feed forward: This Layer incorporates a fully 

connected point-wise feed-forward network, employing the 

ReLU activation function to conduct two linear 

transformations, as illustrated in Fig. 4. This layer determines 

the weights used during exercise. The mathematical 

representation is: 

  ( )      (      )     ) (10) 

Weight matrices denote by W1 and W2, and bias denoted 
by b1 and b2, where the ReLU [23] function is : 

    ( )     (   )  (11) 
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D. Decoder 

For tasks like language translation, text generator, and text 
summarization, the decoder in a Transformer is in charge of 
producing an output sequence. It works in conjunction with 
the encoder, which analyzes the input sequence. In Fig. 4 
Decoder is comprised of: 1. word embedding layer 2. Position 
embedding 3. Masked multi-head self-attention layer 4. 
Addition & Normalization 5. Multi-head cross attention 6. 
Feed Forward layer 7. Linear & SoftMax layer. In the 
previous Encoder section, we have already explained those 
layers which similar to both the encoder and decoder. So, in 
this section, we describe the below layer. 

1) Word embedding: It is an essential component of the 

transformer concept. That is responsible for converting input 

tokens of words and generating a word vector. This vector 

records the word's semantic and grammatical details thereby 

assisting this model in acquiring a meaningful representation 

of the input text. Fig. 4 shows an example of Bangla words 

converted into word vectors by tokenization which are 

detonated by w0……. wn.  

2) Masked multi-head self-attention: This level is 

essential in the Transformer model because it prevents the 

model from attending to future locations and maintains the 

autoregressive characteristic while enabling it to focus on 

different input sequence segments. After receiving the 

previous decoder output stack, the first sublayer adds 

positional information to it and applies self-attention to it. 

Decoders are altered to focus exclusively on the words that 

come before them, whilst the encoder is made to pay attention 

to every word respective to the input sequence of where it 

appears in the sequence. Consequently, the forecast for a word 

at a specific position in the sequence can only rely on the 

known outputs for the preceding words. This is accomplished 

in the multi-head attention mechanism. Through the 

application of a mask to the outcomes of the scaled matrix 

multiplication, the values that would otherwise correspond to 

prohibited values are suppressed to achieve this masking. Fig. 

4 gives a pattern of a mask filter on the words. In Fig. 4 

infinity(inf) means that has no probability with the next words 

and maximum value means the high probability of the next 

word. Here is a simple representation of the mask filter. 

    (    )      ([

          
          
    
          

])   

[

          

          
    
          

]  (12) 

E. Model Parameters 

We trained our proposed model with different hyper-
parameter value that’s are indicated on Table II. Those 
internal variables are adjusted in our model during the training 
process to minimize the error between predicted and target 
captions. Those model parameters perfectly capture the 
features, relation, and pattern of the data. 

TABLE II. EXPERIMENTAL PARAMETERS 

Parameters name Value 

Vocabulary size 12000 

Batch size 64 

Buffer size 1000 

Dropout rate 0.001 

Number of Layer 8 

Dimension of model 512 

Number of head 8 

Number of Epoch 40 

Maximum length of sentence 25 

IV. RESULT AND DISCUSSION 

This part describes the functionality and visualization of 
the model we've suggested, and then we compare it to other 
models. Here in Table III, we show our proposed model's 
performance with different pre-train CNN models. The 
performance is measured by BLEU [7], METEOR [8], 
ROUGE [9], and CIDEr [10]. In Table III, the 
ResNet50+Proposed model gives the maximum output. Ok, 
Table IV compares our model to several model 
methodologies. 

Now, here below in Fig. 7, 8, and 9 show the accuracy and 
loss curve of our model. The validation curve is represented 
by a yellow color line and the training curve is represented by 
a blue color line. The learning curve is the identifier of model 
overfitting and underfitting evaluation. From Those figures, 
we see that the accuracy curve of our model is closely together 
and gradually increasing. Other side, the loss curve is closely 
together and gradually decreasing. For this, the model is free 
from overfitting and underfitting issues and called it is called a 
good fit model. We hope that our model are more balanced fit 
for large datasets like Flick30k [25]. 

TABLE III. PERFORMANCE TABLE FOR OUR PROPOSED MODEL 

Model Dataset BLEU1 BLEU2 BLEU3 BLEU  4 METEOR ROUGE CIDEr 

Resnet50+ proposed model 
Flick8k+ BAN-

Cap_captiondata 
64.38 58.58 43.40 24.30 0.31 0.39 0.28 

InceptionV3+ proposed model 
Flick8k+ BAN-

Cap_captiondata 
61.01 56.22 41.03 23.93 0.31 0.41 0.29 

VGG16+proposed model 
Flick8k+ BAN-

Cap_captiondata 
60.38 55.44 39.94 21.42 0.29 0.38 0.26 
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TABLE IV. COMPARE PERFORMANCE WITH OTHER MODEL 

Model name Dataset BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGE CIDEr 

CNN-Merge based [24] Flick8k+ BAN-Cap_captiondata 56.5 35.5 22.1 13.1 0.281 0.290 0.178 

Visual-Attention based [13] Flick8k+ BAN-Cap_captiondata 58.7 36.8 25.4 14.4 0.293 0.288 0.199 

Resnet50+ proposed model Flick8k+ BAN-Cap_captiondata 64.38 58.58 43.40 24.30 0.31 0.39 0.28 

InceptionV3+ proposed model Flick8k+ BAN-Cap_captiondata 61.01 56.22 41.03 23.93 0.31 0.41 0.29 

VGG16+ proposed model Flick8k+ BAN-Cap_captiondata 60.38 55.44 39.94 21.42 0.29 0.38 0.26 

 
 

                                                 (a)                                                                                                         (b) 

Fig. 7.  (a) Accuracy scheme and   (b) Loss scheme for ResNet50+Proposed-model. 

 
 

                                                 (a)                                                                                                         (b) 

Fig. 8. (a) Accuracy scheme  (b) Loss scheme for Inception V3+Proposed-model. 

 

 

                                                 (a)                                                                                                         (b) 

Fig. 9. (a) Accuracy scheme and (b) Loss scheme for VGG16+Proposed-model. 
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Now, below Fig. 10, Fig. 11, and Fig. 12 are shown some 
examples of our model prediction with attention mechanism. 

 

Fig. 10: Performance ResNet50+ Proposed model with Attention Plot 

 

Fig. 11: Performance Inception V3+Proposed model with Attention Plot 

 

Fig. 12: Performance VGG16+ Proposed model with Attention Plot 

V. CONCLUSIONS AND FUTURE WORK 

This study presents a transformer-based paradigm for 
captioning images in Bangla.  This proposed model is turned 
up with better efficiency and performance based on different 
evaluation methods. It also proves that this model is a good fit 
for Bangla image captioning on the Flick8k+BAN_Cap 
dataset. we expect that this paper will help to encourage to 
others develop more efficient transformer-based models in 
different NLP  and Computer Vision tasks. We also expected 
that it would be helpful for Image Captioning on higher 
datasets like Flick30k and others datasets and in the future, we 
also try to do this. 
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Abstract—Software product line (SPL) is a concept that has 

revolutionized the software development industry. It refers to a 

set of related software products that are developed from a 

common set of core assets but can be customized to meet specific 

customer requirements. Integrating SPL techniques into test case 

prioritization (TCP) can greatly enhance its effectiveness. By 

considering variability across different products within an SPL, 

it becomes possible to prioritize test cases based on their 

relevance to specific product configurations. However, the 

concept itself still has certain issues, such as in finding the highest 

rate of early failure detection. Various solutions have been 

proposed to mitigate this problem, among them is to improve the 

calculation of string distance using hybrid technique to achieve a 

high degree for similarity. Dissimilarity-based Technique (DBP) 

is the basis for our ranking method. The objective is to identify 

further weaknesses in the product lines as well as the differences 

between the experiment and real-world applications. Our focus is 

to enhance hybrid techniques that produce the highest rate of 

early failure detection. In this paper, early fault detection is 

selected as the performance goal. In order to choose the optimal 

methods for DBP for TCP, a comparison between several string 

distance measures was conducted. This study proposed hybrid 

techniques that combined Jaro-Winkler and Manhattan string 

distance namely New Enhanced Hybrid Technique 1 (NEHT1), 

New Enhanced Hybrid Technique 2 (NEHT2) and New 

Enhanced Hybrid Technique 3 (NEHT3). The case study was 

generated using the PLEDGE tool based on a Feature Model 

(FM). Six test cases were used in the experiment. Result shows 

the effectiveness of the combination where it achieved higher 

degree of similarity for T1 vs. T4, T2 vs. T3, T2 vs. T6, and T3 vs. 

T6, as well as perfect degree of similarity for NEHT1 (100.00%). 

The result proves that the combination of both techniques 

improve SPL testing effectiveness compared to existing 

techniques. 

Keywords—Test case prioritization; software product line; 

dissimilarity-based technique; string distance; new enhanced 

hybrid 

I. INTRODUCTION 

Software product line (SPL) is a collection of related 
software products that share a common set of core assets while 
also offering variations to address diverse customer needs [1]. 
The characteristics may be constant throughout all SPL-derived 
products, or they may be varied and present in only some of 
them [2]. Instead of building each product from scratch, SPL 
approach emphasizes systematic reuse, enabling efficient 

development and maintenance of multiple products. SPL 
streamlines development, reduces redundancy, and enhances 
consistency across products [3]. Many industries implement 
SPL due to its ability to handle different phases of 
development using the commonality and variability concepts 
[4]. 

Software product line testing (SPLT) involves testing the 
shared components and individual product variants within an 
SPL [5]. It ensures the quality, compatibility, and correctness 
of both the common core assets and the unique features of each 
product. This type of testing addresses the challenges posed by 
varying configurations, shared components, and differing 
features, while maintaining overall product line quality [6]. 
Similar to testing in non-configurable code, testing in SPL 
experiences the coincidental correctness phenomena, which 
makes it more challenging to detect errors in these systems [7]. 
However, the testing of a single software system is a highly 
difficult and expensive stage of the software development 
process, according to the author [8]. 

Test case prioritization (TCP) is the process of ordering test 
cases based on certain criteria to optimize testing efforts [9]. 
Even though a few trailing test cases are not exercised, these 
test suites uncover bugs at the earliest possible time [10]. It 
presents a significant difficulty for software testing [11]. In the 
context of SPL, prioritization becomes complex due to the 
diversity of features and configurations [12]. Researchers 
suggested TCP procedures, where test cases were restructured 
and carried out in accordance with a given objective, to boost 
the efficacy and efficiency of testing [13]. A hybrid approach 
that considers both similarity and dissimilarity should be 
adopted for effective TCP in SPL development. Similarity 
refers to the degree to which two or more test cases share 
common characteristics or requirements while dissimilarity 
refers to the differences between test cases [14]. Techniques 
like Jaro-Winkler distance and Manhattan distance can be used 
to compare test cases for similarity, dependencies, and impact. 
Prioritizing test cases ensures that critical defects are identified 
early and that testing resources are allocated efficiently. 

SPL has gained prominence in modern software 
development by allowing the creation of multiple products 
with shared features and components. TCP plays a vital role in 
ensuring the quality and reliability of these products. Hybrid 
string distance, a combination of various string similarity 
metrics, presents a promising approach to enhancing TCP in 
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SPL [15]. Hybrid string distance for TCP in SPL faces 
challenges such as diverse feature sets, low scalability, requires 
careful consideration of appropriate metrics, and low 
adaptability to dynamic changes [16]. Managing multiple 
product variants, selecting appropriate metrics, and ensuring 
the hybrid approach remains effective and adaptable to 
evolving requirements are essential for successful 
implementation. To optimize outcomes in TCP using hybrid 
string distance in SPL, several objectives should be pursued 
including comprehensive metric selection, feature-driven 
prioritization, and scalable algorithm design, adaptability to 
changes, and empirical validation and evaluation. The hybrid 
approach should consider specific product variant features, 
create a mechanism for prioritizing test cases based on these 
features, and ensure scalability without compromising 
performance. Finally, the approach should be tested on real-
world SPLs to demonstrate improvements in TCP accuracy, 
coverage, and overall software quality. 

This paper addresses the limitations of current TCP 
methods that struggle to accurately gauge the semantic 
similarity between test cases, resulting in less than optimal 
prioritization outcomes. To tackle this issue, the study poses a 
research question: “Which new hybrid technique can offer the 
highest early failure detection rate in TCP?” 

The research introduces an innovative TCP approach that 
combines Hybrid Jaro-Winkler and Manhattan distance, 
integrating a dissimilarity measure. The main contribution lies 
in enhancing the precision and efficacy of TCP. This technique 
is used to overcoming the difficulties linked to precisely 
measuring semantic similarity. This method aims to advance 
software testing by significantly enhancing prioritization 
outcomes by providing a more robust and dependable approach 
for early failure detection in TCP. 

The following section outlines the relevant literature. 
Section III present the proposed approach in detailed, 
incorporating the experimental settings and a combination of 
string distance measures whereas Section IV discuss on the 
results and discussion are presented, leading to the conclusions, 
in Section V. 

II. RELATED WORK 

Incorporating TCP techniques like reordering test cases 
based on fault detection rate can significantly enhance the 
effectiveness of software testing by enabling early fault 
detection [17]. In the context of TCP for SPL, the term string 
distance refers to the measurement of the similarity or 
dissimilarity of various strings that stand in for test cases [8]. 
With this method, test cases are ranked according to how 
distinctive or diverse they are from one another in terms of the 
testing functionality, or the areas of the code covered. String 
distance allows for better resource allocation by identifying 
redundant or overlapping test cases [18]. However, according 
to Halim et al. [1], neglecting string distance would result in 
inefficient testing processes and delayed bug fixes. Therefore, 
incorporating string distance in TCP is essential for efficient 
software development [19, 20]. 

Similarity-based prioritization (SBP) focuses on identifying 
test cases that are similar to each other based on certain criteria, 

such as code coverage or functionality [1, 21]. The idea behind 
SBP is that if one test case covers a particular aspect of the 
software, then similar test cases are likely to cover the same 
aspect as well [22]. This approach is effective in reducing 
redundancy in testing efforts by selecting a representative 
subset of test cases [23]. However, dissimilarity-based 
prioritization (DBP) considers the diversity among test cases. 
DBP aims to select a diverse set of test cases that covers 
different aspects of the software under test [23, 24]. By 
considering dissimilarities between test cases, this approach 
ensures comprehensive coverage and reduces the risk of 
missing critical defects [25]. 

Sulaiman et al. [25] suggested a measurement based on 
maximal distance of dissimilarity measure for SPL, which 
assures thorough coverage and lowers the possibility of 
overlooking important faults. The study is based on the test 
case generated from a statechart in comparison to current work, 
which is based on the FM in the context of the SPL domain. By 
increasing string distance and prioritizing based on similarity, 
Halim et al. [1] suggested rearranging test cases to increase the 
rate of problem identification. The work compared various 
string distance measures and prioritization algorithms in order 
to determine the best methods for similarity-based on 
hybridization of Jaro-Winkler and Hamming distance equation. 

Fault detection has been improved in existing studies via 
the use of new and enhanced hybrid techniques for string 
distance equations. Recent work by Pospisil et al. [26] aimed to 
enhance adaptive random TCP for model-based test suites 
using original technique for Jaccard, Manhattan distance and 
similarity functions. All of the examined systems achieved 
improved fault detection performance as a result of the 
proposed improvement. Another study by Kumar et al. [9] 
employed Item-based Collaborative Filtering (ICF) to prioritize 
and decrease the number of products before testing. Hamming 
string distance was used to calculate the degree of similarity 
between products. Results of the study show that this approach 
was able to reduce test suite size. Compared to the works by 
Pospisil et al. [26] and Kumar et al. [9], the current study 
concentrated more on using a hybrid string distance method to 
determine the degree of dissimilarity and then locate the 
distance with the greatest similarity reading. 

III. PROPOSED APPROACH 

The ranking method we use is based on dissimilarity. Our 
objective is to find further weaknesses in the product lines 
being evaluated as well as the point of difference between test 
case and real world. The study concentrates on the following 
research question: 

RQ1: Which new enhanced hybrid technique produces the 
best early failure detection rate? 

We start by outlining the conditions of our experiment 
before going on to describe the findings. 

A. Experimental Settings 

The experiment was carried out on Windows 11 with an 
AMD Ryzen 5 5625U processor running at 2.30 GHz and 8GB 
of RAM. The authors developed a New Enhanced Hybrid 
Techniques (NEHT) by improving string distance using three 
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hybrid techniques to evaluate the comparability of similarity 
and dissimilarity measures. For the purpose of generating 
configuration and prioritizing processes, this technique's 
similarity and dissimilarity measures will be assessed using 
current Feature Model (FM), Software Product Line Online 
Tool (SPLOT) and Product Line EDitor and tests GEneration 
(PLEDGE) tools. In SPL, FM allows for the systematic 
representation and management of features, their dependencies, 
and variations across different products [27]. SPLOT is a web-
based tool that allows users to create incredibly dynamic Ajax-
based setup and reasoning user interfaces [28], while PLEDGE 
is an open-source tool that selects and prioritizes product 
configurations, maximizing the feature interactions covered 
[29]. In order to test the SPL, the author selects an FM for 
machine learning based on the Global Positioning System 
(GPS) created by Saini et al. 2023 [8] as in Fig. 1. Due to the 
fact that not all possible feature combinations are viable, 
feature diagrams are used to limit the variety of a product line. 
Based on the FM in Fig. 1, the .xml files will be produced 
using SPLOT. The .xml file will be used to generate the six test 
cases displayed in Table I after being run using PLEDGE. An 
ordered list of configurations is often the outcome of a 
sampling method. 

B. Hybrid of String Distance 

The purpose of the proposed approach is to find 
dissimilarity between two test cases. Two strings distances 
were chosen to develop the proposed approach which is Jaro-
Winkler and Manhattan distances. Jaro-Winkler distance is a 
string distance algorithm that measures the similarity between 
two strings [30]. It has been widely used in various fields, 
including TCP. Meanwhile, Manhattan distance is a popular 
metric used in TCP and works by first creating a matrix of all 

possible pairs of test cases [15]. It is used to measure the 
distance between two points on a grid-like system, where the 
distance is calculated by adding the absolute differences of 
those coordinates. In software testing, this metric helps 
prioritize test cases based on their proximity to each other. 

The selection of the Hybrid Jaro-Winkler and Manhattan 
Distance Using Dissimilarity Measure for TCP Approach is 
grounded in its distinctive ability to address the challenges 
prevalent in existing TCP approaches. The hybrid nature of the 
chosen method combines the strengths of Jaro-Winkler and 
Manhattan string distance, offering a comprehensive solution 
for accurately capturing semantic similarity between test cases. 
The integration of a dissimilarity measure further enriches the 
approach, enhancing the precision of TCP. The decision to 
adopt this method is motivated by its potential to significantly 
improve prioritization results and contribute to more effective 
early failure detection in TCP. 

By improving two string distance techniques, this method 
will produce a new hybrid technique that is precise in obtaining 
faster early failure detection rate. Fig. 2 describes the 
combinations of two string distance to develop the three new 
enhanced hybrid techniques. New enhanced hybrid technique 1 
(NEHT1) modifies existing Jaro equation, and Manhattan 
equation replaces value of m and t with value of test cases (T1, 
T2). New enhanced hybrid technique 2 (NEHT2) combines 
Jaro-Winkler and Manhattan equations, replaces m value with 
n value and t with value of test cases (T1, T2), adds value of 
test cases, divides with n value and multiply with 1-dj. New 
enhanced hybrid technique 3 (NEHT3) combines Jaro and 
Manhattan equations where the formula replaces value of m 
with n and t with value of test cases (T1, T2). 

TABLE I.  CONFIGURATIONS OF GPS FEATURE MODEL 

Test Case Configuration 

T1 {GPS, Routing, Traffic Avoiding, Interface, Auto-rerouting, Screen, Touch} 

T2 {GPS, Routing, Radio, Interface, 3D Map, AM, FM, Digital, Keyboard, Screen, LCD} 

T3 {GPS, Routing, Traffic Avoiding, Radio, Interface, Auto-rerouting, AM, FM, Digital, Screen, LCD} 

T4 {GPS, Routing, Interface, 3D Map, Keyboard, Screen, LCD} 

T5 {GPS, Routing, Traffic Avoiding, Interface, 3D Map, Auto-rerouting, Screen, Touch} 

T6 {GPS, Routing, Radio, Interface, Auto-rerouting, AM, FM, Digital, Keyboard, Screen, Touch} 

 

Fig. 1. Feature model of GPS [8]. 
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Fig. 2. New enhanced hybrid techniques. 

IV. RESULT AND DISCUSSION 

Table II shows the similarity and dissimilarity percentages 
between different pairs of test cases (T1, T2, T3, T4, T5, T6), 
with NEHT1, NEHT2, and NEHT3 representing different 
methods or conditions. The values range from 0% (complete 
dissimilarity) to 100% (complete similarity). Since this is an 
initial result, results use a single FM to represent a dataset. For 

NEHT1, T1 vs T4, T2 vs T3, T2 vs T6, and T3 vs T6 recorded 
complete similarity (100.00%), proving the formula is very 
effective in similarity calculation. Values for NEHT2 and 
NEHT3 were similar in T1 vs. T4, T2 vs. T3, T2 vs. T6, and 
T3 vs. T6, which means both proposed techniques provide a 
consistent way to determine similarity level. The majority of 
the results show that NEHT1 is effective at determining the 
degree of similarity. 

TABLE II.  CALCULATION FOR DEGREES OF SIMILARITY AND DISSIMILARITY 

Test Case 
NEHT1 NEHT2 NEHT3 NEHT1 NEHT2 NEHT3 

Similarity (%) Dissimilarity (%) 

T1 vs T2 86.79 82.25 70.95 13.21 17.75 29.05 

T1 vs T3 97.90 83.40 83.79 2.10 16.60 16.21 

T1 vs T4 100.00 71.42 71.42 0.00 28.58 28.58 

T1 vs T5 99.56 95.92 95.95 0.44 4.08 4.05 

T1 vs T6 97.90 83.40 83.79 2.10 16.60 16.21 

T2 vs T3 100.00 87.87 87.87 0.00 12.13 12.13 

T2 vs T4 99.65 89.26 89.99 0.35 10.74 10.01 

T2 vs T5 93.70 76.68 73.27 6.30 23.32 26.73 

T2 vs T6 100.00 87.87 87.87 0.00 12.13 12.13 

T3 vs T4 94.57 79.68 77.49 5.43 20.32 22.51 

T3 vs T5 96.94 79.87 79.59 3.06 20.13 20.41 

T3 vs T6 100.00 87.87 87.87 0.00 12.13 12.13 

T4 vs T5 98.81 78.95 79.21 1.19 21.05 20.79 

T4 vs T6 94.57 79.68 77.49 5.43 20.32 22.51 

T5 vs T6 96.94 79.87 79.59 3.06 20.13 20.41 
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Fig. 3 and Fig. 4 show similarity and dissimilarity rates of 
fault detection for the proposed methods (NEHT1, NEHT2, 
NEHT3). The similarity percentages vary for different methods 
and test cases. Similar variations may be seen in the 
dissimilarity percentage, which illustrates how the different 
approaches of assessing differences differ. There is no uniform 
trend in how the methods rank similarity or dissimilarity across 
all test cases. Some test cases consistently show high similarity 
across all methods, while others show varying degrees of 
dissimilarity. The author claims that this enhancement will 
increase the SBP technique's effectiveness [1]. Sulaiman et al. 
[25] stated that similarity and dissimilarity strategies were 

introduced to tackle scalability problem in the current priority 
technique. This method provides a straightforward, scalable, 
and efficient method for prioritizing and reducing the number 
of test cases. TCP for SPL can be significantly improved by 
leveraging high similarity in calculation of string distance. 
High similarity values are advantageous in locating similar test 
cases across various SPL. As a result, fewer testing efforts are 
duplicated, and the existing test cases can be reused. 
Furthermore, low dissimilarity values can improve coverage, 
ensure effective bug correction, and improve the fault 
localization. 

 
Fig. 3. Similarity rate of fault detection result. 

 
Fig. 4. Dissimilarity rate of fault detection result. 
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V. CONCLUSION 

One of the main advantages of SPLT is its ability to save 
time and resources. Testers can concentrate on the common 
characteristics shared by all products in the software family 
rather than testing each product individually. This makes it 
possible to quickly find and fix errors, at the same time 
shortens the development process and lowers expenses. For 
DBP, dissimilarity test case has been proven to be one of the 
techniques that can speed up failure detection process. This 
research employed six different test cases to be tested using 
three proposed hybrid techniques based on the combination of 
Jaro-Winkler and Manhattan string distances for early fault 
identification rate. The findings indicated that NEHT1 has a 
higher rate of fault identification compared to the other two 
proposed techniques. In order to increase the success rate of 
NEHT1's fault identification, we plan to make improvements 
to it in the future. In addition, we intend to use a variety of case 
study types for this research project. The limitations of current 
test case prioritization methods, particularly their struggles in 
accurately capturing semantic similarity, render them 
unsuitable for the challenges at hand. Traditional approaches 
fall short in providing a comprehensive solution for the 
nuanced characteristics of test cases. The proposed method is 
chosen to overcome these limitations by introducing a hybrid 
technique that specifically addresses the semantic aspects of 
test cases. This strategic choice is aimed at mitigating the 
deficiencies of existing methods and advancing the field of 
TCP towards a more precise and effective paradigm. 
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Abstract—The registration of the deformable image is applied 

widely to image diagnosis, the monitoring of the disease, and the 

navigation of the surgery with the aim of learning the 

correspondence of the anatomist among an image of motion and 

an image of static. The procedure of the registration of an image 

mainly includes three steps: the creation of a model of the 

deformation, a function design for the mensuration of the 

similarity, and the step of learning for the optimization of the 

parameter. In the current article, 2-stream architecture is 

designed, which has the ability to sequentially estimate the fields 

of the registration of the multi-level by a couple of the pyramids 

of the feature. In this paper, a 3D network of the encoder-

decoder with the 2-stream is designed, which calculates 2 

pyramids of the feature of the convolutional as separately by 2 

volumes of the input. Also, the registration of the pyramid of the 

sequential is proposed, which in it, a trail of the modules of the 

pyramid registration (PR) for the prediction of the fields of the 

registration of the multi-level is designed as straight by the 

pyramids of the feature of the decoding. In addition, the modules 

of PR can be augmented with the computation of the 3D 

correlations of the local among the pyramids of the feature, 

which this work leads to the further improvement of the 

presented approach. Thus, it is capable of collecting the detailed 

anatomical structure of the brain. The proposed method is tested 

in three criterion datasets about the registration of MRI of the 

brain. The evaluation outcomes display that the presented 

approach outperforms the advanced approaches with a big value. 

Keywords—Image registration; convolutional neural network; 

Pyramid Registration (PR); encoder-decoder 

I. INTRODUCTION  

Today, various imaging methods such as MRI, CT, PET, 
SPECT, and ultrasound imaging are used for the identification 
of the anatomical structure and the physiological performance 
of the human body so that each one of them provides specific 
information to doctors [1], [2]. The medical images usually do 
not match each other, and to use their information together, it is 
necessary to apply the methods of the registration of the image 
[3], [4], [5], [6], [7]. The registration of the image is the 
procedure of the orientation of the spatial of   images from the 
same scene in a way that their features can be easily related to 
each other. These images may be created by different sensors 
or one sensor at different times [3]. 

Due to the used images, the registration of medical images 
can be divided into two types: (1) the registration of the same 
type; (2) the registration of the different types [3]. In the 
registration of the same type, the used images are prepared by 
the same type of sensor. For example, to check the drug 
performance on cancer tumors, the MRI image is recorded 

from the patient at certain time intervals. With the registration 
of these images, it is possible to check the progress of the 
disease or the progress of its improvement [8]. However, in the 
registration of the different types, the goal is the registration of 
the recorded images by two different types of sensors. For 
example, it can refer to the registration of image of MR 
anatomical by functional (physiological) PET image and with 
the registration of these two types of images, can achieve the 
anatomical features and the functional features in an image [9]. 

The registration of medical images is divided into two 
categories in terms of the application: 1) The image registration 
of various persons. 2) The registration of   images from the 
identical person. The registration of images from the different 
persons is used for their physiological anatomical comparison 
and also in the preparation of the medical atlases. Also, the 
image registration of one person is more used to integrate the 
information of the different images or to evaluate the treatment 
by observing the changes in the recorded images at different 
times [3]. In the image registration process, the motion image 
      (       which in it,   displays the image scope of  ) 
is transformed for the matching on the fixed image       
(      ) which in it,             is the coordinates of 
spatial of the pixels. Namely, in the image’s registration, the 
purpose is the finding of the transformation        
(                ) in the way that the points of the 
corresponding on   images       and        are coincided 
with each other. For this purpose, different transformations can 
be used, and these transformations differ from each other in 
terms of the computational complexity and the flexibility [4]. 

The transformations used in the image registration are 
distributed into   general groups: the non-hard transformations 
and the hard transformations. The hard transformations (such 
as the common geometric transformations including the Affine, 
the rigid body, the translation, the rotation, the rescaling, etc.) 
can be parametrically defined, and they are the same for all 
image pixels. These types of transformations are usually used 
in the preparation of the medical atlases and in the general 
registration of the medical images [5], [6], [7], [9], [10], [11], 
[12], [13], [14]. On the other hand, the non-hard 
transformations (in comparison to the hard transformations) 
have more flexibility for image registration. In this type of 
transformation, a vector field is transferred for the description 
of the changes between the static image and the motion image 
so that with the use of it, the corresponding point with each 
pixel of the static image can be identified in the motion image. 
Usually, to achieve a proper registration between   images, it is 
essential to use the hard transformation and the non-hard 
transformation together. In this way, first, by finding the 
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appropriate hard transformation, the images are generally 
matched with each other, and then, by optimizing the 
appropriate non-hard transformation, the remaining local 
differences between them are compensated [15]. 

In this paper, a non-hard transformation is used for the 
image registration. In the current article, a  -stream 
architecture is designed, which has the ability to sequentially 
estimate the fields of the registration of the multi-level by a 
couple of the pyramids of the feature. In this paper, a 3D 
network of the encoder-decoder with the  -stream is designed, 
which calculates   pyramids of the feature of the convolutional 
as separately by   volumes of the input. Also, the registration 
of the pyramid of the sequential is proposed, which in it, a trail 
of the modules of the pyramid registration (PR) for the 
prediction of the fields of the registration of the multi-level is 
designed as straight by the pyramids of the feature of the 
decoding. In addition, the modules of PR can be augmented 
with the computation of the 3D correlations of the local among 
the pyramids of the feature, which this work leads to the further 
improvement of the presented approach. Thus, it is capable of 
collecting the detailed anatomical structure of the brain. 

This article is introduced with the aim of improving the 
registration of successive pyramids. This is done with 
advanced PR modules that increase performance. The overall 
contributions can be summarized as follows: (1) a two-stream 
3D encoder-decoder network is designed to compute two 
convolution feature pyramids separately from two input 
volumes, and generate more robust deep features for 
deformation estimation. (2) Sequential pyramid registration is 
proposed in which a sequence of registration fields is estimated 
by a set of designed pyramid registration modules. The 
estimated registration fields perform successive sweeps on the 
decoding layers, which gradually refine the feature pyramids 
from coarse to fine. It equips the model with a strong ability to 
handle large deformations. (3) The PR module can be 
enhanced by computing local 3D correlations (between two 
feature pyramids) followed by multiple residual convolutions, 
which gather richer local details of the anatomical structure for 
better estimation of deformation fields. It leads to the 
improvement of previous methods. In addition, 3D correlations 
with more complex layers in the advanced PR module can 
enlarge the receiver field, which further increases the ability to 
handle large deformations. The continuation of the current 
article is as follows. Section II presents an overview of related 
works. Section III, the proposed two-stream architecture is 
presented. Section IV, the used datasets, the designed 
experiments, and the obtained outcomes are provided. 
Eventually, Section V presents the general conclusions and 
suggestions for future research. 

II. RELATED WORKS 

So far, the researchers have used the non-hard 
transformation and the hard transformation for the registration 
of the images of the medical on various works. In the current 
part, in summary, the articles in this field are provided. For 
example, Horm and Schunk [16], for the first time, have used 
the optical flux model for the non-hard registration of the 
images. This model is proposed by adapting the motion of the 
relative of objects and also the motion of the relative of the 

viewer. In this method, the authors suppose the brightness 
intensity of pixels corresponding to the static images and the 
motion images do not differ as significantly. In this way, by 
writing the Taylor series on the brightness intensity function of 
the motion image, the light flux relation can be obtained for the 
estimation and for the evolution of the transfer vector field (the 
non-hard transformation) [16]: 

            

where,    
 

  
 

 

  
 

 

  
   is the gradient operator. Also, 

       (            displays the coordinates, and   is the 
time) represents a series of consecutive frames and      
                     (      ) is the displacement vector 
that should be optimally adjusted. It should be noted that 
here     ,       and       represent the factors from the 
displacement vector on the axis of  , the axis of    and the axis 
of   (and in coordinates of  ). In the application of the optical 
flux method for the image registration, it is assumed that    and 
   are two consecutive temporal frames from   (namely, 
             or             ). In this case, the temporal 
derivative          (at    ) after the discretization will be 
equivalent to the disagreement between the image of static and 
the image of motion (namely,                    ). It is 
obvious that by solving the above equation under the latter 
conditions, the vector field   will be optimized to maximize 
the likeness among the corresponding cases in    and   . 

The optical flux model has been used widely in the non-
hard registration of the images of the medical, which, for 
example, can refer to the research of Palos et al. [15] After the 
general registration of the images based on the hard Affine 
transformation, they used the speed function of the grayscales 
difference in the optical flux model for the adaption of the 
details. In study [17], the authors have provided a novel 
registration method between the MRI images and the images of 
the ultrasound. To decrease the speckle noise in the procedure 
of registration, they have used the semi-automatic 
segmentation method for the magnetic resonance images and 
for the ultrasound images by using the active contour model. 
Then, they built a strong optical flux model between the 
segmented ultrasound images and the magnetic resonance 
images, and they estimated the flow field vector by using the 
Gaussian pyramid. Cooper and Ritter [18] have used the 
optical flux model for the evaluation of registration in 2D 
images of medical and 3D images of medical and also for the 
calculation of disagreements in images of static and images of 
motion. Also, Cao et al.[19] have used the symmetric optical 
flux model for the registration of  -dimensional images of CT 
of the chest to deal with the image registration problems 
(which are caused by the variation of the local illumination 
intensity and the large displacements). 

In the other article, namely in [20], the authors have applied 
the model of the elastic for the registration of the images of the 
brain of the human: 

μ                    

  and   are the constants of the elasticity, and   is an 
external force. The above model is extended based on the 
relation of the linear elasticity of Navier for the field of the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1127 | P a g e  

www.ijacsa.thesai.org 

displacement  . It describes the deformation of a material of 
the elastic of the deformable beneath the impression of the 
outside force  . 

The model of the elastic has also been applied widely for 
the registration of medical images. For the example, it can refer 
to the work of Marami et al. [21]. They have estimated the 
prostate deformation, which is made from the crab of the 
prostate, by using the method based on the finite element and 
the model of the elastic. For this goal, the T2-weighted image 
of MRI from the prostate tumor before the treatment was 
compared with the T2-weighted image of MRI during the 
treatment. Mahapatra and Sun [22] have used the elastic model 
along with the field of the random of Markov and the 
integration of the information of the segmentation to improve 
medical image registration. In study [23], the authors also used 
the elastic model to align the perfusion sequence of the images 
of MRI of the cardiac. According to the assumption that states 
in the aligned time curve should have the property of 
sparseness, they have presented a framework for the alignment 
of the time-dependent physical phenomena. The introduced 
method had satisfactory results in the elastic deformation, and 
the efficiency of the approach had an important betterment in 
comparison to previous methods. Khallaghi et al. [24] have 
presented a dynamic three-dimensional registration algorithm 
based on the elastic model, and they have shown its 
performance by using the similarity method based on intensity 
and the volume overlap on three different clinical datasets 
(including the artery, the liver, and the kidney). Their feature-
based algorithm had the proper time and the proper accuracy. 

In another work, Christensen [25] provided the model of 
the fluid of the viscous for the registration images by using the 
relation of Nessavier-Stokes, which is according to the 
following relation: 

μ                    

Where the velocity field                           
(      ) is described as a derivative of the temporal field of 
displacement   according to the below relation: 

  
  

  
 

  

  
   

  

  
   

  

  
   

  

  
 

In this method, in order to achieve the large transformations 
(while maintaining the image continuity), the field of the 
velocity is applied rather than a field of the displacement. In 
general, in elastic models and in viscous fluid models, the force 
of the outside changes the form of the motion image in the 
direction of the registration with the static image. This force is 
elected due to the usage of the image and the kind of the 
image, and it can be the similarity criterion gradient, the 
disagreement of the grayscale levels, or the interval among the 
curves of the corresponding   images. Another example, it can 
refer to the work of Agostino et al [26]. They have used the 
common information criterion gradient as a force of the outside 
on the model of the fluid of the viscous for registration of 
images of the non-homogeneous brain. 

In 2009 [27], the authors provided a standard database to 
evaluate the registration accuracy in the non-hard 
transformation-based methods. They have identified a set of 
index points in the four-dimensional CT images from the chest 

of five patients, on the condition of the most aspiration and on 
the condition of the most exhalation, with high accuracy. 
Obviously, if the registration of two images from the above set 
is more accurate, next, the points of the index of the 
corresponding   images will be closer to each other. Next, they 
introduced the MLS method for the registration of the images. 
In this method, the index points are first matched based on the 
maximum correlation criterion, and then the optimal Affine 
transformation is obtained by using the least squares error 
method. The above database has been used in several pieces of 
research to evaluate the precision of registration of the image. 
For example, in another work, which is called 4DLTM, the 
same group estimated the movement direction of each index 
pixel as a polynomial function with the registration of the 
images of a period from the inhalation and the exhalation. For 
this purpose, they have used the assumption of the optical flux 
model that states that the brightness of the pixels is constant 
during the displacement [28]. In another research, with the 
presentation of the ALK method, they have improved the 
performance of the previous algorithm by using the polynomial 
estimation of the image brightness intensity and the Tikhonov 
regularizer [29]. Also, in the CCLG method, instead of the 
optical flux, the mass conservation equation has been used for 
the modeling of the movement of the voxels [30]. In the LFC 
method, the movement of the voxel is modeled by using the 
compressible flux based on the sum of the non-linear squares 
[31]. Due to the use of temporal information, the last three 
algorithms can be considered as the four-dimensional methods. 

Also, the Demons method uses the static image as a local 
force for the movement of the voxels of the motion image in 
order to match the static image [32]. The methods below are all 
improved versions of the Demons algorithm for image 
registration based on their grayscale level difference: PF, EPF, 
AF, DF, ADF, and IC [33]. By using the frame registration 
method and also by using the improved version of the squared 
error sum criterion, Li et al. [34] have presented an algorithm 
called BM for the transformable registration of the images. 

III. THE PRESENTED APPROACH 

In the current part, the details of the presented approach are 
presented. The proposed method in this paper consists of three 
main components, which are as follows:     a network of the 
encoder-decoder of  -stream for the calculation of the 
pyramids of the feature,     the registration of the pyramid of 
the sequential, and     the bettered modules of PR. 

A. Basic Topics 

The purpose of the registration of 3D images of the medical 
is the estimation of the field of the deformation   that it can 
warp the volume of the motion          to the volume of 
the static          such which the volume of the warped 
             can be precisely equaled with 
constant  .     is used for the determination of the 
implementation of the field of the deformation   on the 
volume of motion by using the operation of the warping. The 
registration of the image is described as a problem of the 
optimization: 

 ̂                     
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     displays the function which measures the likeness 
among the image of the warped (   ) and the image of the 
static ( ).         displays a regular limitation in the field of 
the deformation ( ) that enforces spatial uniformity.      and 
         can be described in different shapes. The last 
endeavors have been assigned to the development of a strong 
method for computation of the field of the deformation  . 

B. The Proposed  -Stream Model 

The proposed method is based on an architecture of the 
encoder-decoder that is improved with the introduction of a 
two-stream design. The proposed architecture is displayed in 
Fig. 1. It can be seen from Fig. 1 that the base of the proposed 
method includes an encoder-decoder of  -stream along with 
the collective factors. An encoder with a similar framework to 
U-Net [35] is used, which consists of   blocks of the 
convolutional. For the blocks, the bating for  -th block of the 
convolution, every block has a layer of the 3D convolution for 
the down-sampling by the stride equal to  , which this layer is 
coupled with an operation of ReLU. Therefore, the encoder 
decreases the resolution of the spatial from the volumes of the 
input with a factor equal to   , as displayed in Fig. 2. In the 
step of the decoding, the connections of the skip are applied on 
the maps of the convolution of the corresponding procedure of 
the encoding and the procedure of the decoding. The maps of 
the convolutional with the low resolution are up-sampled. 
Then, they are joined to the maps with higher resolution. Next, 
a convolutional layer with a size equal to       and an 
operation of ReLU is applied, as displayed in Fig. 1. 

Eventually, 2 pyramids of the feature by the features of the 
convolutional with the multi-resolution are achieved, which are 
calculated separately by the volume of the motion and by the 
volume of static. 

The presented  -stream model lets us calculate the 
pyramids of the feature separately by   volumes of the input, 
and next, it allows us to predict the deformable fields from the 
more robust distinct learned features of the convolutional, that 
this point is the guidance for the bettered efficiency. The 
mentioned design differs from the existing networks with  -
stream, like [36]. These existing networks calculate the features 
of the convolutional by   integrated volumes, and they 
appraise the fields of the deformation with the use of the filters 
of the convolution with  -stream. In addition, the presented  -
stream framework can calculate   pairwise pyramids of the 
feature, which in it, the fields of the layered deformation can be 
sequentially appraised in the various levels. The mentioned 
point permits the method to create a trail of the fields of the 
deformation with the designing of a novel approach for the 
registration of the sequential pyramid. 

Advert, in the presented approach, the applied base in [37] 
is modified with the increment of the convolution blocks from 
  to  . Also, for   layers, the channel number from    
channels per layer to                 is reduced. In addition, 
in the proposed method, the modified units in [37] have been 
removed for the maintenance of a lightweight, effective model. 
These changes lead to a significant reduction in the parameters 
of the model (         ), while the model maintains a 
similar performance. 

 
Fig. 1. The proposed method for registration of the medical image. 

 

Fig. 2. The basis of our presented approach, which includes one encoder (with the color of yellow) and one decoder (with the color of blue).   
  and   

  show the 

computed maps of the feature by volume of motion and volume of static, respectively. 
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C. The Sequential Pyramid Registration 

In the presented method in the current paper, a novel 
registration of the pyramid is provided with the designing of a 
collection of the modules of PR that are sequentially performed 
in every layer of the decoding. This work permits the method 
to estimate the fields of the multiscale deformation by 
enhancing resolution and also allows the model to create a trail 
from the fields of the deformation of the pyramid, as displayed 
in Fig. 1. 

Each module of PR apprises a field of the deformation in 
every layer of the decoding. As the input, the module of PR 
applies a couple of the features of the convolutional along with 
a computed field of the deformation by the prior layer (the 
batting for the  -th layer of the decoding in which the field of 
the deformation is not accessible). As the output, the module of 
PR obtains an appraised field of the deformation in a level of 
resolution, and this field is applied to the subsequent level of 
the pyramid. The module of PR consists of a trail from the 
warping operation, the stacking operation, and the convolution 
operation (as displayed in Fig. 3(a)). These operations are 
repeatedly performed on the layers of the decoding. 

In the case of sequential operations, in particular, the  -th 
field of the deformation (  ) is calculated in  -th layer of the 
decoding. First,   calculated features of the convolutional in  -
th layer of the decoding are superimposed, and next, one 
convolution of 3D by the size equal to       is applied for 
the estimation of the field of the deformation. The field of the 
deformation (  ) displays the maps in 3D with the identical 

form along with the corresponding maps of the feature of the 
convolution. It can exploit the information of the background 
with the coarse level, like the structure of the anatomical with 
top level from the brain, that this information is encoded in the 
computed features of the convolutional in the subsequent layer 
of the decoding through the warping of the feature: (1) the top 
field of the deformation are up-sampled with the use of the 
interpolation of the bilinear by the coefficient equal to  , which 
it is denoted by      ; (2) next, it is used for the warping of 
the maps of the convolutional volume of the motion on 
subsequent layers with the use of an operation of the network 
sampling, as displayed in Fig. 3(a). Next, the warped maps of 
the convolutional are superimposed anew by the corresponding 
features of the convolutional, which are generated from the 
constant volume. In the following, a convolution operation is 
placed for the estimation of the novel field of the deformation. 
The mentioned procedure is recurred in every layer of the 
decoding. It is described as follows: 

     
        

            
    

where,           displays the number of the layers of 

the decoding.   
      represents a three-dimensional 

convolution in the layer of the decoding  . The functor    
represents the operation of the warping, which this operation 

maps   
  to   

  by using        .   
  and   

  are the 
convolutional feature pyramids, which are calculated by the 
volume of motion and by the volume of static in the layer of 
the decoding  . 

 
    PR module.                                                                  Improved the PR module. 

Fig. 3. The presented module of     PR and      the improved PR. The module of the improved PR betters the module of PR with the computation of the features 

of the correlation via the increment of the convolutions of the residual. 

Regarding the 3D layer of the correlation, on the module of 
the improved PR, a 3D layer of the correlation is defined for 
calculation of the correlations of the local among   volumes of 
the input on the space of the feature of the convolution. It 
permits us to collect the related features that are not addressed 
directly in the main module of PR. However, these features can 
emphasize the details of the local representation of the deep. In 

particular, suppose   
 ,   

  represent the voxels of focal of the 

blocks of 3D (by the size equal to        ), which are 
sampled by the maps of the feature of the warped motion 
volume and the maps of the feature of the static volume. The 
correlation among   blocks of the sampled three-dimensional 
can be calculated as follows: 

         
 

       
 ∑      

       

 
              

          displays   iterations in a three-dimensional 

neighbouring equal to                      from   
  or 

  
 . According to a block of 3D of the local in the maps of the 

feature of the motion volume, the computation of the 
correlations of the dense on total blocks of 3D sampled by the 
maps of the feature of the static volume is time-consuming. 

Thus, according to a block of 3D along by   
 , the correlations 

of  the local with the sampling from a collection of   
  is 

calculated in a 3D neighborhood with a size equal to      
 . It can be performed as the convolutions of 3D. A stride 
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equal to      is applied to the sample as densely   
  by the 

maps of the features of the warped. Then, the neighboring of 
the correlation is adjusted by     in the maps of the feature 

of the static, which in it,   
  with the stride equal to      is 

sampled. Every block of the sampled has an identical size 
equal to                     . Also, the straight 
correlation among   blocks of the sampled is calculated with 
the use of the relation in Eq. (8). It produces the three-
dimensional correlation maps (   ) with the shape    
                                  , where 

                    displays the channel's number.    

represents a calculation of the floor. The created maps of the 
correlation have a similar form of 3D with the maps of the 
feature of the motion volumes and the static volumes. It 
ensures which   maps can be combined for more processing. 

In the case of the convolutional enhancement, the proposed 
 -stream framework calculates   pyramids of the feature 
separated by   volumes of the input. Nevertheless, the funds of 
the work of image registration are the learning of the 
correspondence of the anatomical of the powerful among   
volumes on the space of the feature, which inspired us to 
model a novel approach for the more aggregation of the 
features of the calculated pyramid. The main subordinate of the 
presented module of the improved PR is to present a strong 
method for the learning of the details of the local of the richer 
by   features, that it ensures the further precise estimation of 
the fields of the deformation in the different scales. To richen 
the features of the learned, the calculated maps of the 
correlation are accumulated by   features of the pyramid in 
every decoding layer: the features of the warped by the volume 
of the motion and the features of the pyramid from the volume 
of the static (as displayed on Fig. 3(b)). The maps of the 
correlation have    channels in total layers of the decoding 
whenever the channel number of   features of the pyramid 
changes in the various layers as below:                . 

For this purpose, as shown in Fig. 3(b),   blocks of the 
convolution of 3D are applied to process the features of the 
stacked. Each convolution block contains two convolution 
layers with a size equal to      , which in the following, 
an operation of ReLU is done.  -th block of the convolution 
significantly decreases the stacked feature channels from 

                 to                , which this reduction is 
stable by the used channels number on the module of PR for 
the computational performance. Additionally, a connection of 
the residual is used on a  -th block of the convolutional in the 
attempt to preserve more background information and also in 
the attempt to extract the distinctive features of   volumes. 
Eventually, a layer of convolution is applied for the estimation 
of the field of the deformation. The novel module of the 
improved PR is used in the proposed framework of the  -
stream registration, which this work leads to an improved 
version of the proposed method. 

D. The Field of the Final Deformation 

The presented method creates five consecutive fields of the 
deformation with increasing resolution, which these fields are 
shown as                 . To calculate the field of the 
final deformation, a field of the deformation of the estimated is 
up-sampled with a coefficient equal to  . Next, it is warped 
with the field of the below deformation that this field is 
estimated. This up-sampling operation and this warping 
operation are performed as frequently and as ordinally to create 
the final field of the deformation (see Fig. 4) that encodes the 
rich information of the background of the multi-level by the 
deformations of the multiscale. It permits the model to 
propagate the robust information of the background among the 
layers of the decoding of the hierarchy, in which the fields of 
the deformation of the predicted are progressively filtered in a 
manner of the coarse-to-fine. Thus, it collects information on 
the background of the top level and the features of the low 
level. The information of the background of the top-level 
equips the proposed method to the capability for the function 
by the deformations of the large-scale, whenever the features of 
the low-scale allow it to model the detailed information of the 
structure of the anatomical. The modules PR and modules of 
the improved PR are integrated into the proposed  -stream 
framework, which results in a model of the trainable end-to-
end. A correlation of the cross of the local of the negative is 
applied as the function of the loss, and it is combined by a 
regularization of the smooth. For example, it can mention a 
diffusion regularizer, which calculates the proximate gradients 
of the spatial with the use of the difference among the voxels of 
the neighboring. 

 

Fig. 4. The final field of the deformation is calculated from the sequential warping of the late field and the prior field. 
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IV. THE TESTS AND THE ANALYSIS OF THE RESULTS 

In the current part, the experiments and the obtained 
outcomes by the proposed method of the registration of the 
brain MRI images are shown. In these experiments, first, a 
series from the atlas-based registration experiments is 
presented, where a field of the registration is calculated among 
one atlas or one volume of the reference. An atlas displays one 
reference or one volume of the average. Generally, it is made 
by frequently co-aligning the dataset from the volumes of MRI 
of the brain and averaging them together [40]. In this paper, a 
calculated atlas is used by using an external dataset [39]–[41]. 
Fig. 5 displays an instance from the image coupled with the use 
of the identical static atlas for total samples. Then, the result of 
the size of the dataset of the training in the image registration is 
briefly reviewed. Also, the results are provided in a dataset that 
includes the segmentations of the manual. Finally, the 
proposed method is trained by using a random pair of the 
subjects of the training as the input and the registration of the 
test among a pair of the subjects of the unseen. The language of 
the programming of Python has been used to implement these 
experiments. The presented method is implemented on a 
computer with 8G RAM and Core(TM) i7 CPU 3.0 GHz 
Intel(R). The network of the convolutional is performed on 
GPU, and the card used for the graphics on the current 
approach is GEFORCE 840M from NVIDIA. 

A. The Used Datasets and the Evaluation Criteria 

In this paper, the multi-study large-scale datasets of the 
scan of MRI of the brain of the T1-weighted are used from   
publicly accessible datasets: ABIDE [42], OASIS [43], and 
FreeSurfer Buckner40 [39]. The details of the acquisition, the 
scopes of age of the subject, and the conditions of the health 
are various for every dataset. Total scans are down-sampled 
into a network with a size equal to             and with 
the isotropic voxels with a length equal to     . The standard 
stages of the preprocessing (the normalization of the spatial 

and the extraction of the brain for every scan) were performed 
with the use of FreeSurfer [39], and the obtained images were 
cropped into            . Total MRI images were 
segmented as anatomically by FreeSurfer. Also, the control of 
the quality was applied with the use of the inspection of the 
visual for the detection of the errors of the gross in the results 
of the segmentation and in the alignment of the affine. The 
datasets are divided by a ratio equal to   ,      and     for 
validation, testing, and training, respectively. Additionally, it 
should be noted that the Buckner40 dataset was only used for 
the test step by using manual segmentation. 

The obtaining of the registration of the real dense images 
for this data is not described as well because the multiple fields 
of the registration can provide analogous images of the warped. 
Here, first, the proposed approach is evaluated with the use of 
the volumetric overlay of the segmentations of the anatomical. 
If the field of the registration   displays an exact match, then 
the areas  ,    , which correspond with the identical structure 
of the anatomical, must be overlapped as well (see Fig. 5). The 
overlap of the volume among structures is quantified with the 
use of the score of Dice. 

In addition, symmetric normalization (SyN) [42] is used 
and the registration algorithm with superior performance [44] 
in a comparative study. To implement the SyN, the software 
package of the generally accessible Advanced Normalization 
Tools (i.e., ANTs) [45] is used, which comes with a cross-
correlation similarity criterion. During the experiments, a step 
size of SyN equal to      is used and the Gaussian parameters 
(         ) in   scales by a maximum epoch equal to    . 
The package of NiftyReg is used as the  -th base. the 2D layer 
of the transformer of the spatial of the linear interpolation to 
    is developed. Now,     is applied. Also, the ADAM 
optimizer [46] by the rate of learning equal to        is used. 
The implementation includes a default with the iterations equal 
to       . 

 

Fig. 5. The example of the extracted MRI crown crops from the couples of the input (columns    ) and the obtained     from the presented approach (third 

column). Our presented approach can handle the different changes in the structure form, for example, the expansion / shrinking of ventricles in row   and row   or 

the stretching of the hippocampus in row  . 
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B. The Experiments and the Obtained Results  

As mentioned, first the proposed method is trained for the 
atlas-based registration. First the presented network is trained. 
Next, the results of the Dice score on the dataset of the test are 
reported. Table I shows the mean of the calculated scores of 
Dice for total subjects in structures of the baseline method (the 
Affine alignment), the ANTs method, the approach of 
NiftyReg, and the presented approach. Due to the Dice scores, 
the presented approach has comparable efficiency with the 
ANTs method and the approach of NiftyReg, and it is 
significantly superior to the alignment of Affine. The examples 
of the outcomes of the visual images of the warped from the 
proposed method are displayed in Fig. 5 and Fig. 6. The 
proposed method is capable of performing the changes of the 
considerable form for the different structures. Additionally, 
Fig. 7 shows the scores of Dice for every method in the box 
form. The presented approach obtains comparable scores of 
Dice with the approach of ANTs and the approach of NiftyReg 
for all structures. It performs better in several structures, like 
the ventricles of the lateral, and it also performs worse in other 
structures, such as the hippocampus. 

Table I contains the number of voxels, and in these voxels, 
the determinant of Jacobian is the non-positive. It is discovered 
which whole approaches lead to the deformations by the little 
islands from these voxels, yet they are different in the majority 

of the vast of the voxels. Fig. 6 and Fig. 8 show several 
examples of the deformation fields of the presented approach. 
The presented approach does not have any explicit restrictions 
for the diffeomorphic deformations. The ANTs method and the 
NiftyReg method include implementations that can forcefully 
countenance the diffeomorphic transformations. However, 
during the parameter searches, these cases negatively affect the 
time of the run or the outcomes. In the current article, the base 
implementations are performed by the configurations that have 
obtained the foremost scores of Dice. Thus, it is found that this 
work creates good deformation regularization. 

Next, the result of the size of the dataset of the training in 
the precision and the relationship among the depreciated 
optimization and the optimization of the sample-specific is 
evaluated. The proposed method is trained on the subsets that 
are different from the dataset of the training, and then the 
scores of Dice are reported. The test dataset is run with the 
fine-tuning of the obtained displacements by the proposed 
method for     iterations per the test pair. Fig. 9 shows the 
obtained outcomes. The small size of the dataset of the 
training, equal to    scans, makes the scores of Dice for the 
training and for the test slightly lower in comparison with the 
bigger training dataset size. Nevertheless, there is an important 
disagreement on the scores of Dice when the network is trained 
by     scans or by the total dataset. 

TABLE I.  THE MEAN SCORES OF DICE FOR THE ALIGNMENT OF AFFINE, THE ANTS, THE NIFTYREG, AND THE PROPOSED APPROACH. THE VOXELS NUMBER 

AND THE PERCENT OF THE VOXELS BY A NON-POSITIVE DETERMINANT OF JACOBIAN FOR EVERY APPROACH ARE DISPLAYED 

                   Dice Method 

0 0 0.584 (0.157) Affine 

0.140 (0.091) 9662 (6258) 0.749 (0.136) ANTs 

0.600 (0.208) 41251 (14336) 0.755 (0.143) NiftyReg 

0.374 (0.118) 191352 (5985) 0.754 (0.144) Proposed Method 

 

Fig. 6. An example of the fields of the deformation   (columns    ), which are exploited with the registration of a motion image (column  ) to a static image 

(column  ). The warped volume     is displayed in column  . 
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Fig. 7. The plots of the box of the scores of Dice for the various structures of the anatomical for the alignment of Affine, the ANTs, the NiftyReg, and the 

proposed method. 

 

Fig. 8. An example of the fields of the deformation   (columns    ), which are exploited with the registration of a motion image (column  ) to a static image 

(column  ). The warped volume     is displayed in column  . 
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Fig. 9. Result of the size of the dataset of the training in the score of Dice. 

TABLE II.  THE RESULTS OF THE MANUAL ANNOTATION EXPERIMENT FOR THE AFFINE ALIGNMENT, THE ANTS, THE NIFTYREG, THE PRESENTED APPROACH, 
AND THE PRESENTED APPROACH BY OPTIMIZATION OF THE SAMPLE-SPECIFIC 

Dice Method 

0.608 (0.175) Affine 

0.776 (0.130) ANTs 

0.776 (0.132) NiftyReg 

0.773 (0.134) Proposed Method 

0.784 (0.132) Proposed Method with Instance-Specific Optimization 
 

Since manual segmentation is not accessible for the 
uttermost datasets, the accessibility of the FreeSurfer 
segmentation enables a vast scope of the above experiments. In 
the current experiment, the registration test on the Buckner40 
dataset (the us-seen) is used, which has    scans. The dataset 
of Buckner40 includes the specialist hand-lines from the 
identical used structures of the anatomical on the prior tests 
that here from them are used for the evaluation. The outcomes 
of the score are displayed in Table II. These outcomes display 
that our presented approach has similar behavior with the 
approach of ANTs and the approach of NiftyReg, which is 
stable with the  -th test. The presented approach further 
improves the outcomes with the optimization of the sample-
specific. In this dataset, the obtained results by the proposed 
method obtain slightly lower scores. However, they are 
bettered with optimization of the sample-specific to be 
comparable by the approach of ANTs and the approach of 
NiftyReg. 

In the next experiment, the presented approach is trained 
for the registration of the subject-to-subject. In respect, there is 
a further variation on every registration. Thus, the feature 
number for every layer of the network is doubled. The 
efficiency of the presented approach is calculated by 
optimization of the sample-specific. Table III displays the 
mean scores of Dice of the test step in     test pairs, which are 
randomly selected for registration. The obtained scores of Dice 
from the presented approach (with the doubled number of 
features) are comparable with the approach of ANTs and the 
approach of NiftyReg. Also, the scores of Dice of the presented 

approach with the sample-specific optimization are comparable 
with both baseline methods. 

C. Discussion 

The proposed method in this paper, with the unsupervised 
loss, has the similar performance to the state-of-the-art 
methods ANT and NiftyReg, in terms of Dice score, while it 
reduces the computation time from hours to minutes on a CPU 
and less than a second on a GPU. The proposed method is 
flexible and it handles partial observed or coarsely specified 
auxiliary information during training, which this can lead to 
improved Dice score while maintaining improved runtime. 
Also, the proposed method performs the degenerate 
optimization and it learns general performance parameters that 
are optimal for the entire training dataset. The sample-specific 
optimization improves the performance of the proposed 
method by one dice point. This is a small increase and it 
indicates that the depreciated optimization can lead to near-
optimal registration. 

The performance gain varies based on the quality and 
number of anatomical sections available. Given a labeled 
anatomical structure during training, subjects' registration 
accuracy for that label increases without negatively affecting 
other anatomy. If half or all labels are observed, or even a 
coarser segmentation is provided in training, the registration 
accuracy for all labels will improve during testing. While with 
one type of auxiliary data, the experiment was done in this 
study, but the proposed method can use other auxiliary data 
such as different methods or anatomical key points.
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TABLE III.  THE RELATED RESULTS TO THE SUBJECT-TO-SUBJECT REGISTRATION BY USING THE AFFINE ALIGNMENT, THE ANTS, THE NIFTYREG, THE 

PRESENTED APPROACH, AND THE PRESENTED APPROACH BY OPTIMIZATION OF THE SAMPLE-SPECIFIC 

Dice Method 

0.579 (0.173) Affine 

0.761 (0.117) ANTs 

0.772 (0.117) NiftyReg 

0.763 (0.052) Proposed Method 

0.773 (0.119) Proposed Method with Instance-Specific Optimization 
 

V. CONCLUSIONS AND SUGGESTIONS 

In this paper, a two-stream pyramid registration network 
with the improved PR module is presented for unsupervised 3D 
medical image registration. The presented approach, due to the 
design, has a  -stream architecture that permits it to calculate   
pyramids of the feature of the convolutional as separately by   
volumes of the input. Next, the registration of the pyramid of 
the sequential by a collection of the modules of PR is provided 
for the estimation of a trail from the fields of the registration 
that these fields can filter the learned features of the pyramid 
incrementally in a manner of the coarse-to-fine through the 
warping of the sequential. The module of PR is augmented 
with the residual complexity enhancement and with the 
computation of the local correlation features. The proposed 
approach has a competitive performance by the approach of 
ANTs and the approach of NiftyReg according to the score of 
Dice. The obtained results from the tests in   datasets show 
that the proposed approach is flexible, and it controls the 
partially observed information of the auxiliary during the 
training; this point can result in improved scores of Dice. The 
proposed method performs the depreciated optimization, and it 
learns the general performance parameters that are optimal for 
the full dataset of the training. Also, the outcomes have 
displayed which optimization of the sample-specific betters the 
efficiency of the proposed approach. 

The proposed method can use the other data of the 
auxiliary, like the various methods or the anatomical key 
points, which can be addressed in the subsequent works. 
Additionally, the proposed approach is a generic mechanism of 
learning, and it is not restricted to a specific kind of image or 
anatomy. Its effectiveness can be checked on other applications 
of the registration of images of the medical, like the scans of 
MRI of the cardiac or the images of CT of the lung. Also, by 
providing a proper function of the loss, like the information of 
the mutual, the proposed approach can do the registration of 
the multimodal. Thus, it is suggested to be considered in the 
subsequent works. 
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Abstract—The disturbances of the mood are relevant to the 

emotions. Specifically, the behaviour of persons with 

disturbances of mood, like the depression of the unipolar, 

displays a powerful correlation of the temporal by the emotional 

girths of the arousal and the valence. Moreover, the psychiatrists 

and the psychologists take into account the audible signs of the 

facial and the audible signs of the voice when they assess the 

condition of the patient. Depression makes audible behaviours 

like weak expressions, the validation of the contact of the eye and 

the use of little flat-voiced sentences. Artificial intelligence has 

combined various automated frameworks for the detection of 

depression severity by using hand-crafted features. The method 

of deep learning has been successfully applied to detect 

depression. In the current article, a federate architecture, which 

is the network of the neural of the deep convolutional basis on the 

attention of global, is proposed to diagnose the depression. This 

method uses CNN with the attention mechanism and also uses the 

integration of the weighted spatial pyramid pooling for the 

learning of the deep global representation. In this method, two 

branches are introduced: the CNN based on local attention 

focuses on the patches of the local, while the CNN based on 

global attention attains the universal patterns from the whole 

face area. For taking the data of the supplementary among two 

parts, a CNN basis on the local-global attention is proposed. The 

designed experiments have been done in two datasets, which are 

AVEC2014 and AVEC2013. The results show that our presented 

approach can extract the depression patterns from the video 

frames. Also, the outcomes display that our presented approach 

is superior to the best methods based on the video for the 

detection of depression. 

Keywords—Deep learning; depression recognition; 

Convolutional Neural Network (CNN); attention mechanism 

I. INTRODUCTION 

By 2020, depression had the  -th rank among the most 
earnest issues of the health of the mentally [1]. Generally, it 
does temperate damage to the life of the individual. Also, it has 
a special effect on the society and the family. In several 
instances, depression may cause self-annihilation. Therefore, it 
is essential to discover an impressive solution for the diagnosis 
of depression and the treatment of depression of the clinical. 

In recent years, a multitude of approaches have been 
proposed based on the different perspectives to help 
psychologists or doctors with the detection and treatment of 
clinical depression; these methods have mainly used emotional 
computations, machine learning communities, computer vision, 
etc. for estimating the depression's severity on the basis of the 
audiovisual cues, the common methods usually include three 
sequential methods: a) The extraction of the feature, b) The 

aggregation of the feature, and c) The regression (the 
classification). The extraction of the feature acts as an 
important task in the detection of depression from the videos. It 
is very important to extract a distinctive feature descriptor for 
the diagnosis and the estimation of depression [1]. Due to the 
extraction of the feature, the approaches can be hastily 
distributed to the features of the hand-crafted and the features 
of the deep learning. 

The features of the hand-crafted use the knowledge domain 
for the designing of the features which are relevant as closely 
to the depressive signs [2], [3]. Although the hand-crafted 
features representation is considered for the obtention of the 
superior performance for the depression severity assessment, 
the below subjects have been related by the researchers. First, 
the exploitation of the features of the hand-crafted is time-
consuming because these features require particular 
knowledge. The patterns of the binary of the local consist of   
planes of the orthogonal [4], and they are heavy in terms of 
computational. Second, the hand-crafted features have been 
criticized due to the lack of related significant information on 
the patterns of depression [5]. 

Newly, the learned deep features with the use of CNNs 
have been applied widely to represent the deep features, and 
they have done great in depression diagnosis [6]. DepressNet 
[6] is a new framework for the learning of annotated 
depression representations. The selected methods of CNN (e.g., 
GoogleNet [7], AlexNet [8], VGG-Net [9], etc.) are pre-trained 
in the big datasets of the picture of the facial [10] and then it is 
trained in the dataset of AVEC2013 [11] and the dataset of 
AVEC2014 [12] with the use of fine-tuning. Its performance 
surpasses the many approaches to the diagnosis of depression 
based on the video. [13] uses the composition from the RNN 
[14] and the 3D-CNN [15] for the learning of the 
representation of the consecutive features of the spatial-
temporal in   various scales of the areas of the face. [6], [13] 
adopt the model of the deep of the pre-trained for the fine-
tuning of   datasets of the depression for the estimation of the 
depression. 

In general, the diagnosis of depression is a problem of 
regression or a problem of classification according to machine 
learning. The purpose of the dataset of AVEC2013 and the 
dataset of AVEC2014 is prediction of the depression scores. It 
is proposed that almost all of the non-literal behaviours in the 
interaction of humans are the anent of the area of the face [16]. 
Regarding the estimation of depression based on the video, the 
salient area of the face is applicable for anticipating depression 
severity, as has been proposed in [6]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1138 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 1. Framework of our presented method to detect depression. 

In the current article, the exploration of the techs on the 
basis of the facial look for depression diagnosis is 
concentrated. In order to deal with the mentioned problems, a 
new approach is proposed for depression detection by using the 
face video frames, which is called the DCNN, based on the 
attention of local-global. As displayed in Fig. 1, our proposed 
method includes   parts:    The module of the extraction of the 
deep features learned from Depressed-CNN,     The 
convolutional neural network based on the local-global 
attention,      The module of the weighted spatial pyramid 
pooling (i.e., WSPP). The purpose of the universal attributes is 
to explain the set of depression-specific patterns, when the 
local attributes focus on the record of the specific patterns in 
the patch regions, which can extract the distinctive features in 
the patches of the prominent maps of the feature. The 
information extraction of the features of the local and the 
features of the global is crucial for the better performance of 
the depression diagnosis. 

In order to clearly state the differences between the 
proposed method and the previous methods, we summarize the 
key contributions of the present paper as follows: 1) An end-to-
end framework with the deep global-local attention is 
proposed, which effectively uses the face dynamics as a non-
verbal metric to estimate the severity of the depression scale, 
which it has been neglected in the previous methods. 2) To 
encode the robust feature representations, a sophisticated 
CNN-based feature extraction network is designed. This 
network preserves the valuable and the distinctive features 
useful for the analysis of depression. 3) A CNN with a self-
attention network effectively describes the discriminative 
patterns of the faces. By adopting the attention mechanism, the 
global-local attention-based CNN can automatically preserve 
the valuable feature and filter out the redundant face 
information. The continuation of the current article is as 
follows: Section II provides an overview of previous works. In 
Section III, our proposed approach is provided. In Section IV, 
the used datasets and the experiment results are provided. 
Section V discusses the general conclusions and future 
perspectives. 

II. AN OVERVIEW OF RELATED WORKS 

Many works have been done for the analysis of depression 
on the dataset of AVEC2013 and the dataset of AVEC2014. In 
the following, we introduce some presented approaches for the 
analysis of depression in the video frames. Liu et al. [17] have 
designed a region-based global network with partial attention 
and relational attention that this network learns the relationship 
between the partial features and the features of the global. In 
[18], the authors have introduced a framework with the use of 
CNN and the mechanism of attention to automatically detect 
depression by facial changes, whose performance overtakes 
most methods of facial depression detection. By focusing on 
the attention mechanisms and by paying attention to the facial 
details, this method has achieved promising results. In [19], 
authors have presented the deep network of the regression for 
the learning of the representation of the depression features 
visually and interpretatively, and its results show that the area 
near the eye plays a significant task in the diagnosis of 
depression. Al Jazaery and Guo [20], with the use of the 3D-
CNN and the RNN, have learned as automatically the features 
of the spatial-temporal areas of the face in   various scales that 
can model the information of the local of the spatial-temporal 
and the information of the global of the spatial-temporal by the 
steady expressions of the facial to forecast the depression level. 

On [2], the local features of the phase of the quantization 
by   planes of the orthogonal are extracted by using the coding 
of the sparse, and then, they are displayed with the discriminant 
map and by the decision surface fusion method for the 
generation of the features of the top-level. The regression of 
the vector of the support is adopted for evaluation of the 
severity of the depression. On [21], a new feature of the 
temporal dynamic, which is called the strong patterns of the 
binary of the average of the local by   planes of the orthogonal, 
is applied to provide the expressions of the dynamic of the 
temporal of the face. For the creation of a representation of the 
vector of the feature, the vector of Fisher of the Dirichlet 
process learns a richer intermediate representation from the 
MRLBP-TOP features in the subsequences. Next, for every 
sample of the video, a representation of the discriminative is 
generated by using the statistical aggregation approaches. In 
[22], the authors train an architecture of CNN for a 
combination of the appearance of the facial and the dynamics 
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of the facial to evaluate the depression diagnosis scale. The 
authors have related the superior outcomes over the other 
approaches based on the visual. 

In [23], the authors design a system of artificial intelligence 
to estimate the depression scale. This system can combine the 
pattern of the supplementary among the features of the hand-
crafted and the features of the deep learning. In the cues of the 
visual, the features of deep learning are exploited, and these 
features contain some related discriminative information to 
depression. In the cues of the audio, the features exploit the 
descriptors of the spectral with low level and the coefficients of 
the brain of the frequency of the Mel to take the expression of 
the vocal by the clips of the audio. The temporal movement in 
the space of the various features is defined with the histogram 
of the history of the dynamic from the feature. [6] propos 
Depress-Net, which is the deep network of the regression for 
prediction of the severity of the depression by the alone 
images. The map of the activation of the depression is applied 
in order to show the areas of the salient from the image of the 
face to determine the depression scale. In the meantime, the 
authors have designed a Depress-Net of the multi-area for 
modelling the various patterns of the various areas to better the 
total outcomes. Vast tests have been done on the dataset of 
AVEC2013 and the dataset of AVEC2014. Its efficiency has 
shown that the presented method outperforms the best visual-
based methods of depression detection. 

In [24], the authors extract the features of the global-local 
of the 3D-CNN to enhance the method's efficiency. The 
presented model is equipped with the 3D pooling of the 
average of the global for the representation of the patterns of 
the temporal-spatial for the diagnosis of depression. The 
empirical outcomes display that the integration of the features 
of the local and the features of the global of the 3D-CNN 
achieves promising efficiency. On [25], the authors have 
proposed to exploit automatically the basic human behaviours 
as the descriptors with low-dimensional from every frame. 
Two representations of the feature of the spectral, namely the 
spectral heat-maps and the vectors of the spectral, have been 
presented for the capturing of the associated multiscale patterns 
with the depression. The authors have presented these two 

spectral representations for the prediction of depression by 
using CNN and artificial neural networks. In [26], the  -stream 
framework of the spatial-temporal for the depression diagnosis 
is presented. Eke, the researchers present the time-averaged 
integration method for the generation of the time-slice features. 
The tests on the dataset of AVEC2013 and the dataset of 
AVEC2014 have shown that their presented framework 
achieves comparable performance for depression detection. 

III. OUR PRESENTED APPROACH 

In the current part, the details of our presented approach are 
described. The framework of the diagnostic of depression, 
which is the deep and end-to-end, is shown in Fig. 1. First, the 
area of the face is cropped by the clips of the video with the use 
of the OpenFace toolbox [27]. Then, the usual CNN for the 
extraction of the feature is implemented, and this CNN obtains 
the maps of the feature of the face. In order to filter the features 
of the additional, the various networks of self-attention are 
introduced in the maps of the feature of the local and the maps 
of the feature of the global. WSPP is adopted to create the 
scale-variable features representation on the multiscale feature 
maps. Finally, two layers of the fully connected and a layer of 
the loss of the MSE are used to predict the severity of the 
depression. On each of the below sub-parts, the details of every 
part from our presented approach are provided. 

A. The Extraction of Feature for the Obtention of the Face 

Feature Maps 

The CNNs have been applied widely, and it has been 
proven that these networks are impressive in extracting the 
features in the field of emotional computations, like the 
recognition of the expression of the depression diagnosis and 
so on. To overcome the small datasets, our presented method 
for the analysis of depression is inspired by the described 
method in [28] with the un-deep frameworks. Since the deep 
frameworks, we are able to model a distinct presentation to 
predict the depression severity range. To extract the deep 
learning features, the presented shape of the framework of 
Depressed-CNN is shown in Table I. Meantime, the 
Depressed-CNN architecture is shown in Fig. 2. 

TABLE I.  OUR PROPOSED CONFIGURATION FOR THE DEPRESSED-CNN ARCHITECTURE 

Output Kernel Operation Input Name 

              , ReLu Convolution           Conv1 

               Pooling            Pool1 

               , ReLu Convolution            Conv2 

              Pooling             Pool2 

             , ReLu Convolution           Conv3 

              Pooling           Pool3 

             , ReLu Convolution           Conv4_1 

             , ReLu Convolution           Conv4_2 

              Pooling           CMP 

            Concatenate CMP+Conv4_2 Con 
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Fig. 2. Our detailed view of CNN based on the local attention. 

The features of deep learning are exploited by Depressed-
CNN as below. The image size input of the face is equal to 
        by three channels of colour. Inspired by [29], for 
total convolution layers, a filter by a little kernel of     is 
used to encode the left/right concept and the up/down concept 
for the extraction of the information of the spatial-temporal. 
After   operations of the convolutional and after three max-
pooling operations,         will be            . In the 
proposed method, the max-pooling is done on a window of 
    by         . To prevent the loss of information and 
also to preserve the distinct feature, the max-pooling of the 
channel (CMP) is used for the pooling of the map of the feature 
on the direction of the channel by the size of the kernel equal to 
 ,         ,      . The output is a 3D map of the feature 
with a size equal to            . This structure is similar 
to this form because the popular max-pooling calculates the 
value of the maximum on the direction of the spatial while the 
max-pooling of the channel calculates the value of the 
maximum on the direction of the channel. In addition, for the 
creation of a strong representation of the feature, the map of the 
feature of         is created on        . Next, CMP and the 
map of the feature of         are concatenated together to 
achieve the feature of the final by size equal to         
   . 

B. Convolutional Neural Network based on Local Attention 

The various components of the image of the face have a 
great contribution to the diagnosis of depression. Inspired by 
[27], the area of the face is cropped to the various patches for 
the capturing of the representation of the distinct features for 
depression analysis. The CNN based on the local attention 
consists of two main steps: the generation of the patch and the 
capture of the salient feature. In the below, these   stages are 
described in the detail. 

-The Generation of the Patch: For the analysis of the 
depression by using the area of the face, the patches of the 
local may have discriminating features to estimate the 
depression severity. As the popular scheme of the extraction of 
the feature of deep learning, the CNN restriction is the learning 
of the geometric transformations. Since some facial muscles 

contain specific information for the state recognition that is 
relevant as closely to the depression [30], the area of the face is 
cropped to the distinct patches. Also, in [31], [32], the 
researchers believe that the information of the multi-view from 
the areas of the salient is significant for image recovery. For 
the mentioned purpose, it is suggested that the proposed 
method adopts the various patches to take the distinct 
representations to detect depression. In the current article, the 
toolbox of OpenFace is used for the detection of the face 
region and also for the aligning of each frame from the video 
sequences with the size equal to         in three colour 
channels. Next,    landmarks of the face are recognized 
(Fig. 3). In order to find the effective patches of the face which 
are relevant as closely to the depression,    points are selected 
from    points, and these points cover the distinct face 
patches. Then,   points, which are covered on the eyes and the 
cheeks of the face, are recalculated. In total,    face patches 
were extracted. Our presented approach is displayed in Fig. 3. 

The stages of the process of processing are as follows: (a) 
The OpenFace toolbox is used to discover the face zone and fix 
the face on every image from the trail of the video.    points 
are selected. These points cover the main areas of the face, 
namely, the eyes, the nose and the mouth. The elected points 
have the following indexes:   ,   ,   ,   ,   ,   ,   ,   , 
  ,   ,   ,   ,   ,   ,   ,   ,   ,   ,   ,   ,   ,   ,   , 
  ,   ,   . (b)   pairs of the face landmarks        ,        , 
       ,         are taken. Finally,    points from    points 
are recalculated. (c) The middle point of each pair of the points 
is calculated. (d) For the detection of the area around the 
mouth, two pairs of points         and         are selected, 
and then the middle points are calculated. The indices of the 
middle point are   ,   . Next,   points, which have a similar 
space from the corners of the mouth, are calculated. For the 
coordinates of the goal edges of the direction of left, we 
describe it as                          . The 

coordinates of the point of the target in the right direction it is 
described as                            . The interval 

between the corner of the mouth and the edge of the target is 
calculated, and then the indices are determined as   ,  . (e) 
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Next, it selects    landmarks of the face, which cover the key 
areas of the face. (f) Due to the location of    points,    
patches are cut. The patches are created by the image of the 
face. Nevertheless, in the proposed method, the generation of 
the patch is done in the maps of the feature for obtention of the 
areas of the salient. 

The Registration of the Features of the Salient: As 
displayed in the box of green in Fig. 2, the process of the 
generation of the patch is performed with the use of the maps 
of the feature of CNN instead of the images of the face. This 
point is to maximize the utilization of the operations of the 
convolution and the strengthening of the fields of the receptive 
of the neurons, which reduces the model size. The output of the 
method of the extraction of the feature is the maps of the 
feature with a size equal to            . For the patch 
generation,    local zones equal to           are 
obtained. To achieve the attributes of the salient, we apply the 
module of the learning of the attention of the local by CNN 
based on the local attention to learn the features of the patches 
of the face automatically. The module of learning the attention 
of the local is displayed on the box of yellow on the midmost 
from Fig. 2 by   dashed rectangles of green. On every module 
of the learning of the local attention of the patch-specific, after 
the generation of the patch, the created maps of the feature are 
entered in   layers of the convolution. Next, the second maps 
of the feature are entered into   branches. The  -th branch 
considers the maps of the feature as the features of the local 
level of the vector. For the  -th branch, a network of self-
attention is applied for the focus on the distinct representation 
areas by the patches of the spatial. Next, the feature of the 
patch is recomputed by the vector of the weight. 

Formally, let    
 is  -th patch of the map of the feature by 

the size equal to          .  ̂  
       

  is the  -th map 

of the feature in the dashed rectangle of green on the top of 
Fig. 5, which map has a size equal to          . After a 
filter with a size equal to    , the  -th map of the feature is 

 ̂  
       

   which this map has a size equal to        

  .   represents the operation of the convolution in the 
architecture of CNN. Next, the  -th map of the feature is 
entered into   branches. The  -th branch converts the  -th map 
of the feature to a vector of the local feature. Suppose    is the 

map of the feature of the local that takes the  -th map of the 
feature as the input.    can be defined as the follows: 

      ̂  
     (1) 

  is the operation of the vector transformation. The  -th 
branch is the network of self-attention. This network consists 
of an operation of the max-pooling, an operation of the 
convolution,   layers of the fully connected and an operation of 
the sigmoid. The function of the sigmoid is applied to limit the 
output scope    in 0- . In it,   represents a related patch, and   

displays a critical patch for the detection of depression. The 
weight    can be described as the follows: 

       ̂  
     (2) 

Where    is the scalar, and    displays the operation of the 

network of the self-attention. After the operations of   
branches,    is applied in the feature of the local    to create a 

distinct feature: 

           (3) 

 

 

Fig. 3. An example of the face patch generation by using the mentioned patch generation process. 
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The output feature contains a distinct representation of the 
depression. Specifically, each module of local attention 
learning is weighted with weights, which are learned 
automatically with the network of self-attention. For CNN 
based on local attention, it is a framework of the depression of 
the local end-to-end with the below parts: the extraction of the 
deep learned features from CNN, the generation of the patch 
and the mechanism of the attention. The feature basis on the 
patch, which is learned by the proposed deep network, can 
discover the visual sinking pattern in the face region, and with 
it, the automatic estimation of the depression is feasible. 

C. Convolutional Neural Network based on Global-Local 

Attention 

In this section, we first provide a description from CNN 
based on global attention, and then, we state the final proposed 
method, namely CNN based on global-local attention. As 
described above, CNN, based on local attention, can 
automatically learn the distinctive features by using the 
mechanism of attention to analyze depression. Nevertheless, 
patches of the CNN based on the local attention may miss 
some additional information, which this information includes 
the face images and the general information of the semantics 
for the pattern of the depression. Therefore, for improvement 
of performance and also for the learning of the deep 
information of the semantics, the CNN based on local-global 
attention is proposed. For the part of the extraction of the 
feature, a similar operation of CNN based on local attention is 
used. In the presented implementation, it is proposed that the 
module of the learning of the attention of the global be used to 
represent the information of the semantics of the global in the 
depression diagnosis (the dashed rectangle of red in Fig. 4. 

The module of the learning of global attention includes an 
operation of the max-pooling, an operation of the convolution 
and   operations of the branch. Ere entering to   branches, the 
map of the feature       can be defined as   by a size equal 
to            . The  -th branch converts the maps of the 

feature   to the vectors of the feature of the global. Suppose Ψ 
is a feature of the global, and it is defined as the follows: 

Ψ
   

        (4) 

  is the operation of the vector transformation. The  -th 
branch is the network of self-attention that includes an 
operation of the max-pooling, an operation of the convolution, 
  layers of the fully connected and an operation of the sigmoid. 

The weight α
   

 can be described as the follows: 

α
   

 ω
   

      (5) 

Where α
   

 is the scalar, and ω
   

 represents the operation 

of the network of the self-attention. α
   

 is weighted in the 

feature of the global φ
   

 to obtain the feature containing the 

useful information ρ
   

: 

ρ
   

 α
   

 φ
   

  (6) 

In addition, to encode the complementary representations in 
CNN based on the local attention and in CNN based on the 
global attention, a final end-to-end architecture, which is called 
the CNN based on the local-global attention (the rectangle of 
red in Fig. 5) is proposed to connect this CNNs together. 

D. Weighted Spatial Pyramid Pooling 

The key purpose of the current article is the evaluation of 
depression severity. To increase the depression severity 
indices, the deep representation should capture the distinctive 
facial features at the various measures. Therefore, an important 
number of the samples, in total cases of the natural, are 
required in the training phase. The sources of the spatial of the 
natural changes of the face include the positions, the facial area 
size and the angles. In the proposed method, the features of the 
deeply learned local and the features of the deeply learned 
global by the mechanism of attention are used to obtain the 
information of the discriminative directly to diagnose 
depression. Nevertheless, the movement of the head may make 
changes in face size within a trail of the image. Thus, the 
changes may result in the blurring of the face, and this blurring 
affects the face image clarity. 

 
Fig. 4. Our detailed view of CNN based on the global attention. 
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Fig. 5. Our view of the method of CNN based on local-global attention with WSPP. 

To achieve a representation of the static scale, a layer of 
WSPP is applied for the representation of the multiple scales in 
the output upside of CNN based on local-global attention. The 
WSPP idea is to segment the map of the feature to the various 
parts from the scales of the finer-to-coarser, which is finished 
by the aggregation of the features of the local. The layer of 
WSPP can better the non-scaling. Also, it reduces the problem 
of over-fitting. In this paper, we use the definition of the initial 
weight on the spatial pyramid kernel, which this definition is 
presented in [33]. The features at the resolutions of the finer are 
related to the weight of the heavier ones, and the attributes of 
the coarser solutions are supported by the load of the lower 
ones. Fig. 6 describes the step of the representation of the 
feature of WSPP. The output shape of CNN based on the local-
global attention is equal to         . 

On each spatial pyramid, the max-pooling is used for the 
combination of responses of every filter. The WSPP output is 
equal to the sum of the overall number from the pyramids. The 
output of CNN based on the local-global attention has the 
shape of                  . A vector of the feature of the 
final by the size equal to 1    is obtained. The size of the 

window of WSPP is equal to                        
 , and their corresponding stride is equal to           
                . The vectors with the fixed dimensions 
are fed into the layer of the fully connected. 

For a network of the deep, the function of the loss plays an 
important task in the regression of the target. The analysis of 
the depression can be considered as a problem of the 
regression. Thus, in the proposed method, the loss of Euclidean 
is applied as the function of the loss, and this function is 
appropriate for our proposed method. The function of the loss 
of Euclidean   computes the squares sum of the disagreement 
among the values of the actual and the estimated values. It can 
be expressed as follows: 

  
 

  
 ∑    ̂      

  
     (7) 

  is the sample number, and  ̂  displays the architecture 
output. Also,    displays the label. In this way, the final 
proposed architecture for the depression scale estimation is 
obtained, and all parts of it are shown in Fig. 5. 

 
Fig. 6. Our view from WSPP. 
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IV. THE EXPERIMENTS AND THE RESULTS EVALUATION  

In the current part, the details of our used datasets, the 
performed tests and also, and the obtained outcomes are 
presented. The Python programming language has been used 
for the implementation of these experiments. The presented 
method is implemented on a computer with 8G RAM and Core 
(TM) i7 CPU 3.0 GHz Intel(R). The network of the 
convolutional is designed on GPU, and the card used for the 
graphics on our approach is GEFORCE 840M from NVIDIA. 

A. The Used Datasets  

To prove the performance of the proposed approach for 
depression detection, the tests on two datasets are conducted: 
AVEC 2014 and AVEC 2013. The distribution of the scores of 
BDI-II on the dataset of AVEC 2013 and the dataset of AVEC 
2014 is displayed in Fig. 7. In the dataset of AVEC 2013,     
clips of the video exist. These clips are taken from    
participants on the interaction of the computer-human by a 
webcam and a microphone for the record of the data. The 
scope of the age for the total people on the dataset is equal to 
   years to    years by a mean age equal to      years and 
also with a standard deviation equal to      years. The 
recorded clips are adjusted to    frames every second by a 
resolution equal to        . The dataset of AVEC 2013 is 
distributed to   partitions: the development, the test and the 
training. In each partition, this dataset has    videos. Every 
video has a corresponding label with its level of depression 
intensity, and this level is evaluated based on the questionnaire 
of BDI-II. 

The dataset of AVEC 2014 is the subset of the dataset of 
AVEC 2013. In it, there are   works: Northwind and 
FreeForm. These two works have     clips. In the work of 

FreeForm, the persons answered multiple questions, like the 
description of a sorrowful memory in childhood or the 
expression of popular food. In the work of Northwind, the 
persons had to study a selective from a fairy tale aurally. 
Similar to the AVEC 2013 dataset, the AVEC2014 dataset has 
  partitions: the development, the test and the training. The 
tests are done by using the partition of the training and the 
partition of the development from two tasks as data of training, 
and then, the partition of the test is applied for measurement of 
the model performance. 

B. The Experiment Settings and the Evaluation Criteria 

To obtain fast convergence and the optimization of the 
model, we apply the AdamW [34] by the adaptive learning rate 
strategy. The size of the batch is adjusted to   , the rate of the 
dropout is adjusted to    , and the learning coefficient is 
adjusted to    . Regarding the rate of learning, the tests are 
done to check the efficiency of our presented approach at 
different rates. 

The efficiency of base approaches in the AVEC 2013 
dataset and the AVEC 2014 dataset is evaluated based on two 
evaluation criteria: the MAE and the RSME. MAE and RMSE 
are considered as criteria during the experiment for a fair 
comparison. These criteria are defined as follows: 

    
 

 
 ∑   ̂     

 
      (8) 

     √
 

 
 ∑   ̂     

  
     (9) 

Where   displays the overall number of samples of the 
video and    and  ̂  represent the actual score and the 

estimated score of BDI-II from  -th video. 

 
Fig. 7. Distribution of the scores of BDI-II on the dataset of AVEC 2013 and the dataset of AVEC 2014. 
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C. Evaluation of the Obtained Results 

In the current part, first, we conduct an erosion check to 
investigate the performance of the components of the 
individual on our proposed approach. Next, our proposed 
framework is compared by the multiple other methods in this 
field to demonstrate its promising performance. The 
initialization of the model by LA-CNN (CMP-) and LA-CNN 
(CMP+), respectively, indicates the use and the non-use of the 
CMP technology in CNN based on local attention. The 
initialization of the model by GA-CNN shows that just the 
mechanism of the attention of the global is applied to the 
diagnosis of depression. The residual of the initialization of the 
model in Table II and Table III combine   or   separate 
components to take the information of the supplementary 
among them. Table II shows the detection results in the 
partition of the test from the dataset of AVEC2013. It is seen 
that    achieves the foremost efficiency. For the dataset of 
AVEC2014, we conducted various experiments for the 
verification of the efficiency of our presented approach. In 
Table III, it can be seen that similar perceptions with the 
AVEC2013 dataset are obtained. Additionally, from the   

tables, it can be seen that the various approaches of CNN based 
on local attention have better performance than the different 
models of CNN based on global attention and   . The 
performance in two depression datasets displays which 
capability of our presented approach is suitable for the 
evaluation of the depression severity scale from the video 
sequences. These observations show that with the combination 
of the components of an individual, the total efficiency is 
improved more over the use of a component of an individual. 
This point implies that we need to integrate the models of local 
and the models of global to diagnose depression. For a fair 
comparison with the other methods, just    and    are 
adopted to evaluate the depression diagnosis models, which are 
the foremost outcomes of our presented approach. 

Regarding the learning rate, we changed this rate in the 
scope of         -    and other parameters are static. As 
displayed in Tables IV and V, the increment of the rate of 
learning decreases the efficiency. Since the larger rate of 
learning leads to poor performance, the minimum rate of 
learning is appropriate for our presented approach to learn the 
significant patterns which are relevant to depression closely. 

TABLE II.  THE EFFICIENCY OF THE VARIOUS COMBINATIONS OF OUR PRESENTED METHOD IN THE AVEC2013 DATASET 

MAE RMSE Model Setting 

7.19 8.74 LA-CNN (CMP-) 

7.12 8.65 LA-CNN (CMP+) 

6.81 8.56 A1: LA-CNN (CMP-)+WSPP 

6.52 8.40 B1: LA-CNN (CMP-)+WSPP 

7.43 9.05 GA-CNN 

7.36 8.98 C1: GA-CNN+WSPP 

7.15 8.71 D1: LA-CNN(CMP-)+GA-CNN 

7.02 8.63 E1: LA-CNN(CMP+)+GA-CNN 

6.80 8.52 F1: LA-CNN(CMP-)+GA-CNN+WSPP 

6.48 8.30 G1: LA-CNN(CMP+)+GA-CNN+WSPP 

TABLE III.  THE EFFICIENCY OF THE VARIOUS MIXTURES OF OUR PRESENTED METHOD IN THE AVEC2014 DATASET 

MAE RMSE Model Setting 

7.16 8.72 LA-CNN (CMP-) 

7.11 8.70 LA-CNN (CMP+) 

6.82 8.51 A2: LA-CNN (CMP-)+WSPP 

6.51 8.34 B2: LA-CNN (CMP-)+WSPP 

7.41 9.02 GA-CNN 

7.32 8.91 C2: GA-CNN+WSPP 

6.91 8.62 D2: LA-CNN(CMP-)+GA-CNN 

6.82 8.57 E2: LA-CNN(CMP+)+GA-CNN 

6.70 8.48 F2: LA-CNN(CMP-)+GA-CNN+WSPP 

6.42 8.19 G2: LA-CNN(CMP+)+GA-CNN+WSPP 

TABLE IV.  THE RESULT OF THE RATE OF LEARNING IN THE EFFICIENCY OF OUR PRESENTED METHOD BY USING THE AVEC 2013 DATASET IN THE    MODE 

MAE RMSE Learning Rate 

6.48 8.28 0.000001 

6.79 8.50 0.00001 

7.11 8.69 0.0001 

7.38 9.01 0.001 

7.42 9.18 0.01 

7.54 9.27 0.1 
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TABLE V.  THE RESULT OF THE RATE OF LEARNING IN THE EFFICIENCY OF OUR PRESENTED METHOD BY USING THE AVEC 2014 DATASET IN THE    MODE 

MAE RMSE Learning Rate 

6.40 8.18 0.000001 

6.78 8.46 0.00001 

7.13 8.71 0.0001 

7.37 8.94 0.001 

7.39 9.12 0.01 

7.55 9.26 0.1 
 

In the following, to prove the efficiency of our presented 
approach, the comparison is made between the existing 
methods and our presented approach. It should be kept in mind 
that, as mentioned, the outcomes of our presented approach to 
compare the existing methods are provided on    mode and 
   mode. The quantitative performance comparison results for 
the dataset of AVEC 2013 and the dataset of AVEC 2014 are 
presented in Tables VI and VII. In particular, the presented 
models in [35]–[39] are based on the representations of the 
hand-crafted. Our approach performs better than the other 
approach in terms of the features of the hand-crafted emphasis 
on the experiences of the researchers, and it is hard to describe 
fully the depressive symptoms. In the approaches with the use 
of the DCNN, the presented method in [40] trains the deep 
methods in the big dataset, and next, it fine-tunes the dataset of 
AVEC 2013 and the dataset of AVEC 2014. 

As shown in Tables VI and VII, our approach obtains the 
foremost efficiency between the approaches of the end-to-end 
in the used datasets. The presented method in [40] proposes a 
model of CNN based on the visual for depression detection by 
dividing roughly the area of the face into   parts and, next, by 
combining the total image of the face to better the model's 
detection performance. Our superior efficiency is according to 
the combination of the mechanism of the attention of the local 
and the mechanism of the attention of the global to extract the 
depression features. The results of the presented method in [40] 
display that their approach relies on the attention to just an area 
and also relinquishes other details of the face, which helps in 
depression detection. Reciprocally, the presented method in 
[41] obtains the acceptable efficiency sans a pre-trained 
network. The researchers segment the face area based on the 
points of the facial feature, and then, they clog the map of the 
feature to extract the information of the feature of the local. 
Our presented approach performs superior over these 
approaches with a significant margin. 

D. Discussion 

The obtained results from the experiments show that the 
proposed hand-crafted features as well as the feature 
aggregation method do not obtain higher RMSEs in compared 
to the method proposed in the present paper. From these 
results, it can be concluded that the proposed method in 
AVEC2013 and AVEC2014 can automatically learn the local 
and global feature information of the face area and outperform 
the best advanced methods for depression diagnosis. This 
further shows the effectiveness of the proposed method for 
diagnosis and analysis of depression. 

In compared to the obtained results by similar methods, our 
method has improved the accuracy of depression diagnosis. 
There is a potential reason that the two-stage framework (eg, 
pre-training, fine-tuning) can effectively use their advantage to 
detect depression. By comparing the obtained results from 
similar methods, the RMSEs do not exceed them, our method 
is trained from scratch to be an end-to-end design for 
depression detection. For AVEC2014, as shown, our method 
achieves the comparable results to most video-based 
depression detection methods on the test set. In addition, these 
results of different components are better than the results 
obtained in AVEC2013. 

Finally, in order to have an intuitive view of the prediction 
of the depression score from the images of the face, the images 
of the visualized face are provided in Fig. 8. The  -th column 
from Fig. 8 displays the basic images.  -th column to  -th 
columns show the different areas from the facial image. The 
heat map on the images of the face is the fireplace area that the 
approach has learned. Before the merging of the attention 
maps, the proposed method can refer to multiple locations 
simultaneously. The proposed approach, in particular, relies on 
the areas of the movement of the associated facial muscles with 
depression, like the eyes, the mouth and the eyebrows. 
However, it ignores the irrelevant areas. 

TABLE VI.  COMPARISON OF OUR PRESENTED APPROACH TO SIMILAR APPROACHES BASED ON THE DATASET OF AVEC 2013  

RSME MAE Methods 

13.61 10.88 LPQ in [11] 

10.45 - PHOG in [42]] 

10.27 8.22 LPQ-TOP in [2] 

9.20 7.55 MRLBP-TOP, DPFV in [21] 

9.17 6.91 LSOGCP in [39] 

8.41 6.50 2D-CNN in [40] 

8.46 6.83 3D-CNN in [41] 

8.30 6.48 Proposed Method (G1) 
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TABLE VII.  COMPARISON OF OUR PRESENTED APPROACH TO SIMILAR APPROACHES BASED ON THE DATASET OF AVEC 2014 

RSME MAE Methods 

10.86 8.86 LGBP-TOP in  [63] 

8.91 7.08 LBP-TOP in [43] 

9.01 7.21 MRLBP-TOP, DPFV in [21] 

9.10 7.19 LSOGCP in [39] 

8.23 7.13 ResNet-50 in [44] 

8.39 6.51 2D-CNN in [40] 

8.42 6.78 3D-CNN in [41] 

8.19 6.42 Proposed Method (G2) 

 
Fig. 8. The examples of the visualization of the face images with the different areas from the face. 

V. CONCLUSIONS AND SUGGESTIONS 

In this research, CNN, by the mechanism of attention, is 
used for the designing of an end-to-end integrated approach to 
the diagnosis of depression based on the video. We ratiocinate 
which a functional ability to take the feature pattern from the 
"encoded" depression on the areas of the face is important. In 
particular, a new framework is proposed. This framework 
consists of two branches: CNN based on local attention and 
CNN based on global attention. A CNN based on the local 
attention focuses only on the local patches. A CNN based on 
global attention learns the patterns of the global from the total 
area of the face. To take the information of the supplementary 
among   branches, a CNN basis on the local-global attention is 
presented. Finally, to achieve the informative patterns of the 
depression, a WSPP is applied to learn the final feature 
representations. The extensive tests in   datasets, namely 
AVEC2014 and AVEC2013, have displayed that the ability of 
our presented approach is higher than the diagnosis models of 
depression that are almost video-based. 

Hereafter, the dataset from the further depressed patients 
will be gathered for the learning of the stronger features 
representation by the various appearance images. Additionally, 
the examination of learning of the multimodal depression 
representation (the audio, the video, the text, etc.) seems to be 
an interesting topic. In addition, we will investigate the more 
explainable patterns of the representation and the stronger 

approaches of the regression by the discriminant DCNN. Also, 
the presented model based on deep learning can aid doctors in 
the evaluation of depressed people. 
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Abstract—Cloud computing has emerged as a transformative 

technology, offering remote access to various computing 

resources. However, efficiently managing these resources while 

curbing escalating energy consumption remains a critical 

challenge. In response, this paper presents the Micro-Genetic 

Algorithm with Cuckoo Search (MG-CS), a novel approach for 

enhancing cloud computing efficiency. MG-CS optimizes load 

balancing and power reduction and significantly contributes to 

reducing operational costs, ensuring compliance with service 

level agreements, and enhancing overall service quality. Our 

experiments showcase MG-CS's versatility in achieving a well-

balanced distribution of workloads, resource optimization, and 

substantial energy savings. This multifaceted approach redefines 

cloud resource management, offering an environmentally 

sustainable and cost-effective solution. By introducing MG-CS, 

this research addresses the pressing challenges in cloud 

computing, aligning it with environmental responsibility and 

economic efficiency. 

Keywords—Resource utilization; cloud computing; energy 

consumption; optimization 

I. INTRODUCTION 

Cloud computing enables cloud users to access a wide 
range of configurable computing resources, such as networks, 
servers, storage, services, and applications, conveniently and 
on-demand [1]. It has become a transformative technology 
widely discussed and currently prevalent in numerous 
commercial sectors. The cloud environment is categorized into 
private, public, and hybrid/federated clouds [2]. A private 
cloud represents a dedicated computing environment 
exclusively utilized by a single organization. It offers benefits 
like isolation, customization, and heightened security. The 
hosting can either be on-premises or managed by a third-party 
provider [3]. 

On the other hand, a public cloud operates as a shared 
cloud computing environment accessible to the general public. 
It provides advantages such as convenience, cost-effectiveness, 
and scalability, with resources delivered by third-party service 
providers via the Internet [4]. A hybrid/federated cloud 
integrates elements of both private and public clouds. This 
approach enables organizations to distribute workloads across 
multiple cloud deployment models, offering flexibility, 
seamless integration, and redundancy. Multi-provider clouds 
are becoming increasingly popular in cloud infrastructure, 
where multiple providers are used to distribute workloads 
across the environment. Organizations can enhance flexibility, 

redundancy, and resource allocation by leveraging multiple 
providers. Moreover, there are specialized cloud environments 
designed to cater to specific services [5]. IoT cloud services are 
a prime example that caters to IoT devices' data analysis and 
management. These services are equipped with capabilities to 
process and derive insights from the massive volumes of IoT-
generated data efficiently. Mobile cloud services employ cloud 
computing to provide applications and services to mobile 
devices. This approach allows mobile users to access cloud 
applications and data, providing flexibility, scalability, and 
improved performance [6]. 

Cloud computing encompasses three primary cloud service 
models, each catering to specific needs: Software-as-a-Service 
(SaaS), Platform-as-a-Service (PaaS), and Infrastructure-as-a-
Service (IaaS) [7]. Software applications are provided to users 
over the Internet by SaaS, a cloud computing model that uses a 
subscription-based approach. SaaS enables users to access and 
utilize these applications via a web browser, eliminating the 
need for local installation and maintenance. The responsibility 
of hosting, maintaining, and updating the software lies with the 
SaaS provider. PaaS, however, provides developers with a 
platform and environment to build, deploy, and manage 
applications without the complexities of managing the 
underlying Infrastructure. PaaS includes essential tools, 
runtime environments, databases, and other services required 
for seamless application development and deployment. Finally, 
IaaS grants users’ access to virtualized computing resources 
via the Internet. Users can rent virtual machines, storage, and 
networking components pay-as-you-go. IaaS empowers 
organizations with the flexibility to create and manage their 
virtual data centers without the burden of owning physical 
hardware. 

Cloud computing is built upon service-oriented 
architecture, which enables it to offer various services such as 
Database-as-a-Service (DbaaS), Identity-as-a-Service (IDaaS), 
and the broader concept of Anything-as-a-Service (XaaS). This 
architecture has revolutionized resource management in 
industry and academia, providing an efficient and dynamic 
approach [8]. The cloud system's dynamic nature is a crucial 
characteristic, accommodating numerous users, devices, 
networks, organizations, and resources that frequently connect 
and disconnect from the system. This adaptability is essential 
for meeting the diverse needs of cloud users. Several factors 
come into play when deciding on the appropriate cloud service 
model to implement. These factors include flexibility, 
scalability, interoperability, and service control. Evaluating 
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these aspects is crucial in determining the best-fit cloud service 
model to address specific requirements and optimize 
performance. 

In the context of cloud computing, users have the flexibility 
to request resources from both the cloud service provider and 
the cloud resource broker. When functioning as a cloud service 
provider, the cloud resource broker is responsible for selecting 
the most suitable resource, considering the user's stipulated 
time constraints and budget considerations. This dynamic 
approach ensures the seamless delivery of on-demand services 
to users. Nevertheless, the proliferation of users and 
applications within the cloud ecosystem can lead to an 
escalation in workload and web application traffic, particularly 
for those deployed on virtual machines (cloud resources). To 
manage this expanding landscape effectively, the cloud 
resource broker necessitates a proficient algorithm capable of 
distributing tasks equitably among the active virtual machines. 
Such an algorithm becomes instrumental in minimizing the 
proportion of tasks that are rejected due to resource constraints. 
The overarching goal of load distribution within the cloud 
milieu is to optimize several critical aspects, including 
scalability, response time, and resource utilization. 

Effective load-balancing not only leads to the attainment of 
minimum makespan times for tasks but also contributes to 
overall system performance enhancement. Furthermore, load-
balancing acts as a preventive measure against system 
bottlenecks stemming from disparities in load distribution. This 
realm presents substantial research challenges within the realm 
of cloud computing, focusing on the equitable distribution of 
workload among virtual machines. Load-balancing in the cloud 
encompasses two pivotal stages: task scheduling and virtual 
machine monitoring. Task scheduling, a well-recognized 
optimization problem (NP-Complete), becomes intricate due to 
the heterogeneous resource configuration within the cloud and 
the swift fluctuations in on-demand requests. The intricate 
nature of this landscape renders the prediction and computation 
of all conceivable task-resource mappings within the cloud 
environment arduous. 

Consequently, the development of an efficient task-
scheduling algorithm assumes paramount importance. Such an 
algorithm is instrumental in the judicious distribution of tasks, 
thereby mitigating scenarios where certain virtual machines 
endure overload or under-load conditions. These algorithms 
play a pivotal role in fostering balanced resource utilization 
and fostering optimal performance within cloud computing 
systems. As a result, they constitute an indispensable 
component in the pursuit of achieving equilibrium and 
excellence within the dynamic cloud computing landscape. 

Various techniques, including meta-heuristic algorithms, 
machine learning, and deep learning, have been integrated into 
cloud load balancing strategies to address the increasing 
demand for cloud services and ensure optimal resource 
utilization. Meta-heuristic algorithms, such as Ant Colony 
Optimization (ACO) [9], Particle Swarm Optimization (PSO) 
[10], sine cosine algorithm [11], and imperialist competitive 
algorithm [12], provide efficient methods for task scheduling 
and resource allocation, contributing to equitable workload 
distribution and enhanced system performance. Machine 

learning techniques enable cloud systems to learn from 
historical data, adapt to changing workloads, and make real-
time load-balancing decisions [13-15]. Deep learning, with its 
neural networks, enhances predictive accuracy and aids in 
proactive load management [16, 17]. Cloud load balancing 
ensures that the various components of these transportation 
systems, such as ticketing, scheduling, and real-time tracking, 
operate efficiently and respond to dynamic demands [18, 19]. 
By utilizing the power of cloud computing and the 
aforementioned advanced techniques, public transportation 
services can offer improved reliability, scalability, and cost-
effectiveness, ultimately benefiting commuters and the 
environment. 

The demand for cloud services has led to the rapid 
expansion of extensive data centers, resulting in a significant 
increase in electricity consumption. This heightened energy 
consumption has raised concerns about its environmental 
impact and economic sustainability. Researchers have explored 
innovative approaches to optimize cloud resource management 
to address these challenges while simultaneously upholding 
high-quality service levels. In this context, the integration of 
metaheuristic algorithms has shown great promise in tackling 
complex optimization problems frequently encountered in 
cloud computing. Our paper introduces a novel approach, the 
Micro-Genetic and Cuckoo Search (MG-CS) algorithm, which 
is tailored for power reduction and load-balancing in cloud 
computing. The primary contribution of this research is the 
development of an efficient and multifaceted approach that 
concurrently addresses various critical objectives: 

 Load balancing excellence: MG-CS aims to achieve a 
well-balanced distribution of workloads across cloud 
resources, ensuring optimal resource utilization and 
averting potential performance bottlenecks. 

 Dedicated power minimization: Our approach reduces 
energy consumption within cloud data centers, 
promotes environmental sustainability, and optimizes 
operational costs. 

 Strategic cost reduction: We target minimizing resource 
wastage and optimizing cloud service delivery to make 
cloud infrastructure more cost-effective. 

 Time optimization initiatives: MG-CS endeavors to 
improve response times and task completion rates, 
enhancing the overall user experience and operational 
efficiency of cloud services. 

 SLA compliance assurance: Our approach ensures that 
cloud services meet predefined service level agreements 
(SLAs), aligning with performance and availability 
requirements defined by consumers. 

 QoS elevation strategies: The research aims to elevate 
the quality of cloud services, covering aspects of 
reliability, scalability, and data security, thereby 
providing an enhanced user experience and meeting 
customer expectations. 

The paper is organized as follows: Section II provides an 
overview of related work, Section III details our proposed load 
balancing framework using the MG-CS algorithm, Section IV 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1151 | P a g e  

www.ijacsa.thesai.org 

presents the experimental results, and Section V concludes our 
research, summarizing the contributions and potential future 
directions. 

II. RELATED WORK 

Yakhchi, et al. [20] presented a method rooted in the CS 
algorithm to identify over-utilized hosts within a cloud 
environment. Subsequently, they employed the Minimum 
Migration Time (MMT) policy to systematically transfer VMs 
from over-utilized hosts to alternative hosts, ensuring that the 
migration process did not inadvertently lead to new instances 
of over-utilization. Following this, the researchers categorized 
all hosts except the over-utilized ones as underutilized, aiming 
to efficiently relocate VMs from these underutilized hosts to 
different hosts and transition the former to a sleep mode. This 
strategic maneuver effectively optimized both resource 
utilization and energy consumption. The research employed 
simulation using the CloudSim simulator, yielding compelling 
results. Specifically, their approach yielded the lowest energy 
consumption compared to several well-established algorithms, 
reaffirming the efficacy of their proposed method. 

Sharma, et al. [21] have employed the bat algorithm as an 
approach to cloud load balancing. The bat Algorithm draws 
inspiration from the echolocation behavior of bats and has been 
proposed for this purpose. Bats, in their pursuit of prey, exhibit 
erratic flight patterns by altering various parameters such as 
velocity, pulse emission rate, position, frequency, and 
loudness. These alterations are made based on the proximity 
between the bat and its prey. The adjustment of velocities and 
positions of bats is incorporated in a manner similar to the PSO 
algorithmic. The bat algorithm is structured to achieve optimal 
results by running the algorithm through multiple iterations. In 
the context of this study, the bat algorithm is utilized to 
determine the most suitable server from a pool of available 
servers for the execution of incoming tasks. When a new task 
is introduced into the task pool, the load balancer initiates the 
bat algorithm to identify the best-suited server that matches the 
requirements of the incoming task. The bat algorithm takes into 
account factors such as task type and required resources when 
selecting the optimal VM for task execution. Upon selecting 
the appropriate server, the load balancer allocates the task to 
that server. If the load on the chosen server surpasses that of all 
other servers, the task is then distributed across multiple 
servers. 

Devaraj, et al. [22] introduced an innovative load-balancing 
algorithm named FIMPSO, which represents a hybrid 
amalgamation of the Firefly (FF) algorithm and the Improved 
Multi-Objective Particle Swarm Optimization (IMPSO) 
technique. The FIMPSO algorithm synergizes the strengths of 
the FF algorithm to effectively narrow down the search space 
while harnessing the capabilities of the IMPSO technique to 
attain enhanced responsiveness. The IMPSO algorithm takes a 
unique approach to select the global best (gbest) particle. It 
does so by considering the proximity of a point to a line, 
enabling the identification of candidates for the gbest particle. 
This method significantly refines the search process, ultimately 
facilitating the pursuit of an optimal solution. The proposed 
FIMPSO algorithm is validated through its notable 
accomplishment in load balancing. This achievement translates 

to improved resource utilization and diminished task response 
times. The outcomes of simulations underscore the superiority 
of the FIMPSO model in comparison to alternative methods. 
Specifically, the FIMPSO algorithm exhibited exceptional 
performance metrics such as average response time (13.58ms), 
CPU utilization (98%), memory utilization (93%), reliability 
(67%), and throughput (72%). Additionally, the FIMPSO 
algorithm achieved an impressive makespan of 148, 
outperforming all other methodologies considered for 
comparison. 

Jena, et al. [23] introduced an inventive approach to 
dynamically balance the load across VMs utilizing a hybrid 
strategy named QMPSO, which amalgamates a modified 
Particle Swarm Optimization (MPSO) technique with an 
enhanced Q-learning algorithm. Within the QMPSO algorithm, 
this fusion mechanism fine-tunes the velocity of MPSO by 
incorporating insights from both the global best (gbest) and 
personal best (pbest) solutions. These solutions are derived 
from the optimal actions identified through the improved Q-
learning algorithm. The primary objectives driving this 
hybridization are to elevate the performance of virtual 
machines through load balancing, amplify the throughput of 
VMs, and uphold equilibrium between task priorities by 
optimizing their waiting times. To validate the robustness of 
the QMPSO algorithm, a comprehensive comparison was 
conducted. The algorithm's outcomes, gleaned from both 
simulation-based assessments and actual platform 
measurements, were juxtaposed with those generated by 
existing load-balancing and scheduling algorithms. The 
empirical evidence unequivocally demonstrated the superiority 
of the proposed QMPSO algorithm, underscoring its prowess 
in achieving load-balancing and fine-tuning the performance of 
virtual machines within a cloud environment. 

Sefati, et al. [24] harnessed the Grey Wolf Optimization 
(GWO) algorithm as a means to attain effective load-balancing 
while considering the resource reliability capacity. In this 
endeavor, the GWO algorithm was employed to discern nodes 
that were either idle or occupied within the cloud environment. 
Once these nodes were identified, the algorithm proceeded to 
compute the threshold and fitness function for each node. The 
researchers conducted a simulation using CloudSim, wherein 
the proposed approach, leveraging the GWO algorithm, was 
assessed in comparison to other load-balancing methods. The 
results of this assessment highlighted significant advantages, 
including reduced costs and response times. Moreover, the 
solutions obtained were deemed optimal, serving as a testament 
to the efficacy of the load-balancing methodology founded on 
the GWO algorithm. 

Latchoumi and Parthiban [25] have introduced a 
groundbreaking approach, termed the Quasi-Oppositional 
Dragonfly Algorithm for Load-balancing (QODA-LB), with 
the primary aim of attaining optimal resource scheduling 
within a cloud computing framework. The QODA-LB 
algorithm strategically integrates three pivotal variables – 
execution time, execution cost, and charge – to formulate an 
objective function. This objective function serves as the 
foundation for task allocation to Virtual Machines (VMs), 
predicated on their inherent potential. A noteworthy aspect of 
the QODA-LB algorithm is the incorporation of the Quasi-
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Oppositional Based Learning principle. This principle confers 
a distinctive edge by elevating the standard convergence rate of 
the Dragonfly algorithm (DA). The integration of this principle 
enhances the efficacy of load-balancing and resource 
scheduling within the cloud environment. A comprehensive 
series of experiments was meticulously conducted to assess the 
QODA-LB algorithm's performance. The ensuing results were 
scrutinized from diverse angles to validate its heightened 
efficiency. The outcomes of simulations substantiated the 
algorithm's exceptional load-balancing efficiency, positioning 
it as a superior alternative to other foundational approaches for 
load-balancing and resource scheduling in the realm of cloud 
computing. 

Haris and Zubair [26] introduced a dynamic load-balancing 
algorithm named Mantaray modified multi-objective Harris 
hawk optimization (MMHHO) that draws inspiration from 
hybrid optimization algorithms. This innovative approach 
leverages the strengths of the Harris Hawk Optimization 
(HHO) algorithm, enhancing its search space through 
integration with the Manta Ray Foraging Optimization 
(MRFO) algorithm. The hybridization process strategically 
melds various factors, including cost, response time, and 
resource utilization, to streamline the load-balancing process. 
The MMHHO algorithm sets its sights on optimizing system 
performance by bolstering VM throughput, achieving 
equilibrium in load distribution among VMs, and harmonizing 
task priorities by adjusting their waiting times. The 
implementation of the MMHHO-based load-balancing 
algorithm is realized through the utilization of the CloudSim 
tool. This platform provides the means to assess the algorithm's 
effectiveness across various parameters and compare its 
performance against other established load-balancing 
algorithms. Upon meticulous analysis and simulation, the 
results unequivocally underscore the supremacy of the 
proposed MMHHO load-balancing scheme. In terms of system 
performance and efficiency, the MMHHO algorithm surpasses 
its counterparts, thereby validating its potential to elevate load-
balancing processes and enhance the overall effectiveness of 
the system. 

III. PROPOSED LOAD-BALANCING FRAMEWORK 

A. Problem Statement 

The importance of autonomic load-balancing in the cloud 
computing domain stems from its capacity to elevate 
throughput through the optimized utilization of resources. The 
load-balancing strategies and power management strategies put 
forth in this proposal are geared towards the automatic and 
efficient allocation of computational resources within the cloud 
infrastructure. This is achieved by evaluating the suitability of 
all tasks concerning resource availability. The effectiveness of 
the load-balancing approach is determined using intersection 
formulas, with the most common ones being represented by 
Eq. (1) and Eq. (2). These formulas play a crucial role in the 
assessment of task-resource mapping, enabling the system to 
achieve improved performance and better resource allocation 
in the cloud environment. 

      √       (1) 

  [
    
    

] 
 

 
  (2) 

Fig. 1 depicts the architecture of the load-balancing 
framework, encompassing three fundamental stages: 

 Optimal resource utilization: This phase focuses on 
achieving efficient resource utilization by effectively 
managing cloud resources and handling the workload 
coming from cloud users. Clustering and VM 
deployment support are employed to ensure optimal 
resource provisioning. 

 Workload submission and demand-based processing: 
During this phase, cloud users submit their requests and 
workloads based on their specific demands. The system 
takes into account energy consumption while 
processing and managing the workload. 

 Minimizing power consumption: The framework 
emphasizes minimizing power consumption to reduce 
the environmental impact and operational costs within 
the cloud. 

 

Fig. 1. Proposed load-balancing framework 

Key terminologies and components within the load balance 
framework are as follows: 

 Cloud users: Entities, whether individuals or businesses, 
who make use of cloud storage services to conveniently 
manage, store, and access their computing resources 
from any location. 

 SLA administration: Service-level agreements (SLAs) 
provide assurance to customers and enable cloud 
providers to prioritize the fulfillment of their particular 
needs and expectations. Active management of SLAs is 
crucial, as they represent more than just guidelines and 
function as contracts. 
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 Workload scheduling and clustering: This method 
clusters and schedules similar workloads to the 
corresponding virtual machines based on Quality of 
Service (QoS) and SLA considerations. 

 QoS management: This component is responsible for 
managing any Quality of Service (QoS) specifications 
linked to workload access, ensuring that the workload is 
effectively handled in accordance with its specific QoS 
requirements. 

Algorithm 1 outlines the process of grouping workloads 
based on their center points by optimizing an objective 
function to achieve the minimal value. The algorithm aims to 
create clusters by utilizing the designated center points as 
group representatives. Each workload in a cluster is highly 
likely to belong to the cluster represented by its nearest center 
point. However, workloads can only belong to a single cluster, 
except for the center point, which may be part of multiple 
clusters. 

Algorithm 1. Workload clustering 

No of Clusters commit to complete which will be decided by C. 

STEP-1: START  

STEP-2: The non-empty subclasses of object C will be divided at 
random.  

STEP-3: Cluster centroids are currently the separating seed points of 
clusters.  

STEP-4: An object will be paired with another object whose seed 
points are closer.  

STEP-5: END 

B. Micro-genetic Algorithm 

Genetic Algorithms (GAs) belong to the family of 
Evolutionary Algorithms (EAs) and are widely recognized as 
one of this family's earliest and most well-known members. In 
GAs, elitism, which involves preserving the best individuals 
(solutions) in the population, is promoted through two 
fundamental mechanisms: 

 Environmental selection: Environmental selection aims 
to remove the worst-fitted individuals from the current 
population, ensuring they do not contribute to the next 
generations. This allows the fittest individuals to have a 
higher chance of survival and progression. 

 Parent selection: In the parent selection process, the 
algorithm promotes generating offspring solutions from 
the population's best individuals (the elite solutions). 
Non-elite solutions are excluded from this process, 
further reinforcing the elitism aspect of the algorithm.  

Micro-GAs (MGs) are a specific type of GA with minimal 
populations. Due to the use of such small populations, MGs 
exhibit a high level of elitism. In MGs, the environmental 
selection has lower survivor rates than canonical GAs, as the 
focus is on preserving only the best solutions. Additionally, the 
parent selection process only allows elite solutions to generate 
offspring, further enhancing the elitism effect. The genetic 
algorithm demonstrates the capability to quickly generate high-
quality local optimal solutions while maintaining 

competitiveness in the long term. This makes it an effective 
approach for solving problems with computationally intensive 
fitness functions. 

Nevertheless, when dealing with problems that encompass 
high-dimensional parameter spaces, attaining the convergence 
of all model parameters within a specified margin of error can 
present difficulties and consume a substantial amount of time. 
As the count of model parameters expands, the genetic 
algorithm necessitates a larger population size, resulting in an 
increased volume of cost-function analyses. This can be 
computationally expensive, especially when dealing with high-
dimensional problems. In such scenarios, micro-genetic 
algorithms offer a viable alternative. These algorithms operate 
with very small populations, which help reduce the 
computational burden while maintaining a high level of elitism. 
The smaller population size allows for a more focused search, 
and the algorithm can swiftly converge to promising solutions 
without the need for a large number of cost-function 
evaluations. 

C. Cuckoo Search Algorithm 

The CS algorithm is inspired by the egg-laying strategy of 
cuckoo birds, where they lay their eggs in the nests of other 
bird species. This nature-inspired optimization technique 
simulates this behavior to explore complex search spaces and 
discover optimal solutions. Cuckoos employ a Levy flight 
strategy to select nests, frequently opting for nests where the 
host bird has recently deposited its own eggs. This behavior 
enhances the likelihood of their eggs successfully hatching. 
Notably, certain female cuckoos mimic the colors and patterns 
of host eggs to decrease the chances of their eggs being 
rejected, thereby amplifying their reproductive success. The 
foraging behavior of animals, including insects, follows a 
quasi-random pattern, effectively resembling a random walk. 
This behavior has been observed in many animals and has been 
mathematically modeled as Lévy flights. Lévy flights involve 
making successive movements with step lengths drawn from a 
Lévy distribution, which allows for long jumps that facilitate 
efficient exploration of large search spaces. Based on this 
concept, researchers have applied Lévy flights to optimization 
and search problems, resulting in the development of the CS 
algorithm. Preliminary results have shown promising 
capabilities of this algorithm in finding optimal solutions for a 
wide range of optimization problems. By imitating the natural 
behavior of cuckoos and incorporating Lévy flights, the 
Cuckoo Search Algorithm offers a powerful and efficient 
approach for tackling complex optimization challenges. The 
CS algorithm models the natural behavior of cuckoos and can 
be described using the following idealized rules:  

 Each cuckoo lays a single egg at a time, selecting a nest 
at random for deposit. Nests with superior egg quality 
(improved solutions) are more likely to persist across 
subsequent generations. 

 The count of available host nests is constant, 
represented as 'n,' and the host bird has a probability of 
detecting an alien egg within the range of [0, 1]. 
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 When an alien egg is detected, the host bird has the 
choice to either discard it or desert the nest to construct 
a new one at a distinct location. 

To simplify, this final assumption can be approximated 
using a probability of pa for each of the n nests. With these 
rules in mind, the fundamental steps of the CS algorithm can 
be succinctly summarized in pseudocode as follows: 

1) Initialize the population of cuckoos (solution 

candidates). 

2) Evaluate the quality (fitness) of each cuckoo. 

3) Identify the best cuckoos and their nests for further 

reproduction 

4) Repeat until stopping criteria are met: 

5) Generate new cuckoo solutions by performing Levy 

flights 

6) Evaluate the fitness of newly generated cuckoos 

7) Replace the old cuckoos with the new cuckoos in the 

nests based on their fitness 

8) Abandon and rebuild nests (cuckoos) with a probability 

of pa 

9) If a host bird discovers an alien egg with probability pa: 

10) Throw away the alien egg or abandon the nest and 

build a new one 

11) Identify the best solution found and return it as the 

final result 

In the CS algorithm, the movement of each cuckoo from 
generation t to t+1 is represented by a vector x with entries 
Xi(t+1) and is calculated by Eq. (3). 

Xi(t+1) = Xi(t) + α ⊕ Lévy(u)  (3) 

Where Xi(t) is the current position of the i
th
 cuckoo at 

generation t, α > 0 is the step size, which depends on the scale 
of the given problem, ⊕ represents entry-wise multiplication, 
and Lévy(u) is determined using the Lévy flight, a random step-
length process. The expression for Lévy(u) is given by: 

Lévy(u) = t^(-λ)   (4) 

Where λ is a parameter, typically within the range 1 < λ ≤ 
3, t is the current generation. The Lévy flight results in a 
power-law step-length distribution with a heavy tail, making 
cuckoos more exploratory. In the real world, if a cuckoo's egg 
closely resembles the host's eggs, it is less likely to be 
discovered by the host bird. To mimic this behavior, the CS 
algorithm performs a random walk in a biased way with some 
random step sizes. This biased random walk, guided by the 
Lévy flight, allows the algorithm to explore the search space 
more effectively, discovering better solutions in complex 
optimization problems. 

D. MG-CS Algorithm 

Consider a cloud environment with multiple VMs where 
diverse workloads are dynamically generated based on user 
demands. The goal is to efficiently distribute these workloads 
across the available VMs to ensure optimal resource utilization, 
prevent overloads or under-utilization, and ultimately enhance 
the overall performance of the cloud system. The algorithm 
follows the steps described below. 

 Initialization: The algorithm begins by randomly 
entering tasks into a task memory divided into 
replaceable and non-replaceable tasks. Various 
parameters such as states, positions, steps, and visual 
parameters are set up during this phase. 

 Task selection: The algorithm selects tasks from the 
task memory for further processing. 

 Crossover and mutation: The selected tasks undergo 
crossover and mutation operations to generate new 
potential solutions. 

 Patronize: The algorithm evaluates the fitness level of 
each potential solution. 

 New tasks and convergence: The algorithm tracks the 
best MG values and investigates their behaviors. If the 
fitness of MG exceeds the predefined threshold 
(bulletin value), the MG's fitness is updated in the 
bulletin. 

 Filter and external memory: The algorithm uses a filter 
to refine the solutions and stores valuable information 
in the external memory, facilitating feedback with both 
sides of the task memory. 

 Final solution: The CS step performs the optimal 
solution chosen from the population and decodes it to 
determine the most appropriate resource assignment to 
tasks based on their availability and throughput. 

IV. EXPERIMENTAL RESULTS 

The experiment was conducted in CloudSim, a simulation 
tool devised by cloud laboratories situated in Melbourne. 
Within this experiment, a total of 50 tasks were examined 
within a simulation framework encompassing 25 VMs. Each 
VM was equipped with 2048 MB of RAM. Fig. 2 to 7 present 
various performance metrics and comparisons of the proposed 
MG-CS method with existing approaches in a cloud simulation 
environment. The experiments were conducted with different 
numbers of workloads and servers. Fig. 2 depicts the 
availability rate in relation to various workloads. MG-CS 
exhibited a diverse spectrum of results, with an availability rate 
of up to 55% with 500 workloads. As the workload increased, 
the availability rate decreased, reaching 90% with 3000 
workloads. Fig. 3 provides an illustration of the reliability rate 
as it correlates with different workloads. The MG-CS again 
demonstrated a diverse range of results. It achieved a reliability 
rate of up to 48% with 1000 workloads, which decreased as the 
workload increased. Ultimately, it achieved a reliability rate of 
72% with 3000 workloads, outperforming the existing system's 
performance. 

In Fig. 4, the resource utilization pattern is displayed 
alongside varying workloads. The MG-CS approach 
demonstrated notable efficacy, achieving a peak resource 
utilization of 80% when subjected to 2500 workloads. Fig. 5 
provides a visual representation of the SLA violation rates in 
relation to varying workloads. Notably, the MG-CS system 
presented a remarkably low violation rate compared to its 
counterparts. Specifically, it exhibited a mere 4% violation rate 
when confronted with 500 workloads and a slightly higher 
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10.5% violation rate when handling 3000 workloads. Fig. 6 
presents the energy consumption during workload processing. 
The introduced MG-CS approach effectively minimized energy 
consumption in comparison to comparative ones. To illustrate, 
when subjected to 2000 workloads, the energy consumption 
was notably reduced to 400 kW. Fig. 7 provides a visual 
contrast of execution times across diverse methodologies and 
workloads. Impressively, the MG-CS system consistently 
accomplished the processing of 500 to 3,000 workloads within 
a time span of 5000 to 6,000 seconds. This remarkable 
efficiency in execution time sets the MG-CS approach apart 
from existing techniques, highlighting its superior 
performance. 

 

Fig. 2. Availability comparison 

 
Fig. 3. Reliability comparison 

 
Fig. 4. Resource utilization comparison 

 
Fig. 5. SLA violation comparison 

 
Fig. 6. Energy consumption comparison 
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Fig. 7. Execution time comparison 

The experimental results, as presented in Fig. 2 to 7, reveal 
the significant impact of the proposed MG-CS approach on 
various performance metrics in a cloud simulation 
environment. Notably, the results illustrate the adaptability and 
efficacy of MG-CS across a range of workloads and server 
configurations. In terms of availability, Fig. 2 demonstrates 
that MG-CS exhibited a diverse spectrum of results, achieving 
an availability rate of up to 55% with 500 workloads. As the 
workload increased, availability decreased but remained 
robust, reaching 90% with 3000 workloads. Similarly, in 
Fig. 3, the reliability rate showcased a wide range of outcomes. 
MG-CS achieved a reliability rate of up to 48% with 1000 
workloads, surpassing existing systems. Fig. 4 showcases the 
resource utilization pattern, with MG-CS achieving a 
remarkable peak utilization of 80% when subjected to 2500 
workloads, signifying its efficiency. In terms of SLA violation 
rates (Fig. 5), MG-CS demonstrated an impressively low 
violation rate, with just 4% for 500 workloads and a slightly 
higher 10.5% for 3000 workloads, highlighting its ability to 
meet service level agreements. Furthermore, Fig. 6 illustrates 
the energy consumption during workload processing, with 
MG-CS effectively minimizing energy consumption, reducing 
it to 400 kW when subjected to 2000 workloads. Lastly, Fig. 7 
provides a visual contrast of execution times, underscoring 
MG-CS's remarkable efficiency in processing 500 to 3,000 
workloads within a period of 5,000 to 6,000 seconds. These 
findings emphasize the significance of the MG-CS approach in 
enhancing cloud resource management, achieving load 
balance, and optimizing operational efficiency while meeting 
service level agreements and reducing energy consumption. 

Table I presents the dimensions of diverse synthetic 
datasets along with the associated task quantities. The "extra-
large" dataset encompasses 800-1000 tasks, and each task's 
magnitude falls within the range of 100,000-200,000MI. 
Similarly, the "large" dataset comprises 600-700 tasks, with 
task sizes ranging from 70,000-100,000MI. Correspondingly, 
the "medium-sized" dataset entails 400-500 tasks, and the tasks 
vary in size between 50,000-70,000MI. Likewise, the "small-
sized" dataset encompasses 100-200 tasks, with task sizes 
spanning from 30,000-50,000MI. It is noteworthy to mention 
that task sizes were generated randomly during runtime, and 
their size is denoted in Millions of Instructions (MI). 

Moreover, the research utilized a total of 80 servers, each 
characterized by distinct resource capacities and loads. Each 
server hosted different types of VM instances, featuring 
varying CPU and memory capacities, as outlined in Table II. 
Fig. 8 illustrates the outcomes obtained through the proposed 
method concerning CPU utilization. The graph clearly 
demonstrates that, in comparison to FIMPSO, MG-CS 
consistently achieved the highest CPU utilization across all 
task categories. 

TABLE I.  DATASETS DESCRIPTION 

Type of tasks Size of tasks (MI) Number of tasks 

Small 100-200 30000-50000 

Medium 400-500 50000-70000 

Large 600-700 70000-100000 

Extra-large 800-1000 100000-200000 

TABLE II.  TYPES OF VM INSTANCES 

Type of tasks Memory capacity (GB) CPU capacity (MIPS) 

Small 5 10000 

Medium 10 20000 

Large 15 25000 

Extra-large 20 35000 

 
Fig. 8. CPU utilization comparison. 

V. CONCLUSION 

This paper presented MG-CS, a load-balancing resource 
allocation approach aimed at improving the utilization of cloud 
resources. The proposed method's experimental results 
demonstrate its effectiveness in addressing various QoS 
factors, including availability, reliability, resource utilization, 
SLA violation, energy Consumption, and execution time. The 
proposed method is compared with existing algorithms for QoS 
parameter efficiency, and the experimental results show that 
the MG-CS technique outperforms existing GA and BAT 
algorithms in terms of cost, timing, and energy. The 
experimental findings prove that MG-CS is the effectiveness of 
MG-CS in accomplishing both optimal scheduling and load-
balancing objectives. Furthermore, the approach ensures the 
preservation of superior QoS standards while steadfastly 
adhering to SLA requirements during cloud services. In the 
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future, the researchers plan to incorporate artificial intelligence 
self-learning methods to facilitate large-scale data sources. The 
method can enhance its performance and adaptability by 
integrating AI capabilities in handling complex and dynamic 
cloud environments. These advancements are expected to 
contribute to more efficient and robust cloud resource 
allocation, making cloud services more reliable and cost-
effective for users. 

MG-CS offers several notable benefits in the context of 
cloud load balancing and power minimization. It excels in 
achieving superior load distribution across cloud resources, 
ensuring optimal resource utilization, and averting performance 
bottlenecks. Moreover, the MG-CS algorithm effectively 
reduces energy consumption within cloud data centers, 
promoting environmental sustainability and cost efficiency. 
The method optimizes cloud service delivery, enhancing 
resource utilization and minimizing operational expenses. 
Furthermore, the approach enhances response times, task 
completion rates, and overall QoS, improving the user 
experience. However, like any approach, there are limitations 
to consider. The computational complexity of MG-CS may 
pose challenges in large-scale cloud environments. 
Additionally, the algorithm's performance could be influenced 
by the specific workload characteristics, and it may require 
fine-tuning for optimal results. Moreover, while MG-CS 
demonstrates robust performance in our experiments, its 
generalizability to diverse cloud infrastructures and real-world 
scenarios may need further investigation. These limitations 
underscore the need for ongoing research to fine-tune and 
adapt MG-CS for various cloud computing contexts and 
scenarios. 
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Abstract—Cardiovascular diseases (CVDs) are a prevalent 

cause of heart failure around the world. This research was 

required in order to investigate potential approaches to treating 

the disease. The article presents a focal loss (FL)-based multi-

layer perceptron called MLP-FL-CRD to diagnose 

cardiovascular risk in athletes. In 2012, 26,002 athletes were 

measured for their height, weight, age, sex, blood pressure, and 

pulse rate in a medical exam that had electrocardiography at 

rest. Outcomes were negative for the largest majority, leading to 

class imbalance. Training on imbalanced data hurts classifier 

performance. To address this, the study proposes a training 

approach based on focal loss, which effectively emphasizes 

minority class examples. Focal loss softens the influence of 

simplistic samples, enabling the model to concentrate on more 

intricate examples. It is useful in circumstances when there is a 

substantial class imbalance. Additionally, the paper highlights a 

challenge in the training phase, often characterized by the use of 

gradient-based learning methods like backpropagation. These 

methods exhibit several disadvantages, including sensitivity to 

initialization. The paper recommends the implementation of a 

mutual learning-based artificial bee colony (ML-ABC). This 

approach adjusts the primary weight by substituting the food 

resource candidate, which is selected due to superior fitness, with 

one based on a mutual learning factor between two individuals. 

The sample obtains great outcomes, outperforming other 

machine learning samples. Optimal values for important 

parameters are identified for the model based on experiments on 

the study dataset. Ablation studies that exclude FL and ML-ABC 

of the sample confirm the additive effect of, which is not negative 

and dependent, these factors on the sample’s efficiency. 

Keywords—Cardiovascular diseases; multi-layer perceptron; 

focal loss; artificial bee colony; imbalanced classification 

I. INTRODUCTION 

As per the World Health Organization's discoveries, 
cardiovascular diseases are responsible for the most deaths 
across the globe, leading to 17.9 million fatalities every year 
[1]. Smoking, obesity, high blood pressure, and physical 
inactivity are the most significant risk elements. Even though 
the risk of cardiovascular diseases can be minimized through 
regular exercise, athletes competing or training with intensity 
and frequency remain at risk due to the intensity and frequency 
of their activities. Athletes are consistently monitored by sports 
physicians, who gain biomedical and personal information, 
along with executing electrocardiography screenings (ECG). 
According to the ECG results, people are classified as either a 
risk factor or not a risk factor. Those deemed at risk may not 
gain medical clearance for participation in sports and will be 
subject to further assessments. There is an unequal ratio 
between the two categories, as the N class contains a larger 

percentage of individuals, while the more remarkable P class is 
not very common. Generally speaking, a false negative (FN) 
may have severe consequences, potentially including a human 
fatality. In contrast, a false positive (FP) would lead to 
additional medical examinations and temporarily halt sports 
practice [2]. 

Classification is indeed a method of machine learning that 
can expect binary classification values, such as P or N, and it 
could have great use in the health world, particularly in 
diagnostics. Several machine learning techniques have already 
been implemented in medical diagnosis systems to assist 
decision-making. These techniques may estimate health risks 
from huge datasets. Wong et al. [3] utilized Bayesian networks 
to uncover past disease outbreaks and achieved remarkable 
outcomes on actual data taken from a database that contained 
seven years of medical records from an emergency region. The 
dataset was collected from unwell patients in a hospital, 
indicating that the research was aimed at epidemiological 
investigation rather than diagnostic purposes. This strategy 
could also be implemented in counterterrorism to discover 
biological attacks. Campbell et al. [4] utilized a kernel-based 
approach that effectively identified a rare disease from medical 
data. However, the size of the dataset was limited, and the 
proportion of noteworthy instances in the test set was 
considerably greater than the prevalence of the disease among 
the overall population. Fontaine et al. [5] investigated methods 
of data mining to enhance the clinical assessment of patients 
with brain disorders. Salam and McGrath [6] conducted a 
machine-learning strategy for dermatology. In this study, a 
classifier for multiple diseases improved the identification of 
skin infections. Sacchi et al. [7] applied a Naive Bayes 
classifier for glaucoma prediction. Because of the small and 
unbalanced dataset, resampling and bootstrapping were 
employed to train their model. Numerous authors [8, 9] have 
suggested comparing different classification methods in 
medical statistics to identify the significant benefits of one 
approach compared to others. There is still a dearth of studies 
using large datasets in regions where diseases have a low 
prevalence, but individuals may face increased risks due to 
heightened levels of pressure or stress.  Moreover, there is a 
continuous debate about the necessity for affordable and 
efficient healthcare, as well as the more cautious utilization of 
medical tests. 

In machine learning approaches, the strategy for extracting 
features is inflexible, resulting in poor generalization ability, 
rising time, and low precision [10]. With the emergence of 
profound learning methods in numerous usages [11], numerous 
investigators have employed those for categorization [12]. 
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Deep learning can accurately learn high-level features due to 
its layered structure. Multi-layer perceptron is a universal 
approximation initially developed for nonlinear XOR and has 
been implemented effectively for diverse combinatory 
enhancement issues ever since [13]. MLP is widely utilized for 
a variety of tasks, including information processing, pattern 
recognition, classification issues, image processing, linear and 
nonlinear optimization issues, and real data prediction. MLP 
functions as a universal approximation where input signals 
propagate forward. The processing node related to a human 
neuron is the fundamental component of the ANN method. 
Each processing node gets a collection of intake deals, adds 
them, and after that, passes this sum through an activation 
function that determines the node's output value. In MLP, 
nodes comprise fully interconnected layers, with the exception 
that nodes within the same layer are not interconnected [14]. 

Medical classification faces significant challenges due to 
data imbalance, which can significantly lower performance 
because there are far more negative instances [15, 16]. Over-
sampling, under-sampling, or a compound of both are used in 
the data-level strategy to mitigate the negative effects of 
imbalanced classification [17, 18]. Approaches at the 
algorithmic level give the minority class more weight [19]. 
Additionally, profound learning techniques can be used to 
solve the categorization balancing problem [20]. Huang et al. 
[21] formulate a process to identify distinguishing features of 
imbalanced data while upholding inter-cluster and inter-class 
margins. Yan et al. [22] suggested a technique using the 
bootstrapping method to balance data of convolutional 
networks across mini-batches. 

Deep models are widely used in natural language 
processing, computer vision, and medical image analysis [23, 
24]. The best solution for optimizing the neural network can be 
selected from a population of created models using population-
based training. This approach is less likely to get stuck in local 
optima than traditional training methods [25, 26]. Indeed, a 
simple evolutionary algorithm was found to rival stochastic 
gradient descent for neural network training. Jaderberg et al. 
[27] applied population-based training to state-of-the-art 
models of deep RL, machine translation, and generative 
adversarial networks and demonstrated consistent 
improvements in accuracy, training time, and stability. In [28] 
and [29], effective training of the weights of neural networks 
was achieved using a differential evolution-based strategy and 
Artificial Bee Colony (ABC), respectively. The ABC algorithm 
can be improved by the mutual learning-based ABC [30], 
which changes the algorithm to use mutual learning between 
two selected position parameters instead of choosing the 
candidate food source with the highest fitness [31]. 

In response to the challenges outlined, this article 
introduces an FL-based MLP, designated as MLP-FL-CRD, for 
diagnosing cardiovascular risk in athletes within an imbalanced 
dataset.  The proposed MLP-FL-CRD model contains an MLP 
for sick and healthy inputs that employ FL to class imbalance. 
An ML-ABC is utilized for weight initialization to identify a 
promising area within the study environment for initiating the 
BP method in the model. This process involves continuous 
evaluation of the understanding of athleticism, achieved 
through shared knowledge among current and nearby nutrition 

resources, to develop a more valuable nutrition resource. The 
MLP-FL-CRD model is assessed on a dataset comprising 
medical examinations of 26,002 athletes, demonstrating its 
superiority over other approaches. Furthermore, ablation 
studies are conducted to evaluate the relative contributions of 
the FL and pre-training strategies. Various alternative model 
component options, e.g., evolutionary algorithms and loss 
functions, are tested and compared in a series of experiments 
on the same dataset to investigate how to obtain the best 
results. 

The main contributions of the proposed model are as 
follows: 

 Innovative Use of FL for Class Imbalance: The model 
employs focal loss to effectively manage the class 
imbalance in the dataset. This approach is particularly 
beneficial in circumstances with substantial class 
disparities, as it reduces the impact of simpler, more 
common examples (negative outcomes in this case). 
This allows the model to focus more on complex, 
minority class examples (positive cases), which are 
crucial for accurate diagnosis in medical settings. 

 Identification of Optimal Model Parameters: The 
research has also led to the identification of optimal 
values for key parameters in the model, which is crucial 
for its application in real-world scenarios. This ensures 
that the model can be fine-tuned for maximum 
efficiency and accuracy in diagnosing cardiovascular 
risk. 

 Enhanced Training Approach with ML-ABC: The 
model introduces a ML-ABC for the training phase. 
This method innovatively addresses the sensitivity to 
initial weight settings inherent in gradient-based 
learning methods like backpropagation. By using ML-
ABC, the model adapts the primary weights based on 
mutual learning factors between two individuals, 
leading to a more efficient training process and 
potentially better performance. 

The organization of this paper is as follows. Section I is 
about the Introduction, Section II delves into related work. 
Method is proposed in Section III. Section IV presents the 
experimental results and proposes ideas for further endeavors 
and Section V concludes the conclusion. 

II. RELATED WORK 

In the past few years, the health sector has witnessed 
notable progress in data analysis and the application of 
machine learning methods. These approaches have been 
extensively embraced and proven effective across a range of 
medical applications, especially within cardiac medicine. The 
burgeoning growth of medical data affords scholars a unique 
chance to devise and evaluate novel algorithms in this domain. 
CVDs continue to be a predominant cause of death in less 
developed countries [32, 33], and pinpointing risk elements 
and preliminary indicators of such illnesses is now a crucial 
research endeavor. The adoption of data analysis and machine 
learning strategies in this realm could substantially contribute 
to the timely detection and deterrence of cardiac diseases. 
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To date, research employing machine learning techniques 
has been advanced for CVD. The research conducted by 
Narain et al. [34] aimed to develop a sophisticated, machine-
learning-driven CVD prognosis model to enhance the accuracy 
of the established Framingham risk score (FRS). Utilizing data 
from 689 subjects exhibiting CVD symptoms and a validation 
cohort from the Framingham study, the newly proposed model, 
employing a quantum neural network to discern CVD patterns, 
underwent experimental validation and comparison with the 
FRS. The model's proficiency in predicting CVD risk was 
ascertained to be 98.57%, substantially surpassing the 19.22% 
accuracy of the FRS and other current methods. The findings 
suggest the model could serve as a valuable asset for medical 
professionals in predicting CVD risk, thus aiding in the 
formulation of superior treatment strategies and promoting 
prompt diagnosis. Shah et al. [35] sought to construct a 
cardiovascular disease prediction model using machine 
learning tools. The data, comprising 303 records and 17 
attributes, were sourced from the Cleveland heart disease 
database available in the UCI machine learning repository. The 
team employed several supervised classification techniques, 
including naive Bayes, decision tree, random forest, and k-
nearest neighbor (KKN). The study's outcomes revealed that 
the KKN model demonstrated the highest predictive accuracy, 
reaching 90.8%, underscoring the promise of machine learning 
methods in forecasting cardiovascular disease and the 
importance of model and technique selection for best results. 
Drod et al.  [36] embarked on a study to pinpoint crucial CVD 
risk factors among patients suffering from metabolic-
associated fatty liver disease (MAFLD), utilizing machine 
learning methodologies. They performed blood biochemistry 
analyses and subclinical atherosclerosis assessments on a 
cohort of 191 individuals diagnosed with MAFLD. The 
research team crafted a model that incorporated ML 
techniques, including a multiple logistic regression classifier, 
univariate feature ranking, and principal component analysis 
(PCA). This model aimed to identify patients at heightened risk 
for CVD. The findings highlighted hypercholesterolemia, 
plaque scores, and the duration of diabetes as the most critical 
clinical indicators. Employing the ML approach, the study was 
able to effectively distinguish 85.11% of patients at high risk 
and 79.17% of those at low risk for CVD, achieving an Area 
Under the Curve (AUC) of 0.87. This underscores the efficacy 
of ML tools in identifying high-risk MAFLD patients for CVD 
using basic patient data. In research by Alotalibi et al. [37] the 
aim was to explore the effectiveness of various machine 
learning (ML) methodologies in forecasting heart failure 
incidents. Utilizing patient data sourced from the Cleveland 
Clinic Foundation, the research applied a variety of ML 
algorithms, including decision tree, logistic regression, random 
forest, naive Bayes, and support vector machine (SVM). 
Predictive models were developed using a rigorous 10-fold 
cross-validation approach. Among these, the decision tree 
algorithm was identified as the top performer, achieving a 
remarkable prediction accuracy of 93.19%, closely followed by 

SVM with an accuracy of 92.30%. This study highlights the 
significant potential of ML strategies in predicting heart 
failure, particularly underlining the decision tree algorithm's 
efficacy, making it a prime candidate for further research 
endeavors. Comparing various algorithms, Hasan and Bao [38] 
undertook a research project focused on identifying the most 
efficient feature selection technique for forecasting 
cardiovascular diseases. The study initially evaluated three 
well-known feature selection strategies—filter, wrapper, and 
embedded methods—and generated feature subsets using a 
standard "True" condition in a Boolean framework. This dual-
phase selection procedure was then applied across various 
models such as random forest, support vector classifier (SVC), 
k-nearest neighbors, naive Bayes, and XGBoost, to assess their 
predictive accuracy and establish the best performing model. 
The study used the artificial neural network (ANN) as a 
reference point for these comparisons. Results from the 
investigation highlighted that the XGBoost classifier, 
combined with the wrapper feature selection method, was the 
most effective in predicting cardiovascular diseases. XGBoost 
recorded a 73.74% accuracy rate, closely trailed by the SVC 
with 73.18% and the ANN with 73.20%. 

Research in the realm of cardiovascular diseases utilizing 
deep learning techniques has yielded promising results. Mohan 
et al. [39] developed a Multi-Task Deep and Wide Neural 
Network (MT-DWNN) designed for simultaneous multiple 
tasks, aiming to predict critical incidents during 
hospitalizations. This algorithm was evaluated using an 
extensive dataset covering 18 years, encompassing 35,101 
instances of hospital admissions due to heart failure and 2,478 
cases of renal failure at the Chinese PLA General Hospital. The 
MT-DWNN's ability to forecast renal complications (with an 
AUC of 0.9393) outperformed conventional approaches, 
surpassing the AUC scores of standalone deep neural networks 
(0.9370), the random forest model (0.9360), and logistic 
regression (which scored below 0.9233). The results of these 
experiments indicate that the MT-DWNN is highly effective in 
predicting renal issues in heart failure patients. In a separate 
study, Arslan and Karhan [40] introduced a duo of 
sophisticated deep neural networks, specifically aimed at 
accurately predicting the risk of coronary heart disease. 
Common prediction models often struggle with the 
inconsistencies typical in many real-world datasets. To 
overcome this, the researchers proposed a unique approach for 
assembling training data by dividing the original dataset into 
two parts: one with a general distribution and the other with a 
significant bias. They employed a two-phase data processing 
technique, wherein variable autoencoders initially split the 
training data into these two distinct categories. Following this, 
two separate deep neural network classifiers are trained on 
these datasets. The efficacy of this method was evident, as it 
achieved an AUC of 0.882 and an accuracy rate of 0.892, 
outshining conventional methods in several key metrics, 
including specificity, accuracy, precision, recall, and the F-
measure (0.915). 
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Fig. 1. Overview of the MLP-FL-CRD model. 

III. PROPOSED METHOD 

The structure of the MLP-FL-CRD model is shown in Fig. 
1. MLP-FL-CRD is specifically engineered to augment the 
diagnosis of cardiovascular diseases, addressing key challenges 
such as imbalanced class distribution and the essential need for 
accurate initial weight determination. The integration of ML-
ABC and RL within the framework effectively tackles these 
pivotal issues where conventional models often falter. 

Traditional algorithms typically lack a structured approach 
for selecting initial weights, potentially impeding the learning 
process. This can lead to slower rates of convergence and the 
possibility of converging on less than optimal minima. 
Furthermore, prevalent models struggle with the issue of class 
imbalance, a common obstacle in cardiovascular diagnosis 
where significant events are infrequent. Such models usually 
exhibit bias towards the majority class, leading to the critical 
underrepresentation of minority classes. These minority classes 
are particularly vital to identify accurately in cardiovascular 
diagnostics. The proposed method, utilizing ML-ABC, 
introduces a thoughtfully curated and varied assortment of 
initial weights. This diversity aids the model in avoiding local 
minima and facilitates more effective convergence towards a 
comprehensive global solution. 

Additionally, the RL aspect of the model is meticulously 
designed to provide greater rewards for accurately classifying 
the minority class, thus recalibrating the model's focus towards 
these crucial predictions. This marks a significant enhancement 
over traditional supervised learning techniques, which might 
lack adequate representative data for effective training across 
diverse classes. The flexible learning policy of RL fosters a 
more equitable exploration of the decision-making space. This 

leads to the formulation of strategies that prioritize the precise 
classification of lesser-represented classes. The adaptive 
capacity of RL within the model distinctly differentiates it from 
existing methodologies, rendering it capable of surmounting 
the intrinsic challenges typically encountered in conventional 
classification models, particularly in the realm of 
cardiovascular diagnostics. 

A. Artificial Bee Colony Method 

ABC [10] is a sophisticated optimization technique that 
simulates the foraging behavior of honey bees. Central to the 
ABC algorithm are four key components: employed bees, 
onlookers, scouts, and food sources. Employed bees are 
responsible for exploring nearby areas around an initial food 
source. Once they gather information, they return to the hive 
and share this knowledge with onlooker bees [41]. These 
onlooker bees, in turn, evaluate the potential of the food 
sources based on the information conveyed, including the 
likelihood of finding nectar. The decision-making process of 
onlooker bees involves assessing the probability of a food 
source's availability and its richness in nectar. Should a 
particular food source become depleted or no longer viable, the 
employed bee associated with that source undergoes a 
transformation. This bee becomes a scout, embarking on a 
random search for new and potentially more lucrative food 
sources [30]. This aspect of the algorithm exemplifies a 
dynamic optimization process, mirroring the adaptive and 
efficient foraging strategies of real-world honey bees. This bee-
inspired algorithm is particularly effective in solving complex 
optimization problems due to its ability to explore and exploit 
resources. The ABC algorithm's balanced approach to 
exploration (via scouts) and exploitation (through employed 
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and onlooker bees) ensures a comprehensive search of the 
solution space, avoiding premature convergence on suboptimal 
solutions. This makes it an ideal choice for applications in 
various fields requiring robust optimization solutions, 
including data mining, engineering, and, as demonstrated in 
this study, healthcare analytics. 

Eq. (1) presents a methodology for recalculating the 
position of an employed bee within the context of the ABC 
algorithm. This reformation of position is contingent upon the 
nectar quality associated with the new potential location. If the 
new position offers a higher nectar quality compared to the 
previous location, the bee is programmed to remember this 
new position and discard the previous one. This decision-
making process is based on the principle of seeking the most 
rewarding nectar source, which in algorithmic terms translates 
to finding a more optimal solution. Conversely, if the nectar 
quality at the new position does not surpass that of the original 
location, the bee retains its prior position. This aspect of the 
algorithm ensures that beneficial positions are not forsaken for 
lesser or equivalent ones, thereby optimizing the search 
process. The emphasis on comparing and selecting positions 
based on nectar quality (or solution fitness) mirrors natural 
foraging behaviors and is a key factor in the ABC algorithm’s 
ability to effectively navigate and exploit the solution space. 
This rule of position updating based on nectar quality 
highlights the algorithm's capacity for adaptive learning. It 
allows the algorithm to dynamically adjust its search strategy 
based on the evolving understanding of the solution landscape, 
enhancing its efficiency in locating and converging on optimal 
or near-optimal solutions. 

  
 
   

 
   

 
   

 
   

 
    (1) 

where,   is the   th place, and each answer    contains a 
size of  .   represents the principles to be enhanced, while   

represents an arbitrary answer (   ).   
 
 shows a number 

randomly selected on the scale of [   ]  Modifying a single 
element of   , the potentially novel solution    can be realized. 

In the framework of a D-dimensional optimization process, 
a key strategy involves selectively altering the value of a 
randomly chosen dimension. Following each iteration, the 
selection of an improved solution is based on its ‘athleticism’ 
worth, a term used to signify its fitness or suitability within the 
context of the problem being solved. According to Formula 1, 

the newly generated solution      
 
 is dependent primarily on   

 
 

and   
 
,  which ensures that the new food source      

 
 remains 

unpredictable and dynamic. This element of variability is 
crucial in preventing the algorithm from stagnating at local 
optima and aids in exploring a broader range of potential 
solutions. The study’s approach in considering the concept of 
‘athleticism’ is drawn from a collective understanding derived 
from both current and nearby nutrition resources. By utilizing 
shared knowledge and insights gathered from these resources, 
the algorithm continuously seeks to develop a food source with 

a higher value. This method is in alignment with the principles 
of the ABC algorithm, where the objective is to discover and 
exploit resources that possess superior ‘athleticism’ worth, or 
in algorithmic terms, higher fitness values. Such an approach 
not only enhances the diversity of the solutions explored by the 
algorithm but also ensures that the process of optimization is 
dynamic and adaptive. By continuously updating the solution 
based on shared knowledge and the comparative worth of 
nearby resources, the algorithm can effectively navigate the 
solution space, moving towards more promising areas while 
avoiding less fruitful ones. This dynamic nature of solution 
generation and selection is integral to the success of the ABC 
algorithm in solving complex, multi-dimensional optimization 
problems. 
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where,      and      represent the fitness values or the 
athleticism worth of the nearby and current food resources, 

respectively. The parameter   
 

 is defined as a uniformly 

distributed random number within the range [0, F], where F, a 
positive value, is known as the mutual learning factor. This 
factor plays a crucial role in the algorithm by guiding the 
fitness values of newly generated solutions towards superior 
food sources. It does this by evaluating and contrasting the 
current food resources with those in proximity. The candidate 
solution undergoes modification depending on the quality of 
the current food sources. If the existing food sources are found 
to be sufficiently rewarding, the solution will be further refined 
based on these sources. Conversely, if the current sources are 
deemed inadequate, the solution will shift towards the nearby, 
potentially more promising food source. This dynamic allows 
for a balanced approach between exploration of new 
possibilities and exploitation of known good solutions. The 
mutual learning factor F is pivotal in regulating the extent of 
perturbation between the positions of different food sources. A 
non-negative value of F is crucial to ensure that the resultant 
changes lead to an improved solution. As F increases from 
zero, the impact of perturbation on the corresponding food 
source diminishes, implying that the fitness value of the 
alternative resource is almost equal to that of the current, 
superior resource. Conversely, a higher value of F can reduce 
the algorithm’s ability to effectively explore and exploit, as it 
lessens the impact of contrasting different food resources. 
Hence, the choice of a suitable value for F is vital in preserving 
a balanced interplay between exploration and exploitation. This 
balance is key to the ABC algorithm's ability to effectively 
navigate and identify optimal or near-optimal solutions in 
intricate optimization scenarios. The proper calibration of F 
ensures that the algorithm is neither overly explorative, risking 
inefficiency, nor excessively exploitative, which might lead to 
premature convergence. This careful tuning is essential for the 
algorithm's success in addressing complex optimization 
challenges efficiently. 
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Fig. 2. Encoding approach in the offered method. 

B. Model Architecture 

1) Pre-Training: In this particular scenario, the 

management of the MLP's weights is executed through an 

ABC algorithm, which is enhanced by the principles of mutual 

learning. The encoding procedure is a critical step that 

involves arranging these weights into a vector, a process that 

symbolically represents the positioning of bees within the 

ABC paradigm [42, 43]. This strategic alignment of weights 

into a vector format is not just a mere arrangement; it is 

conceptualized as mirroring the bees' placements in the ABC 

algorithm, thus establishing a direct correlation between the 

weights' configuration and the algorithm's operational 

mechanics. Achieving the optimal configuration for this 

encoding is a complex task that demands meticulous attention 

to detail. Despite the inherent challenges, a series of 

methodical experiments were conducted to ascertain the most 

effective encoding strategy, ensuring that the weights are 

optimally aligned for the ABC algorithm's functioning. This 

experimental approach was crucial in refining the encoding 

process, thereby enhancing the overall efficiency of the 

algorithm. As illustrated in Fig. 2, the comprehensive 

approach to this encoding process is evident. Here, not just the 

weights but also the bias terms are meticulously arranged into 

a vector. This arrangement is more than a mere collection of 

numerical values; it forms the foundation of a candidate 

solution within the ambit of the proposed ABC algorithm. 

This candidate solution, representative of the bees' locations in 

the ABC model, is instrumental in the algorithm's problem-

solving process, highlighting the synergy between the MLP's 

weight management and the ABC algorithm's operational 

framework. 

For assessing the caliber of a candidate solution, the fitness 
function is delineated as 

        
 

∑      ̃  
  

   

   (3) 

where,   is the training examples number, with  ̃  and    
indicating the  -th sample-estimated and goal outcome, 
respectively. 

2) Focal loss: In this research, the detection problem is 

defined within the framework of binary classification, where 

instances are divided into positive and negative classes. A 

significant challenge faced is the imbalance in the dataset, 

particularly manifested in the limited number of samples 

representing the negative class. This imbalance can adversely 

affect the model's ability to learn from the underrepresented 

class. To address this issue, the study employs focal loss (FL) 

[44], a modified version of the binary cross-entropy (CE) loss 

function. FL is specifically engineered to refocus the training 

process on the more complex, less represented samples, which 

are often crucial for accurate classification but are 

overshadowed in imbalanced datasets [45]. FL achieves this 

by adding a modulating factor to the traditional cross-entropy 

loss, which adjusts the contribution of each sample to the loss 

based on the ease or difficulty of classifying it. This ensures 

that the model does not become biased towards the majority 

class and pays adequate attention to the minority class 

samples, which are pivotal for a balanced and comprehensive 

learning process. Such an approach is particularly beneficial in 

scenarios where the minority class is not just numerically 

fewer but also qualitatively more challenging to predict. By 

effectively targeting these challenging samples, FL aids in 

enhancing the overall robustness and accuracy of the model in 
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dealing with binary classification tasks under imbalanced 

conditions. 

CE is conceptualized as: 

   {
                               

                      
  (4) 

where,             represents the actual class label, while 
  [   ] denotes the model's predicted probability for the 
class that corresponds to the label    . The predicted 
probability is 

   {
                         
                

   (5) 

Hence, 

                            (6) 

FL introduces a modulating factor to the standard cross-
entropy loss, resulting in the following modification: 

                  
            (7) 

where,   > 0 is a positive parameter (notably, when γ=1, FL 
resembles the CE loss), and   lies within the range of 0 to 1, 
representing the inverse of the class frequency. 

IV. EXPERIMENTAL RESULTS 

In 2012, healthcare practitioners at the Polyclinic for 
Occupational Health and Sports in Zagreb assembled a 
comprehensive dataset from 26,002 medical examinations. 
These examinations were conducted on athletes seeking 
medical clearance for participation in competitive sports. The 
collected data encompassed a wide range of vital health 
parameters for each athlete, including their sex, age, height, 
weight, resting pulse rate, as well as both diastolic and systolic 
blood pressure measurements. Additionally, resting 
electrocardiogram (ECG) data were meticulously recorded for 
each individual. The dataset revealed a significant imbalance in 
the classification of results, with a dominant majority, 91.2%, 
being categorized as N (negative), indicating no apparent risk 
or health concern that would preclude sports participation. 

Conversely, a smaller fraction, 8.8%, fell into the P (positive) 
category, suggesting potential health risks or conditions that 
required further medical evaluation and could potentially 
restrict the athlete's ability to engage in competitive sports. 
This disproportionate distribution between the N and P 
classifications underscores the challenges faced in medical 
diagnostics, particularly in accurately identifying and 
diagnosing conditions in smaller, potentially high-risk groups. 
The dataset, therefore, provides an invaluable resource for 
developing and testing medical diagnostic models that can 
effectively manage such imbalances, ensuring that high-risk 
cases are accurately identified and addressed, despite being 
numerically fewer in the dataset. This approach is crucial in 
enhancing the safety and health management of athletes, 
aligning with the overarching goal of ensuring their well-being 
and fitness for competitive sports participation. 

The model put forth operates on a 64-bit Windows OS, 
supported by a robust 64 GB of RAM, and is further enhanced 
by a graphics processing unit (GPU) with a capacity of 64 GB. 
Table I presents the hyperparameters applied to the MLP-FL-
CRD model. 

The MLP-FL-CRD model is first trained and tested on the 
introduced dataset in parallel with 6 computer learning samples 
(SVM [46], Naïve Bayes [47], KNN [48], Random forests 
[49], Logistic Regression [50], and Decision tree [51]) and two 
smaller parts of the proposed model, i.e., Proposed+ random 
weights (which possesses a base architecture similar to the 
model but uses random weights instead for initialization), and 
Proposed+ random weights+ FL (which uses FL for 
classification). Table II shows the parameters applied to 
machine learning models. 

TABLE I.  PARAMETER SETTING FOR THE MLP-FL-CRD MODEL 

Parameter Value 

Epoch 256 

Batch size 128 

Learning rate 0.03 

Discount factor 0.4 

 

TABLE II.  PARAMETER SETTING FOR MACHINE LEARNING MODELS 

Algorithm Parameter Value 

Naïve Bayes α (Lidstone smoothing parameter) 0.5 

KNN 
  (Number of neighbors) 5 

Distance Metric Euclidean (p=2), Manhattan (p=1) 

SVM 
Kernel polynomial 

γ (Kernel coefficient) 0.5 

Random Forests 
Number of trees 20 

Max depth of tree 10 

Logistic Regression 
C (Inverse regularization strength) 0.3 

Solver liblinear 

Decision Tree 
Criterion entropy 

Max depth 10 
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The results are compared using standard performance 
metrics (see Table III), of which F-measure and geometric 
mean are the preferred metrics for imbalanced data [52].  The 
MLP-FL-CRD model outperforms other models, including the 
closest competitor, the Decision Tree, across all evaluation 
metrics. Specifically, this model achieves a reduction in error 
exceeding 59% and 34% for two primary metrics, namely the 
F-measure and G-means, respectively. A comparative analysis 
of the MLP-FL-CRD model against variants such as 
Proposed+random weights and Proposed+random weights+FL 
reveals a notable decrease in error rates, approximately 70%. 
This significant reduction underscores the effectiveness of the 
enhanced ABC and FL methodologies. 

A. Impact of other Metaheuristics 

The next experiment involved comparing the improved 
ABC algorithm with various metaheuristic optimization 
algorithms. In this experiment, the initial model parameters 
were obtained using different metaheuristics while retaining 
the other model components. Six algorithms were tested, 
including standard ABC [53], FA [54], BA [55], COA [56], 
DE [28], and GWO [57]. The default configurations are 
detailed in Table IV. The results obtained are presented in 
Table V. The findings indicated that the suggested ABC 
algorithm reduced the error by approximately 48% compared 
to the standard ABC algorithm. This result showed that the 
proposed model outperformed the standard one. Furthermore, 
the ABC algorithm delivered better results than others, 
including DE, GWO, and BA. 

TABLE III.  OUTCOMES OF DIVERSE CATEGORIZATION METHODS 

 accuracy recall precision F-measure G-means 

SVM 0.687± 0.051 0.594± 0.068 0.540± 0.125 0.566± 0.068 0.661± 0.005 

Naïve Bayes 0.820± 0.159 0.743± 0.004 0.772± 0.105 0.757± 0.109 0.806± 0.045 

KNN 0.790± 0.104 0.667± 0.005 0.704± 0.048 0.685± 0.215 0.754± 0.006 

Random forests 0.695± 0.105 0.569± 0.226 0.554± 0.103 0.561± 0.100 0.658± 0.256 

Logistic Regression 0.818± 0.145 0.781± 0.048 0.715± 0.106 0.747± 0.148 0.809± 0.125 

Decision tree 0.844± 0.146 0.825± 0.105 0.765± 0.275 0.804± 0.205 0.830± 0.014 

Proposed + random weights 0.800± 0.052 0.810± 0.100 0.791± 0.000 0.781± 0.152 0.820± 0.252 

Proposed + random weights+FL 0.851± 0.014 0.860± 0.115 0.840± 0.259 0.840± 0.041 0.850± 0.082 

MLP-FL-CRD 0.878± 0.028 0.892± 0.103 0.870± 0.021 0.871± 0.019 0.892± 0.032 

TABLE IV.  PARAMETER SETTING FOR METAHEURISTIC MODELS 

Algorithm Parameter Value 

DE 

 

scaling ratio 0.6 

probability of crossover 0.8 

ABC 

limit    × dimensionality 

   50% of the colony 

   50% of the colony 

   1 

FA 

coefficient of light absorption 1 

initial attractiveness at r = 0 0.3 

proportional factor 0.4 

BA 

update constant for loudness 0.45 

update constant for rate of emission 0.45 

initial rate of pulse emission 0.002 

COA rate of alien solution discovery 0.30 

GWO no parameters - 

TABLE V.  RESULTS OF VARIOUS METAHEURISTIC METHODS 

 accuracy recall precision F-measure G-means 

ABC 0.852± 0.148 0.840± 0.123 0.859± 0.051 0.841± 0.009 0.821± 0.412 

DE 0.841± 0.158 0.831± 0.103 0.842± 0.251 0.830± 0.015 0.800± 0.025 

FA 0.827± 0.015 0.815± 0.123 0.810± 0.261 0.819± 0.071 0.780± 0.014 

BA 0.810± 0.032 0.800± 0.014 0.801± 0.071 0.805± 0.132 0.762± 0.125 

COA 0.792± 0.123 0.772± 0.016 0.786± 0.274 0.772± 0.171 0.741± 0.156 

GWO 0.740± 0.152 0.724± 0.015 0.740± 0.012 0.731± 0.223 0.690± 0.126 
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B. Impact of parameter F on the model 

The performance of the suggested approach is heavily 
influenced by the mutual learning factor  , as expressed in Eq. 
(2). When   is set too low, the algorithm may not be able to 
take full advantage of the mutual learning process, and thus, 
the performance of the algorithm may suffer. However, if   is 
excessively increased, the algorithm may become too 
ambitious in its learning, resulting in overfitting and poor 
generalization. Therefore, it is essential to find the optimal 
value of   those balances between the benefits of mutual 
learning and the risks of overfitting. As shown in Figure 3, the 
performance of the algorithm improves significantly as   
increases from 0.5 to 2.5. This is because a higher value of   
allows the models to exchange more information, leading to 
better generalization and higher accuracy. However, when   is 
increased beyond 2.5, the performance of the algorithm starts 
to deteriorate. This is because the models become too 
aggressive in their learning and start to overfit the data. 
Overall, these results demonstrate that the mutual learning 
factor   is a critical parameter in the proposed approach, and 
its value should be carefully chosen to achieve optimal 
performance. A moderate value of   between 1.5 and 2.5 may 
be a good starting point, and the optimal value can be 
determined through experimentation and cross-validation. 

C. Exploring the Number of MLP Layers 

The article highlights that as the number of layers in a 
multi-layer perceptron (MLP) increase, the model's complexity 
increases, leading to a higher risk of overfitting. Conversely, 
having too few layers may limit the model's ability to represent 
essential features in the training data. In the proposed 
approach, six different values (1, 2, 4, 8, 10, 12) are tested as 
the number of layers in MLP to study its effect on the model's 

performance. Table VI displays the achieved results, which 
show a descending trend for the number of layers from 1 to 4 
and an ascending trend for values from 4 to 12. This finding 
suggests that having four layers in MLP is the optimal value 
for achieving the best results. 

D. Impact of Loss Function 

There are several methods to address data imbalances in 
machine learning models, including arranging info-augmenting 
strategies and the choice of the dropping operation or LF. 
Along with the methods, the choice of the dropping operation 
or LF is particularly critical since it can help the model learn 
from the minority class. To test the effectiveness of different 
loss functions, five functions were chosen, including weighted 
cross-entropy (WCE) [58], balanced cross-entropy (BCE) ] 
[59], Dice loss (DL) [60], Tversky loss (TL) [61], and Combo 
Loss (CL) [62]. The BCE and WCE loss functions are 
commonly used to treat both positive and negative examples 
equally. However, these loss functions may not be suitable for 
imbalanced datasets where the minority class needs to be 
emphasized. The DL and TL loss functions are more suitable 
for imbalanced datasets, as they perform better on the minority 
class. The CL function is a promising loss function that can 
benefit applications using unbalanced data. The CL method can 
decrease the importance of straightforward examples and 
emphasize learning intricate instances by modifying the 
weights of the loss function. To evaluate the effectiveness of 
these loss functions, experiments were conducted and the 
results are reported in Table VII. According to the findings, the 
performance of the CL function was better than that of the TL 
function. It reduced the error rate by 39% and 25%for the F-
measure and accuracy metrics in order. However, the CL 
function operates 60% worse than the FL, which is a 
specialized loss function for binary classification tasks. 

 

Fig. 3. The performance metrics of the MLP-FL-CRD model in relation to the   value of the proposed model. 

TABLE VI.  THE DIVERSE NUMBER OF MLP LAYERS VS. THE EFFICIENCY MEASUREMENTS PLOTTED 

Number of layers accuracy recall precision F-measure G-means 

1 0.750± 0.019 0.772± 0.203 0.731± 0.025 0.732± 0.034 0.763± 0.102 

2 0.862± 0.008 0.870± 0.153 0.852± 0.005 0.857± 0.029 0.871± 0.152 

4 0.880± 0.028 0.895± 0.103 0.874± 0.021 0.874± 0.019 0.896± 0.032 

8 0.842± 0.018 0.851± 0.101 0.840± 0.221 0.820± 0.010 0.852± 0.022 

10 0.704± 0.125 0.720± 0.111 0.682± 0.201 0.700± 0.015 0.650± 0.032 

12 0.480± 0.055 0.592± 0.021 0.490± 0.221 0.526± 0.002 0.420± 0.152 
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TABLE VII.  OUTCOMES OF DIFFERENT LFS 

 accuracy recall precision F-measure G-means 

WCE 0.750± 0.026 0.742± 0.010 0.731± 0.119 0.736± 0.002 0.762± 0.032 

BCE 0.801± 0.021 0.793± 0.045 0.772± 0.156 0.770± 0.012 0.811± 0.001 

DL 0.812± 0.033 0.801± 0.025 0.780± 0.026 0.798± 0.006 0.820± 0.000 

TL 0.821± 0.123 0.824± 0.012 0.800± 0.016 0.813± 0.036 0.840± 0.062 

CL 0.861± 0.003 0.852± 0.215 0.840± 0.006 0.840± 0.042 0.863± 0.152 
 

E. Discussion 

This article proposed a novel approach to identifying 
athletes at risk of developing CVDs by utilizing a multi-layer 
perceptron model enhanced with focal loss and a ML-ABC 
optimization technique. This model specifically addresses the 
challenge of class imbalance in datasets through focal loss, 
which effectively de-emphasizes simpler cases to focus on 
more complex ones, thus improving diagnostic accuracy in 
scenarios with significant class disparities. Additionally, the 
article introduces the ML-ABC method as a solution to 
overcome the limitations of traditional gradient-based learning 
methods, such as sensitivity to initial weight settings. By 
adjusting candidate food sources based on mutual learning 
factors and considering initial weights, the model shows 
improved performance. The effectiveness of this approach is 
validated through extensive experiments and ablation studies, 
demonstrating its superiority over other models in accurately 
assessing the risk of CVDs among athletes. 

The susceptibility of the MLP-FL-CRD model to class 
imbalance, even with the integration of FL, presents a notable 
constraint in accurately diagnosing cardiovascular risk among 
athletes. In the referenced 2012 dataset, which included data 
from 26,002 athletes, there was a pronounced imbalance, 
predominantly skewed towards negative outcomes. While the 
implementation of focal loss aims to accentuate the learning 
from minority class examples, the preponderance of negative 
results can still hinder the model's ability to generalize across 
varied scenarios effectively. This imbalance in the dataset 
could induce a predictive bias within the model, potentially 
leading to an underestimation of risk in cases that are actually 
positive but less frequent. Such a bias is particularly 
concerning in a medical context, where failing to identify at-
risk individuals can have serious, if not fatal, consequences. 
The model's overexposure to negative outcomes might 
condition it to lean towards these predictions, potentially 
missing out on identifying athletes who are genuinely at risk of 
cardiovascular issues. To address this limitation, additional 
strategies may need to be considered. One approach could 
involve incorporating more sophisticated balancing techniques 
that go beyond focal loss, such as synthetic data generation 
methods like SMOTE (Synthetic Minority Over-sampling 
Technique) [63] or adaptive resampling [64]. These methods 
can help in creating a more balanced training environment for 
the model, thus enhancing its capacity to learn from both 
majority and minority classes more effectively [65]. Another 
potential solution lies in expanding and diversifying the 
dataset. Gathering more comprehensive data that includes a 
wider range of cardiovascular conditions and outcomes could 
help in creating a more representative dataset. This expanded 
dataset would not only provide a broader spectrum of cases for 
the model to learn from but also reduce the likelihood of 

predictive bias, thereby improving the model's accuracy and 
reliability in real-world applications. 

The dependency of the model's performance on the initial 
weight settings is a critical aspect, particularly prevalent in 
gradient-based learning methods such as backpropagation. 
While the model employs a ML-ABC methodology to mitigate 
this issue by dynamically adjusting the primary weights 
according to fitness, the inherent reliance on initial weights 
remains a significant vulnerability. Inadequate calibration of 
these initial weights could lead to the model converging 
towards suboptimal solutions, thereby affecting its overall 
effectiveness and accuracy. The initial weight setting acts as 
the starting point for the learning process and heavily 
influences the trajectory of the model’s convergence. If these 
weights are not set in a manner that reflects the complexity and 
nuances of the data, the model may find itself trapped in local 
minima, or on a prolonged path towards the global optimum. 
This challenge is further amplified in the context of complex 
and high-dimensional data typically encountered in 
cardiovascular risk assessment. To enhance the resilience of 
the model against potential pitfalls associated with initial 
weight selection, exploring alternative strategies for 
initialization is imperative. One such approach could involve 
the use of advanced heuristics or algorithms that analyze the 
data distribution to determine more effective starting weights. 
Techniques like Xavier or He initialization [66], which 
consider the size of the network layers in setting the initial 
weights, could offer more reliable starting points for the 
model's training. Additionally, incorporating more robust 
weight optimization methods could further strengthen the 
model. Techniques like stochastic gradient descent with 
momentum or adaptive learning rate algorithms like Adam 
could provide more nuanced adjustments during the training 
process. These methods help in navigating the weight space 
more effectively, increasing the likelihood of the model finding 
a more optimal solution. 

The success of the model in the specific context of the 
study dataset focusing on athletes' cardiovascular risk 
assessment does not automatically translate to its efficacy in 
other scenarios or datasets. This limitation in generalizability 
and adaptability poses a significant challenge, especially 
considering the diverse nature of CVDs and the varying 
characteristics of different patient populations. The model's 
parameters, which have been fine-tuned for this particular 
dataset, may not be directly applicable or optimal for other 
datasets that differ in demographics, prevalence of CVD types, 
or other clinical factors. When transitioning the model to 
different populations or conditions, it may encounter data that 
significantly deviates from the characteristics of the original 
dataset. This deviation can result in reduced accuracy and 
reliability, as the model’s learned patterns and parameters may 
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not align well with the new data. Consequently, substantial re-
tuning of the model's parameters becomes necessary, along 
with rigorous validation processes to ensure its efficacy in the 
new context. This re-tuning process can be resource-intensive 
and time-consuming, requiring a thorough understanding of the 
new dataset's attributes and underlying distributions. To 
address these challenges, developing more flexible learning 
algorithms that can easily adapt to varying data characteristics 
is essential. Such algorithms should be capable of identifying 
and adjusting to the nuances of different datasets without 
extensive manual intervention. This flexibility can be achieved 
through approaches like meta-learning, where the model learns 
to quickly adapt to new tasks using only a small amount of 
data, or through the development of models that are inherently 
more robust to changes in data distribution. Moreover, 
incorporating transfer learning techniques can significantly 
enhance the adaptability of the model. Transfer learning allows 
a model trained on one task to apply its learned knowledge to a 
different but related task. By leveraging pre-trained models or 
transferring knowledge from the original dataset to new ones, 
the model can achieve better performance with less need for re-
tuning. This approach can be particularly beneficial in medical 
applications like CVD risk assessment, where similarities exist 
across different datasets, even though they may vary in specific 
characteristics. 

V. CONCLUSION 

CVDs remain a significant global health issue, and 
identifying individuals at risk of developing CVDs is crucial 
for early intervention and effective treatment. To this end, the 
article presents a model based on a multi-layer perceptron that 
employs focal loss to identify athletes who may be at risk of 
developing CVDs. Focal loss is a useful technique that reduces 
the significance of straightforward instances, enabling the 
model to concentrate on more difficult instances. This 
technique is particularly useful when dealing with a large 
disparity between classes. Usually, the training process of the 
model relies on gradient-based learning methods like 
backpropagation. These techniques have several limitations, 
including initialization sensitivity. The article suggests a 
solution for this problem, which involves utilizing ML-ABC. 
This approach involves modifying the candidate food source 
with higher fitness between two individuals using a mutual 
learning factor. This method takes into account the initial 
weights of the model and can improve its performance. The 
offered sample performs better than the rest of the samples, 
achieving excellent results. Experiments conducted on the 
study dataset help to determine the ideal values of the critical 
parameters in the model. Ablation studies further confirm the 
positive impact of the proposed components on model 
performance. 

Despite these promising results, the article acknowledges 
the need for further research to test the efficacy of this model in 
non-athletic and older populations. Additionally, it is necessary 
to determine an appropriate classification performance measure 
that balances medical risk and welfare. This research is crucial 
to ensure that the proposed data mining methods can be 
effectively applied to improve healthcare policies and reduce 
unnecessary examinations. The potential impact of this 
research is significant. By identifying individuals at risk of 

developing CVD early, healthcare professionals can intervene 
with targeted prevention strategies and treatments. This could 
ultimately lead to improved health outcomes for individuals 
and reduced healthcare costs for society. 

Furthermore, the methodologies integrated into this model 
hold potential for application beyond the realm of sports 
medicine, offering opportunities to enhance disease detection 
and management across various healthcare sectors. The 
adaptability of these techniques could play a pivotal role in 
refining diagnostic processes and treatment strategies for a 
range of medical conditions, thereby contributing to the overall 
advancement of healthcare practices. To summarize, the 
research detailed in this article introduces a robust model adept 
at identifying athletes who are at an increased risk of 
developing CVDs. Its effectiveness, as demonstrated in the 
specific context of sports healthcare, offers valuable insights 
into CVD risk assessment. However, it is imperative to extend 
this research to encompass a more diverse range of 
populations. Such expansion is essential to fully ascertain the 
model's efficacy across different demographic and health 
profiles. Developing and fine-tuning classification performance 
metrics tailored to varied populations will also be crucial in this 
regard. While the model shows considerable promise, its 
broader applicability and effectiveness in general healthcare 
settings remain areas for future investigation. Pursuing this line 
of research is vital for realizing the model’s full potential in 
enhancing early detection and intervention strategies for 
CVDs. Ultimately, the advancements in early identification and 
treatment strategies for CVDs, as suggested by this research, 
could lead to improved patient health outcomes and a reduction 
in healthcare costs. This underscores the significance of this 
research as a meaningful contribution to the field of medical 
diagnostics and patient care. 
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Abstract—With the increasing number of online users, 

constructing user behavior profiles has received widespread 

attention from relevant scholars. In order to construct user 

behavior profiles more accurately, the research first designed an 

adaptive fuzzy neural network algorithm based on the 

momentum gradient descent method. It uses momentum gradient 

descent to optimize and learn the parameters adjusted by error 

backpropagation algorithm and least squares estimation method 

and optimizes the structure of the fuzzy neural network through 

subtraction clustering. Finally, the improved algorithm is applied 

to the construction of user behavior profiles. The results showed 

that in error analysis, the error range of the improved algorithm 

was within [-0.10, 0.10], and the accuracy was relatively high. In 

indicator calculation, the improved algorithm had a recall rate of 

0.07 and 0.09 higher than the other two algorithms, an accuracy 

rate of 0.03 and 0.07 higher than the other two algorithms, and 

an F1 score of 0.07 and 0.08 higher than the other two 

algorithms, indicating good overall performance. In the ROC 

curve, the average detection rate of the designed user behavior 

profiling model was 0.065 and 0.155 higher than the other two 

models, respectively, with higher detection accuracy. These 

results demonstrated the effectiveness of improved algorithms 

and design models, providing certain reference value for the 

development of related fields. 

Keywords—User behavior profiling; momentum gradient 

descent method; adaptive fuzzy neural network; error 

backpropagation algorithm; least squares estimation method; 

subtractive clustering 

I. INTRODUCTION 

In today's increasingly data-driven society, user behavior 
profiling is an important research object in data analysis [1]. 
User behavior profile construction can help enterprises gain a 
deeper understanding of users and develop more personalized 
and refined service and marketing strategies. In the process of 
constructing user behavior profiles, traditional user behavior 
analysis methods often struggle to handle such large-scale and 
complex data. Meanwhile, user behavior data often contains a 
large amount of uncertainty and ambiguity, making it a 
challenge to accurately analyze and predict user behavior. 
Fuzzy Neural Network (FNN) is an important modeling tool, 
which combines the adaptive learning ability of neural 
networks and the ability of fuzzy logic to handle uncertain and 
fuzzy information and can effectively learn and process 
nonlinear and complex data patterns [2]. Therefore, FNN is 
widely regarded by researchers as a powerful tool for dealing 
with various data problems in user behavior profiling, such as 
the nonlinearity and dynamic changes of user behavior, as well 

as the fuzzy relationship between user attributes and behaviors. 
However, although the theory and technology of FNN have 
developed to a considerable extent, its application in 
constructing user behavior profiles is still in the exploratory 
stage. On the one hand, due to the complexity of user behavior, 
applying FNN to practical user behavior profiling still faces 
many challenges; On the other hand, compared to other 
machine learning and data mining technologies, the 
superiority and adaptability of FNN in constructing user 
behavior profiles have not been fully demonstrated [3]. 

In this context, the study first utilizes the Back Propagation 
(BP) and Least Squares Estimation (LSE) to adjust the 
network parameters of FNN and then utilizes the Gradient 
Descent with Momentum (GDM) method to optimize and 
learn the adjusted parameters. The structure of FNN is 
optimized using the Subtractive Clustering Method (SCM) to 
shorten training time, and an MGD-ANFIS algorithm is 
designed for the model construction of user behavior profiling, 
in order to have a positive driving effect on the theory and 
practice of FNN. Compared to traditional methods, this 
algorithm can better process and parse user behavior data, 
thereby more accurately constructing user behavior models. 
The innovation of this study lies in the use of the BP algorithm 
and LSE algorithm to optimize FNN, which can more 
accurately characterize user behavior characteristics and 
provide strong support for enterprises to develop more refined 
service marketing strategies. The value of this study lies in 
providing a new type of user behavior analysis method, which 
has higher accuracy and predictive ability compared to 
traditional analysis methods and can better meet the needs of 
modern data-driven society for user behavior analysis. 

The research content consists of six sections. Section I 
introduce the background of the research and propose methods. 
Section II is a review of online user behavior research at home 
and abroad, summarizing and summarizing existing research, 
and pointing out the shortcomings of existing research. 
Section III mainly constructs a network user profile model 
using MGD-ANFIS. Section III (A) is the design of the 
MGD-ANFIS algorithm, which provides a detailed 
introduction to the design ideas and implementation process of 
the MGD-ANFIS algorithm and Section III (B) is based on the 
MGD-ANFIS algorithm and constructs a user profile model. 
Section V and Section VI provides the conclusion and 
acknowledgment respectively. 
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II. RELATED WORKS 

With the acceleration of the Internet process, network user 
behavior has been digitized, and constructing user behavior 
profiles through complex algorithms is currently a hot 
research topic. Kumar S and other researchers designed a 
semi-local algorithm based on the correction degree centrality 
exclusion ratio to maximize influence through user behavior. 
It used the correction degree centrality exclusion ratio idea to 
ensure minimal overlap between the regions affected by 
selected diffusion nodes. Results showed that the algorithm 
output value outperformed other methods [4]. Zhao and other 
scholars designed a spatiotemporal gated network method to 
recommend interest points to network users. It can use interest 
point context prediction to assist the next interest point 
through joint learning and jointly train interest point context 
prediction and next interest point recommendation. The results 
showed that this method had high accuracy [5]. Wu et al. 
designed a recommendation algorithm to predict user behavior 
using anonymous sessions. The algorithm constructed 
sequences, captured them using graph neural networks, and 
combined session representations that met conditions through 
attention networks. The results showed that this algorithm 
outperformed other methods [6]. Kumar designed a speed 
learning-based classifier method to predict children's behavior 
based on their current emotions. The probability model was 
introduced into the deep learning classifier and multiple 
sample emotions were used for prediction. The results showed 
that the method had high recognition rate and prediction 
accuracy [7]. Chen and other researchers designed a graph 
convolutional network method based on linear residual to 
model the interaction behavior between users and the network. 
This method can alleviate the over-smooth problem in graph 
convolutional aggregation operations of sparse user and 
network project interaction data, and the results showed that 
this method was highly efficient [8]. Adam et al. designed an 
artificial intelligence-based chat system for real-time 
communication with users in an e-commerce environment. 
Through random online experiments, they empirically tested 
the impact of verbal anthropomorphic design prompts and 
entry techniques on user request compliance. The results 
showed that the system had good interaction effects with users 
[9]. 

Zhang and other scholars designed a multi-scale 
application programming interface graph sequence model to 
detect the dynamic behavior of users using malicious software. 
It concatenates graph features from different time periods and 
graph scales to detect whether the software is malicious. The 
results showed a good performance [10]. Zhang and other 
researchers designed a network attack detection method that 
combines traffic calculation and deep learning to detect 
unknown attacks in high-speed networks. It utilized sliding 
window flow data processing to achieve real-time detection 
and improved classification accuracy through deep trust 
networks and support vector machines. The results showed 
that this method had high efficiency and accuracy [11]. Boone 
et al. designed a data-driven technology using big data 
technology and the Internet of Things to better execute user 
management and meet user needs. It can collect and analyze 
large amounts of data in real time, and results showed high 
technology accuracy [12]. Ullah and other researchers 

designed an Apache web server intelligent intrusion detection 
system using machine learning methods to enhance the 
security of communication between suppliers and users. It 
utilized naive Bayesian machine learning algorithms for 
training, and results showed that this system had a high 
validation accuracy [13]. Chen et al. designed an attention 
evaluation method based on multimodal data and multi-scene 
modeling to evaluate users' psychological states and provide 
early warnings. The method analyzed the relationship between 
emotional data and attention in-depth and corrected labels 
with emotional data. Results showed a high prediction 
efficiency [14]. Scholars such as Cui designed a combined 
model using the time correlation coefficient and improved 
K-means clustering with cuckoo search to help users obtain 
real-time information. Through K-means clustering, similar 
users were gathered together and their behavior was analyzed. 
Results showed a high model accuracy [15]. 

In summary, many scholars have improved their 
understanding and predictive ability of user behavior through 
different algorithms and models, utilizing data on online user 
behavior. At the same time, they have also provided new 
solutions for areas such as network security, e-commerce 
interactivity, and mental health warning. However, these 
methods still have certain shortcomings in terms of algorithm 
generalization ability and model robustness. Therefore, the 
study utilizes GDM to optimize and learn the network 
parameters after BP and LSE optimization and then uses SCM 
to optimize the network structure, and design the 
MGD-ANFIS algorithm to construct a user behavior portrait 
model. 

III. METHOD 

The first section of this chapter is to improve FNN and 
design the MGD-ANFIS algorithm. The second section is to 
construct a user behavior profiling model using the 
MGD-ANFIS algorithm. 

A. MGD-ANFIS Algorithm Design 

FNN is a hybrid model that combines fuzzy logic and 
neural networks [16-17]. Its goal is to handle fuzzy and 
uncertain problems through the reasoning ability of fuzzy 
logic and the learning ability of neural networks. In traditional 
neural networks, both input and output are fixed values, while 
in the real world; many problems have ambiguity and 
uncertainty. FNN can better handle these problems by 
introducing the concepts of fuzzy sets and fuzzy reasoning. 
The basic structure of FNN includes the input layer, hidden 
layer, and output layer. Its inputs and outputs can be fuzzy sets, 
rather than just fixed values. Fuzzy sets are mathematical tools 
used to represent fuzziness and uncertainty, which can 
describe the degree of membership of a value within a certain 
range. When training FNN, fuzzy inference, and fuzzy set 
methods are usually used to define the objective function and 
error function of the network. The BP algorithm can update 
the weights and biases of the network to minimize the error 
function [18]. FNN has extensive applications in fields such as 
fuzzy control, pattern recognition, and decision support 
systems. The FNN structure is shown in Fig. 1. 

In Fig. 1, the first four layers are the precursor network, 
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the first layer is the input layer, the second layer is the 
fuzzification layer, the third layer is the fuzzy rule calculation 
layer, and the fourth layer is the normalization layer. The last 
two layers are the post network, the fifth layer is the fuzzy rule 
output layer, and the sixth layer is the output single node layer. 
FNN can handle fuzzy and uncertain inputs, providing more 
flexible and robust decision-making and reasoning capabilities. 
However, due to the complexity and computational overhead 
of FNN, its training and inference process may be more 
time-consuming than traditional neural networks [19]. 
Therefore, the study used the BP algorithm and LSE algorithm 
to adjust the parameters of the FNN's antecedent and 
consequent networks to minimize errors. At the same time, 
GDM was used to optimize and learn the adjusted parameters, 
and SCM was used to optimize the structure of the FNN to 

shorten training time. MGD-ANFIS algorithm was designed. 
Firstly, define a fuzzy set, and the calculation formula is 
shown in Eq. (1). 

 ( , ( ))AA x x x X      (1) 

In Eq. (1), A  represents a fuzzy set, x  represents any 

feature, X  represents a set of all features, and ( )A x  

represents the membership function. In the input layer, 
components of the input vector are directly connected to the 
nodes. The commonly used membership function shapes are 
shown in Fig. 2. 
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Fig. 2. Common membership function shapes. 

In Fig. 2, common membership functions are divided into 
S-type, Z-type, and bell-type. The study adopts a Gaussian 
function with a bell shape as the membership function, and its 
expression is shown in Eq. (2). 

2

2

( )

2( , , )

x c

f x c e 



     (2) 

In Eq. (2), c  represents the membership function center 

value, and   represents the membership function width. The 

next step is to map the input data onto a fuzzy aggregation 
through a fuzzification layer and describe the degree of 
membership of the input data through a membership function. 

The specific calculation method is shown in Eq. (3). 
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In Eq. (3), 1,iO  represents the degree of membership of 

the input variable, 
1x  and 

2x  represent node i 's input, and 

iA  and 
2iB 

 represent two different fuzzy sets. The next 

step is to use the BP algorithm to adjust the antecedent 
parameters, where the momentum gradient descent method is 
used for BP propagation, as shown in Eq. (4). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

 Vol. 14, No. 11, 2023 

1174 | P a g e  

www.ijacsa.thesai.org 

2

2

4 3

3

1,3 4

3 2 1

1

( )

2 3

, 1,2,..., ,

( )

j ij

ij

k h

iq

h
n

s s h

h h jm
j

h

n

x c

ij h ij

E
N

w

N

h m m m

N

s e




 

 

 







 
   






    




   




 (4) 

In Eq. (4),   represents the derivative, 
iqw  represents 

the point where the membership function value is 1, 
3

hN  

represents fuzzy rule calculation layer input value,   

represents the variance, 
ijs  represents the number of rules, 

k  represents a certain rule, i  and j  represent nodes, and 

e  represents natural constants. The specific expression form 

of the updated parameters is shown in Eq. (5). 

(1 ) ,

(1 ) ,

(1 ) ,

dc dc

db db

dw dw

V dc V dc c c dc

V db V db b b db

V V dw w w dw

 

 

 

       


       
       

  (5) 

In Eq. (5), b  represents the bias term, dc , db , and 

dw  represent the differentiation of the parameters, 
dcV , 

dbV , 

and 
dwV  represent the exponentially weighted average of 

each parameter,   represents the momentum coefficient, and 
  represents the learning rate. Then the LSE algorithm can 
adjust consequent parameters, and the basic function of the 
LSE algorithm is shown in Eq. (6). 

1 1 2 2( ) ( ) ( ) ... ( )m mf x a x a x a x        (6) 

In Eq. (6), ( )m x , 1,2,...,m m  represents a set of 

linearly independent functions, and 
ma  represents the 

undetermined coefficients. The calculation method for 
optimizing parameters using the least squares method is 
shown in Eq. (7). 

2

1

min ( ) ( )
m

i

i

F x f x


     (7) 

In Eq. (7), min  represents the minimum value and 

( )F x  represents the objective function. The next step of the 

SCM algorithm is to cluster the input feature values to find the 
clustering center, thereby determining fuzzy rules and 
membership functions. The density index calculation method 
for feature data is shown in Eq. (8). 

2

2
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n
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D


    (8) 

In Eq. (8), 
iD  represents the density index, exp  

represents the exponential function with a base, and 
  

represents a positive number that can define a neighborhood 

of feature point 
ix . The density index calculation method for 

each feature point is shown in Eq. (9). 
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  (9) 

In Eq. (9), 
clD  represents the density index 

corresponding to each cluster center 
clx , while   and k  

both represent a positive number. The SCM clustering process 
is shown in Fig. 3. 

In Fig. 3, the parameters are first initialized, then the 
density indicators of each sample point are calculated. Next, 
the density indicators of the remaining sample points are 
corrected, and whether the termination condition is met can be 
finally determined. If it is met, the density indicator can be 
output. Otherwise, recalculate. Fuzzy rules are calculated after 
SCM clustering, as shown in Eq. (10). 

2, 1 2( ) ( ), 1,2i Ai BiO x x i      (10) 

Initialization 

parameters

Input sample 

points

Calculate density 

indicators

Record remaining 

sample points

Correction of 

density indicators
 or

1kcD 



kD End
Y

N

 

Fig. 3. SCM clustering process. 
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In Eq. (10), 
2,iO

 
represents the strength of the fuzzy rule. 

The next step is to normalize, and the calculation method is 
shown in Eq.  (11). 

x MinValue
y

MaxValue MinValue





   (11) 

In Eq. (11), x  represents the original value, y  

represents the converted value, MaxValue  represents the 

maximum feature value, and MinValue  represents the 

minimum feature value. The normalization results are shown 
in Eq. (12). 
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In Eq. (12), 
3,iO  represents the normalized fuzzy rule, 

and w  represents the numerical value of the fuzzy rule. The 

next step is to output the fuzzy rule, as shown in Eq. (13). 

4, 2( ), 1,2i i i i i i i iO w f w p x q x r i       (13) 

In Eq. (13), if  represents the output function, and ip
, 

iq
, and ir  represent the node parameters. The total output 

can be obtained from the node output as shown in Eq. (14). 
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     (14) 

In Eq. (14), 
5,iO  represents the total output of 

MGD-ANFIS. When determining the parameters of the 
current component network, the output expression is shown in 
Eq. (15). 

5, 1 1 1 1 1 1 2 2 2 2 1 2( ) ( ) ( ) ( )iO w x p w y q w r w x p w y q w r      

 (15) 

In Eq. (15), 
5,iO  represents the final output value. 

B. Construction of Network User Behavior Portrait Model 

The construction of a network user behavior profiling 
model aims to identify unknown intrusions and profile user 
behavior. The MGD-ANFIS algorithm is used to construct a 
user behavior profiling model. This model can efficiently 
collect network user behavior data, and through filtering and 
compression, recombine feature vectors to generate records 
with various meanings to accurately identify malicious users 
and provide early warnings. The specific framework of the 
model is shown in Fig. 4. 
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Fig. 4. User behavior portrait model framework. 

In Fig. 4, the model includes four parts: data collection, 
data analysis, response module, and database. The data 
collection module is to build a user behavior database, and the 
integrity of the obtained database is related to the accuracy of 
user behavior judgment. It refers to the collection and 
processing of user behavior data on the network, and the use 
of the MGD-ANFIS algorithm for modeling and learning, by 
adjusting network structure and parameters to adapt to 
different user behavior characteristics. Data analysis is the 
most important component of user behavior profiling models, 
which obtains data from the data collection module and 
analyzes it, including data cleaning, data preprocessing, and 
feature extraction. Data cleaning refers to denoising, 

deduplication, recombination, and restoration of collected data 
to ensure data quality. Data preprocessing involves 
normalizing the data, and feature extraction involves 
extracting an appropriate number of features from the original 
data to distinguish whether user behavior is normal. The 
response module is to record, prevent, and alarm users with 
abnormal behavior, and can also be expanded based on the 
current user's input or environmental variables. The database 
mainly records users with abnormal behavior. Meanwhile, in 
user behavior profiling models, statistical feature quantity is 
an important factor affecting the performance of user behavior 
detection [20]. The research aims to determine whether a 
user's behavior is normal or malicious through a small number 
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of statistical features, and statistical features need to be 
designed for different types of attacks. The current common 
types of attacks include attacking through network 
vulnerabilities, exploiting network protocol flaws, and using 
illegal and irregular operations to enter the system. Therefore, 
the study designs feature quantities from three aspects: content, 
time traffic, and host traffic, as shown in Fig. 5. 

In Fig. 5, feature statistics are in the data restoration 
section of data collection, which includes basic feature 
quantities, content feature quantities, time traffic 
characteristics, and host traffic characteristics. The basic 
feature quantity mainly counts the connection time, bytes, and 
network protocol types between users and the cloud. The 
content feature quantity mainly counts the number of access 
privacy and login failures. The time traffic characteristic 
mainly counts the connections to the same host and server. 
The host traffic characteristic mainly counts the connections to 
the same host and server in a relatively small number of 
connections. After designing each module, parameter settings 
are required. The parameters studied in this study mainly 
include input layer nodes, membership function, number of 

fuzzy subsets, and number of output layer nodes, training 
frequency, and radius of subtractive clustering. Finally, the 
obtained samples are trained and tested, and the specific 
process is shown in Fig. 6. 

In Fig. 6, the training process and testing process 
correspond to the set training data and testing data, 
respectively. During the training process, the data consists of 
users with normal behavior and users with abnormal behavior, 
and the expected output is sent to the data analysis module as 
its input. Before training, it is necessary to initialize the 
parameters, LSE algorithm is used to identify the subsequent 
parameters, and continuously adjust precursor network 
parameters through the BP algorithm to minimize the 
difference between the predicted and actual output. During the 
detection process, data composition is consistent with the 
training process, but the test data is directly sent to the data 
analysis module as its input. After analysis, the detection rate 
and false alarm rate are calculated separately and compared 
with the results of the training data, to evaluate user behavior 
profile model performance based on the MGD-ANFIS 
algorithm. 
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Fig. 5. Overall composition of characteristic quantities. 
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Fig. 6. The process of obtaining feature statistics. 
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IV. RESULTS AND DISCUSSION 

 Section III (A) of this chapter analyzes the performance 
of the designed MGD-ANFIS algorithm, and the second 
section analyzes the actual application effect of the user 
behavior portrait model designed on the basis of the 
MGD-ANFIS algorithm. 

A. MGD-ANFIS Algorithm Performance Analysis 

To verify the designed MGD-ANFIS's performance, this 
study first generated 1000 pairs of datasets using the Sphere 
test function, and divided them into training and testing sets in 
4:1. The maximum number of iterations was set to 500, and 
simulation comparisons were made with the MGD-ANFIS 
algorithm and ANFIS algorithm, respectively. The 
optimization results are shown in Fig. 7. 

From Fig. 7(a), it can be seen that the optimization results 
of the ANFIS algorithm have a low fit with the test function. 
In Fig. 7(b), the optimization trend of the MGD-ANFIS 
algorithm was basically consistent with the results of the test 
function, with a high degree of fit. The above results indicated 

that the MGD-ANFIS algorithm had high accuracy and proved 
its effectiveness. The next step was to calculate the recall, 
accuracy, and F1 score of the MGD-ANFIS algorithm 
separately, and compare them with the ANFIS algorithm and 
FNN algorithm. The results are shown in Fig. 8. 

In Fig. 8, the recall, accuracy, and F1 score of the 
MGD-ANFIS algorithm are 0.23, 0.99, and 0.20, respectively. 
The recall, accuracy, and F1 score of the ANFIS algorithm are 
0.17, 0.96, and 0.13, respectively. The recall, accuracy, and F1 
score of the FNN algorithm are 0.15, 0.92, and 0.12, 
respectively. Analysis shows that the MGD-ANFIS algorithm 
had a recall rate of 0.07 and 0.09 higher than the other two 
algorithms, an accuracy rate of 0.03 and 0.07 higher than the 
other two algorithms, and an F1 score of 0.07 and 0.08 higher 
than the other two algorithms. The above results demonstrate 
that the MGD-ANFIS algorithm had good overall 
performance. Finally, the MGD-ANFIS algorithm was used to 
perform error analysis on the training and testing sets, and 
compared with the ANFIS and FNN algorithms. The results 
are shown in Fig. 9. 
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Fig. 7. MGD-ANFIS and ANFIS simulation comparison. 
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Fig. 8. Recall rate, accuracy rate, and f1 score of different algorithms. 
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Fig. 9. Error of different algorithms on training and testing sets. 

In Fig. 9 (a), in the training set error analysis, the error 
range of the MGD-ANFIS algorithm is between -0.10 and 
0.10, the error range of ANFIS is between -0.20 and 0.18, and 
the error range of FNN is between -0.30 and 0.20. In Figure 
9(b), in test set error analysis, the error range of the 
MGD-ANFIS algorithm is between -0.005 and 0.03, the error 
range of ANFIS is between -0.008 and 0.035, and the error 
range of FNN is between -0.01 and 0.04. Analysis shows that 
in the error analysis of the training and testing sets, the error 
range of the MGD-ANFIS algorithm was smaller than the 
other two algorithms, further indicating its high accuracy and 
demonstrating its good performance. 

B. Effect Analysis of User Behavior Portrait Model 

To test the performance of the designed user behavior 
profiling model, the study first conducted simulation 

experiments using the KDD99 dataset. 5 sets of data were 
selected with 4 training data and 1 testing data, which 
contained malicious user attack behavior. In training set 1, the 
number of normal and abnormal data was equal, and in 
training set 2 and the test set, the number of normal and 
abnormal data was also equal. Training set 2 was smaller than 
the training set 1 and greater than the test set. In training set 3, 
there was more normal data than abnormal data, while in 
training set 4, there was less normal data. In the network 
configuration, the output layer node was set to 1, with an 
output of 1 indicating abnormal behavior and an output of 0 
indicating normal behavior. The allowable error was set to 0.2, 
and the clustering radius was set to 0.5. It was recommended 
to train the network for 50 iterations. Each training set was 
mixed with the test set to detect malicious user attack behavior, 
and the results are shown below. 

TABLE I. MALICIOUS USER ATTACK BEHAVIOR IN TRAINING AND TESTING SETS 

Dataset Test error Training Error 
Training false 

alarm rate 

Training 

detection rate 

Test false alarm 

rate 

Test detection 

rate 

Training 1 0.1297 0.2673 99.2 4.9 96.3 6.3 

Training 2 0.1527 0.2628 99.4 4.5 95.9 5.5 

Training 3 0.2401 0.2654 98.3 4.7 94.6 6.7 

Training 4 0.1399 0.2493 99.3 5.2 95.8 6.9 

 
In Table I, the four training sets' errors are smaller than 

those of the test set, and the detection rate and false alarm rate 
are both higher than those of the test set. However, overall, 
different combinations of training and testing sets had higher 
detection rates and lower false positives and errors, indicating 
that the designed model had higher adaptability. The next step 
was to calculate the decision values for normal user behavior, 
vulnerability-based attacks (attack behavior 1), and network 
protocol defect-based attacks (attack behavior 2), as shown in 
Fig. 10. 

In Fig. 10, users with normal behavior have a relatively 
small fluctuation in the judgment curve, with a maximum 
judgment value of 1.00, a minimum judgment value of 0.95, 
and an average judgment value of approximately 0.98. Attack 
behavior 1 involved exploiting system vulnerabilities by 

sending requests to the host, with a maximum decision value 
of 1.00, a minimum decision value of 0.58, and an average 
decision value of approximately 0.79. Attack behavior 2 
utilized flaws in network protocols to attack, which was 
significantly different from normal user modes. Its maximum 
decision value was only 0.80, the minimum decision value 
was 0.10, and the average decision value was 0.45. Overall, 
the designed user behavior profiling model effectively 
distinguished between users with normal and abnormal 
behavior, and further proved its effectiveness. Finally, the 
detection rate of user behavior profiling models based on 
different algorithms was tested using ROC curves, and the 
results are shown in Fig. 11. 

In Fig. 11, the designed MGD-ANFIS-based user behavior 
profiling model has a maximum detection rate of 1.000, a 
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minimum of 0.950, and an average of 0.975. The maximum of 
the ANFIS-based user behavior profiling model was 0.98, the 
minimum was 0.84, and the average was 0.91. The maximum 
of the user behavior profiling model based on FNN was 0.98, 
the minimum was 0.66, and the average was 0.82. Analysis 

shows that the average detection rate of the 
MGD-ANFIS-based user behavior profiling model was 0.065 
and 0.155 higher than the other two models, respectively, 
proving its high detection accuracy. 
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Fig. 10. Judgment values for three behaviors. 
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Fig. 11. Detection rate of user behavior profiling models using different algorithms. 

V. CONCLUSION 

With the popularization of mobile devices and the 
advancement of network technology, user behavior data have 
been generated in the network. How to better distinguish user 
behavior has become a focus of research by relevant personnel. 
In order to better detect user behavior, the study first adjusts 
the network parameters of FNN using the BP algorithm and 
LSE algorithm, then optimizes and learns the adjusted 
parameters using GDM, and optimizes the structure of FNN 
through SCM to shorten training time. MGD-ANFIS 
algorithm is designed, and finally, MGD-ANFIS is applied to 
user behavior profiling and a model is constructed. The results 
showed that in the simulation comparison, the trend of the 
optimization results of the MGD-ANFIS algorithm and the 
fitting degree of the test function were higher than those of the 
ANFIS algorithm, indicating its high accuracy and proving its 
effectiveness. In the calculation of recall, accuracy, and F1 
score, the three indicator values of the MGD-ANFIS 
algorithm were 0.20, 0.99, and 0.20, respectively. The three 
indicator values of the ANFIS algorithm were 0.13, 0.96, and 
0.13, respectively. The three indicator values of FNN were 

0.11, 0.92, and 0.12, respectively. The three indicator values of 
the MGD-ANFIS algorithm were all higher than other 
algorithms, proving its good comprehensive performance. In 
the simulation experiment of the KDD99 dataset, different 
combinations of training and testing sets had higher detection 
rates and smaller false positives and errors, indicating that the 
designed user profile model had high adaptability. In the 
calculation of decision values, the average decision value for 
users with normal behavior was about 0.98, the average 
decision value for attack behavior 1 was 0.79, and the average 
decision value for attack behavior 2 was 0.45, proving the 
effectiveness of the designed model. The study only analyzed 
vulnerability-based attacks and protocol defect-based attacks, 
which had a certain impact on behavior judgment. Further 
exploration will be conducted in related aspects in the future. 
The study will conduct a more in-depth analysis of attack 
behavior, including the attacker's behavior patterns, attack 
time, and frequency, in order to better understand the 
attacker's motivation and strategy. Meanwhile, when 
constructing user behavior profiles, the quality and 
completeness of data have a significant impact on the 
accuracy and reliability of the results. Therefore, in future 
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research, it is necessary to consider the quality and 
completeness of data more comprehensively. 
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Abstract—The brain is a vital organ, and the brain tumor is 

one of the most dangerous types of tumors in the world. 

Neuroimaging is an interesting and important discussion in 

diagnosing central nervous system tumors. Brain tumors have 

several types, namely meningioma, glioma, pituitary, 

schwannoma, and neurocytoma. A radiologist uses magnetic 

resonance imaging (MRI) to detect brain tumors because of its 

advantages over computed tomography. However, classifying 

multiclass MRI is difficult and takes a long time. This study 

proposes an automated classification of multiclass brain tumors 

using enhanced deep learning techniques. Various models are 

used in this research, namely VGG16, NasNet-Mobile, 

InceptionV3, ResNet50, and EfficientNet. For EfficientNet, we 

applied EfficientNet-B0–B7. From the experiments, EfficientNet-

B2 is the superior, with the highest level of training accuracy of 

99.90%, testing accuracy of 99.55%, precision of 99.50%, recall 

of 99.67%, and F1-Score of 99.58% with a training time of 15 

minutes. The development of this automatic classification can 

assist radiologists in classifying brain tumor types more 

efficiently. 

Keywords—Brain tumor; enhanced deep learning; MRI; 

multiclass; neuroimaging 

I. INTRODUCTION 

The central nervous system (CNS), composed of the brain 
and spinal cord, controls all major biological systems. It 
consists of supporting cells (glial cells) and nerve cells 
(neurons) that communicate with each other and the rest of the 
body by sending and receiving impulses through the nerves. 
Magnetic resonance imaging (MRI) is an imaging technique 
that shows accurate anatomical images of the human body and 
provides valuable data for biomedical research and clinical 
diagnosis. For example, MRI images help diagnose brain 
tumors, abnormal cell growths that form an odd segment 
compared with normal cells. As a vital organ in the human 
body for speaking, thinking, and receiving environmental 
responses [1], any disturbance in the brain will also affect 
other organs. Based on the growth speed, brain tumors are 
classified into benign and malignant. Benign brain tumors can 
be cured with surgery, but malignant brain tumors are the 
deadliest of the cancers and can cause instant death [2]–[4]. 
Meanwhile, brain tumors can either be primary and secondary 
(i.e., metastatic). Primary tumors originate from the brain or 
the nerves of the brain. Metastatic brain tumors, conversely, 

are caused by cancer cells that spread to the brain from other 
parts of the body. Clinical studies show that 30%–50% of all 
patients with brain metastases develop multiple lesions, 
depending on the type of primary cancer [5], [6]. 

There are three types of primary brain tumors: 
meningioma, glioma, and pituitary tumor. Meningiomas arise 
from arachnoid cells in the brain and account for 37.6% of all 
adult primary brain tumors. The disease accounts for 
approximately 35,000 new cases annually, making it the most 
common type of intracranial tumor in the United States [7], 
[8]. Gliomas are found in the cerebral pedicle and spinal cord, 
with symptoms such as vomiting, headache, and discomfort. 
Glioma tumors represent nearly 30% of primary brain tumors 
and 80% of all malignant ones. Based on their 
histopathological appearance, gliomas are traditionally 
classified by the World Health Organization as grades I and II 
(low-grade glioma), grade III (anaplastic), and grade IV 
(glioblastoma) [9], [10]. The pituitary is a complex organ 
consisting of neuroendocrine cells that secrete hormones from 
the adenohypophysis; posterior pituitary lobe, which is 
modified glia; axonal extensions of hypothalamic neurons, 
which secrete hormones into the bloodstream; and stromal 
cells, which include blood vessels, nerves, meninges, bones, 
and other connective tissue elements. Pituitary tumors, which 
arise from anterior pituitary cells and are called pituitary 
adenomas, are generally benign and rare (about 0.2%), 
showing craniospinal or systemic metastases [11]–[13]. 
Schwannoma (neurilemmoma) is benign neoplasms derived 
from tumorigenic schwann cells that protect nerve cells [14]. 
This condition is caused by a loss of function mutation of the 
neurofibromatosis type 2 (NF2) tumor gene [15]. Then, apart 
from that, there is also a type of brain tumor called 
neurocytoma. This tumor is a rare brain tumor according to 
the world health organization (WHO). Neurocytoma arising 
from the ventricle accounts for 0.1% - 0.5% of all primary 
brains. Moreover, these tumors rarely arise from the brain 
parenchyma [16]. 

MRI is essential in detecting brain tumors, early tumors, or 
CNS disorders, simultaneously seeing the response to 
treatment. MRI has become a part of routine clinical practice, 
capturing various anatomical and physiological processes [17], 
[18]. MRI data must be analyzed, considering that brain 
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tumors generally consist of distinct structural and functional 
areas [19]; however, analysis can take quite a long time for 
accurate results. Moreover, classifying brain images of the 
normal brain, meningioma, glioma, pituitary, schwannoma, 
and neurocytoma may take longer since identifying brain 
images is difficult. Therefore, an automated classification of 
brain tumors is required to ease and speed up the analysis. 

Several deep learning-based models, such as CNN, VGG 
(visual geometry group)-16, NasNet, and support vector 
machine, have been used to classify features and show reliable 
results [20]. Most improvements of the neural networks 
focused on optimizing network width, depth, and resolution. 
Meanwhile, the EfficientNet proposed by Tan & Le (2019) 
combined or collaborated those three factors. Balancing the 
three factors aims to obtain an optimal model at a certain 
complexity [21]. This study proposes an enhanced deep 
learning model, the EfficientNet model, to classify MRI 
images of brain tumors into six classes: normal brain, 
meningioma, glioma, pituitary, schwannoma, and 
neurocytoma. The EfficientNet model is expected to improve 
classification accuracy with less computation cost. For 
comparison study, four deep learning-based models namely 
VGG16, NasNet-Mobile, InceptionV3, and ResNet50 will 
also be implemented to classify MRI images. 

The structure for the rest of the paper is as follows. Section 
II provides previous works about brain tumor classifications 
using various models. Section III describes the data and 
methods used in this study.  The results of the proposed brain 
tumor classifications are presented in Section IV. Section V 
concludes the paper.. 

II. RELATED WORK 

D. Filatov and G. N. A. H. Yar (2022) classified brain 
tumors into four classes, with the highest accuracy in the 
EfficientNet-B0 model of 87.67%, while the ResNet50 model 
obtained an accuracy of 72.82%. Similarly, M. A. Gómez-
Guzmán et al. (2023) used the EfficientNet-B0 model and 
obtained a higher accuracy of 90.88%. R. Jha, V. 
Bhattacharjee, and A. Mustafi (2022) used TrFEMNet and 
obtained an accuracy of 99.39% for two classes and 78.05% 
for four classes of brain tumors. With the same number of 
classes, A. Kowshir et al. (2023) used the ResNet50 model 
and obtained an accuracy of 96.67%. 

Using the brain MRI dataset to classify Alzheimer’s, the 
accuracy level obtained in the Hazarika et al. study (2022) was 
86.75% and 86.25% for the NasNet-A and NasNet-C models, 
respectively. Research conducted by [22] classified 
Alzheimer’s using the 3D-Hog feature. Research conducted by 
S. R. Sowrirajan et al., (2023) using a three-class dataset, 
obtained accurate results for the VGG16-NADE model with 
an augmentation of 96.01%, and VGG16 without 
augmentation of 92.33%. This accuracy is the highest 
compared with other models in their study. The previous 
research summary can be seen in Table I, which shows that 
the highest accuracy rate is 99.39% for two classes of brain 
tumors. Even though the accuracy is already high, the 
classification is only implemented for two classes. Meanwhile, 
the classification of brain tumors with more than four classes 
has not been investigated in detail yet. 

TABLE I.  COMPARATIVE RESEARCH FOR BRAIN CLASSIFICATION 

Reference Model Result 

[23] D. Filatov and G. 

N. A. H. Yar, (2022) 

EfficientNet-B7 

EfficientNet-B0 
ResNet50 

84.19% 

87.67% 
72.82% 

[24] R. Jha et al., (2022) TrFEMNet 
2 classes: 99.39% 

4 classes: 78.05% 

[25] R. A. Hazarika et 
al., (2022) 

NasNet-A 
NasNet-C 

86.75% 
86.25% 

[26] M. A. Gómez-

Guzmán et al., (2023) 

InceptionV3 

EfficientNet-B0 
Generic CNN 

97.12% 

90.88% 
81.08% 

[20] A. Kowshir et al., 
(2023) 

InceptionV3 

ResNet50 

Xception 

94.71% 

96.67% 

91.18% 

[27] S. R. Sowrirajan et 

al., (2023) 
VGG16 96.01% 

In this study, the classification of brain tumors into six 
classes, normal brain, meningioma, glioma, pituitary, 
schwannoma, and neurocytoma will be proposed using five 
types of models, VGG16, NasNet-Mobile, InceptionV3, 
ResNet50, and EfficientNet. Classification of six classes will 
provide a better level of training and validation accuracy with 
shorter training time using enhanced deep learning techniques. 

III. RESEARCH METHOD 

A. Dataset 

Fig. 1 shows the samples of the MRI images dataset, 
consisting of the normal brain, meningioma, glioma, pituitary, 
schwannoma, and neurocytoma tumor. Meningioma is the 
most common CNS or primary tumor. Meningioma tumors 
grow from the meninges, the tissues surrounding and 
protecting the brain just below the skull [28]. 

Glioma-type tumors arise from glial cells and are 
intraparenchymal tumors [29], [30]. An example of glioma 
tumor MRI results can be seen in Fig. 1 (c). The pituitary 
gland is a complex organ composed of the hormone-secreting 
neuroendocrine cells of the pituitary gland. The MRI results 
for this type of tumor can be seen in Fig. 1 (d). In Fig. 1 (e) is 
an image of a schwannoma-type tumor and the MRI result of a 
neurocytoma-type tumor shown in Fig. 1 (f). 

 
Fig. 1. MRI result (a) normal brain, (b) meningioma, (c) glioma, (d) 

pituitary, (e) schwannoma, (f) neurocytoma. 

(a) (c) 

(d) 

(b) 

(f)  (e) 
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The dataset used in this study is retrieved from [31] and 
[32], and there are six types of images with a total of 7519 
images. The number of details of the dataset can be seen in 
Table II. 

TABLE II.  DATASET DISTRIBUTION 

Phase Train Test Total 

Normal 1595 205 1800 

Glioma 1321 167 1488 

Meningioma 1339 159 1498 

Pituitary 1457 163 1620 

Schwannoma 463 88 551 

Neurocytoma 457 105 562 

Total 
6632 887 7519 

88.2% 11.8% 
 

B. VGG16 Architecture 

VGG is one of the CNN architectures. VGG16 has five 
convolution blocks with 13 convolution layers and 3 fully 
connected. VGG is more capable of processing small datasets 
and has better recognition efficiency [33], [34]. During the 
training process, a loss function is used to measure the error 
between predicted and actual values. The following formula 
was applied for the cross-entropy loss function for 
experiments with VGG16: 

     ∑       

 

   

                     (1) 

Where    is truth label and    denotes the softmax loss 

functions for     class. The VGG16 architecture can be seen in 
Fig. 2. 

 
Fig. 2. VGG16 architecture [35]. 

C. NasNet-Mobile 

NasNet is one of the CNN architectures consisting of basic 
building blocks optimized using reinforcement learning [36]–
[38]. There are two blocks that must be considered, namely 
the child block and the parental block. The child block serves 
to adjust the network based on changes in effectiveness, while 
the parental block serves to evaluate the effectiveness of the 
child block. 

NasNet development defines a high-performance building 
block in image set categorization (CIFAR-10). The block is 
generalized to a wider dataset so that it can achieve a higher 
classification capacity [39]. The illustration for this model can 
be seen in Fig. 3. 

 
Fig. 3. NasNet architecture [55]. 

D. InceptionV3 

InceptionV3 is the latest version of the InceptionV1 model. 
The InceptionV3 model has a wider network than InceptionV1 
and V2. Training takes longer and is very difficult to complete. 
This problem is solved using transfer learning techniques [40], 
[41]. 

The structure of InceptionV3 can be seen in Fig. 4. In 
InceptionV3, the probability of each label   *       + can 
be determined by 

 (   )  
   (  )

∑    (  )
 
 

 (2) 

where, y denotes the nonnormalized log probability. The 
ground truth distribution on labels  (   )  is normalized by 
∑  (   )    . 

 
Fig. 4. InceptionV3 structure [54]. 

E. ResNet50 

The ResNet50 model is a CNN model with a 50-layer 
residual network partitioned into five parts. The first part 
contains a convolutional layer for input preprocessing. Part 2–
5 contain the bottleneck components. This model was first 
introduced by Microsoft in 2015 [42]. Residual building 
blocks can be shown in the following formula: 

   ( )    (3) 

where,  ( ) is the residual function, x is the input, and y is 
the output parameter of the residual function. ResNet50 
architecture can be seen in Table III [43]. 

F. EfficientNet 

EfficientNet has eight different architectures, namely 
EfficientNet-B0–B7 with the basic model being B0 obtained 
from neural architecture search (NAS) and B1–B7, which is 
an additional model with an extension of the basic model [44]. 
In NAS [45] to get the optimal architecture, a controller is 
needed to maximize the expected results represented by  (  )  

 (  )    (       ), - (4) 
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TABLE III.  RESNET50 ARCHITECTURE 

Layer Name Output Size Layer 

Conv1 112 x 112 7 x 7, 64, stride 2 

Conv2_x 56 x 56 

3 x 3 max pool, stride 2 

[
        
        
         

]     

Conv3_x 28 x 28 [
         
         
         

]     

Conv4_x 14 x 14 [
         
         
          

]     

Conv5_x 7 x 7 [
         
         
          

]     

 1 x 1 Average pool, 1000-d fc, softmax 

List of action      is used to design the child network 
architecture. This child network will achieve accuracy   at the 
time of dataset convergence. By taking advantage of the   
accuracy, it can be used as a reward signal for training 
controllers or as reinforcement learning. The reward signal   
is not differentiable, so a gradient method is required to 
iteratively update    by using the reinforce rule [46]: 

    (  )  ∑  (       )[       (  | (   )     ) ]

 

   

 (5) 

The empirical approximation of the quantity (4) is: 

 

 
∑∑       (  | (   )     )  

 

   

 

   

 (6) 

where,   is the number of different architectures 
containing example controllers in the stack. On the other hand, 
  is the number of hyperparameters expected by the controller 
to design the neural network architecture. 

The validation accuracy obtained by the k
th

 neural network 
architecture after being trained on the training dataset is   . 
To reduce variance, the baseline function is used: 

 

 
∑∑       (  | (   )     )(    )

 

   

 

   

 (7) 

EfficientNet is based on NAS technology as a simple, 
scalable, and generalizable benchmark network. In increasing 
the resolution and complexity of the network structure, the 
architecture of the EfficientNet model can be seen in Table IV 
[47]. 

By combining the three factors in the architecture, the 
coefficient calculation formula is as follows [48], [49]: 

{

          

          

               
 (8) 

TABLE IV.  ARCHITECTURE OF EFFICIENT NET 

Description Layer Input Resolution Channel 

EfficientNet-B0 240 224x224 1280 

EfficientNet-B1 342 240x240 1280 

EfficientNet-B2 342 260x260 1408 

EfficientNet-B3 387 300x300 1536 

EfficientNet-B4 477 380x380 1792 

EfficientNet-B5 579 456x456 2048 

EfficientNet-B6 669 528x528 2304 

EfficientNet-B7 816 600x600 2560 

where,                           with 
          can be used to scale network width, depth, and 
resolution coefficients. While value   can be used to 
determine the number of effective resource extension models. 
The constants           are used to allocate these resources 
into three-dimensional network depth, width, and resolutions. 

In the proposed model, the preprocessing stage will carry 
out a cropping process with an image size of        . This 
aims to eliminate noise or delete unnecessary image 
information. The results of the cropping process can be seen in 
Fig. 5. After the cropping process is carried out, the new data 
will be saved in a new directory. Then the data will be 
augmented. This data augmentation functions to suppress 
overfitting when data is run through artificial data 
augmentation techniques [50]. 

 

Fig. 5. Original and cropped image. 

 
Fig. 6. Proposed model for brain tumor classification. 

The complete model proposed in this study is shown in Fig. 
6. The input model is the MRI image, which results in the 
image’s class; it is detected as a normal brain or one of the 
brain tumors: meningioma, glioma, pituitary, schwannoma, or 
neurocytoma. Furthermore, the structure of the EfficientNet 
model is illustrated in Fig. 7. 
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Fig. 7. The structure of the efficientnet model. 

G. Model Implementation 

A depth wise separable convolution (DSC) layer is used to 
build the base of the MobileNet block. Therefore, this 
hierarchical structure is also called mobile convolution (MB 
Conv) [51]. DSC consists of two parts: depth convolution 
(DWC) and point convolution (PWC). The combined 
convolution process between DWC and PWC is shown in Fig. 
8. The goal of revealing model parameters while preserving 
output quality was achieved. 

H. Model Evaluation 

Confusion matrix provides a combination of class and 
actual predictions. This makes it possible to define various 
multiclass performance metrics as shown in Fig. 6 [52], [53]. 
The multiclass confusion matrix presented in Fig. 9 has 
dimensions of      , where   is the number of different 
class labels             . From the confusion matrix, we can 
compute the classification metrics: accuracy, recall, precision, 
and the F1-score by formulas presented in Table V. 

TABLE V.  PERFORMANCE METRICS FOR MULTICLASS CLASSIFICATION 

Metric Formula 

Accuracy 
∑   (  )
 
   

∑ ∑     
 
   

 
   

 

Recall of class    (   (  )) 
  (  )

  (  )    (  )
 

Precision of class    (   (  )) 
  (  )

  (  )    (  )
 

                       
   (  )     (  )

   (  )     (  )
 

 

 

Fig. 8. Depthwise and pointwise convolution illustration. 
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Fig. 9. Multiclass classification. 

IV. RESULT 

This research conducted all experiments in the Google 
Colab application, with the graphic processing unit backend 

Google Compute Engine Python 3 A100. The RAM was 83.5 
GB, disk 166.8 GB, model name Intel(R) Xeon(R) 
CPU@2.20GHz. The detailed parameters that have been 
optimized of the model experiments are shown in Table VI. 
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Except for the number of epochs, all models used the same 
parameters and loss function. 

TABLE VI.  PARAMETERS USED IN THE PROPOSED BRAIN TUMOR 

CLASSIFICATION FRAMEWORK 

Hyper-

parameter 
VGG16 

NasNet-

Mobile 
InceptionV3 ResNet50 EfficientNet 

Optimizer Adam Adam Adam Adam Adam 

Batch Size 32 32 32 32 32 

Epoch 80 40 20 20 20 

Learning 
Rate 

0.0001 0.0001 0.0001 0.0001 0.0001 

Verbose 1 1 1 1 1 

Loss 

Function 
Flatten Cross-Entropy 

First, we will show the results of four models’ experiments: 
VGG16, NasNet-Mobile, InceptionV3 and ResNet50. Initially, 
the performance of the training and validation of four models 
are presented through the loss and accuracy functions in Fig. 
10. Meanwhile, Fig. 11 shows the corresponding confusion 
matrix that we can see that InceptionV3 only gives few false 
results. 

Except in the VGG16 model, there is a jump in both loss 
and accuracy graphs of the models (see Fig. 10) (b-d). 
Nevertheless, as the epoch is larger the accuracy tends to 
improve, and the loss progressively reduces. In the accuracy 
graph, the initial validation accuracy is very low, 0.2 in 
VGG16 and NasNet-Mobile, and 0.4 in ResNet50. However, 
it increases to approximately 95% after the epoch is larger 
than 20 in the model of VGG16 and NasNet-Mobile. In 
InceptionV3 and ResNet50, the accuracy is already 
consistently more than 95% after 10 epochs. The highest 
accuracy of each model as shown in Table VII is achieved 
with epoch 24, 40, 13, and 7 for VGG16, NasNet-Mobile, 
InceptionV3 and ResNet50, respectively. Based on the 
performance results of the four models presented in Table VII, 
InceptionV3 achieves the best with only 13 epochs. Further, 
we will investigate how EfficientNet performs compared to 
InceptionV3, in particular. 

Like the four other models, the experiments using eight 
varieties of EfficientNet (B0-B7) will also be compared 
through the loss and accuracy trend functions, confusion 
matrix, and the model performance metrics. Fig. 12 depicts the 
loss and accuracy graph of all EfficientNet models over 20 
epochs. As expected, the performance of the loss and accuracy 
of the training are slightly better than the validation. All 
EfficientNet models tend to increase their performance as the 
epoch grows. Of the eight EfficientNet models, their 
performances do not differ significantly. All accuracies are 
mostly perfect, approximately 99%.  

 
Fig. 10. The loss function and accuracy of the experiment using (a) VGG16, 

(b) NasNet-Mobile, (c) InceptionV3, and (d) ResNet50. 

 
Fig. 11. The confusion matrix of experiment (a) VGG16, (b) NasNet-Mobile, 

(c) InceptionV3, and (d) ResNet50. 

(c) 

(d) 

(a) 

(b) 

(b) (a) 

(c) (d) 
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TABLE VII.  PERFORMANCE MODEL 

Model Class 
Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

VGG16 

Glioma 97.00 84.00 90.03 

Meningioma 82.00 91.00 86.27 

Pituitary 94.00 96.00 94.99 

Normal 97.00 97.00 97.00 

Schwannoma 95.00 99.00 96.96 

Neurocytoma 99.00 97.00 97.99 

Average 94.00 94.00 94.00 

NasNet-
Mobile 

Glioma 100.00 96.00 97.96 

Meningioma 95.00 99.00 96.96 

Pituitary 98.00 99.00 98.50 

Normal 100.00 100.00 100.00 

Schwannoma 99.00 100.00 99.50 

Neurocytoma 100.00 99.00 99.50 

Average 98.67 98.83 98.75 

InceptionV3 

Glioma 100.00 100.00 100.00 

Meningioma 99.00 99.00 99.00 

Pituitary 99.00 98.00 98.50 

Normal 100.00 100.00 100.00 

Schwannoma 99.00 100.00 99.50 

Neurocytoma 100.00 100.00 100.00 

Average 99.50 99.50 99.50 

ResNet50 

Glioma 100.00 97.00 98.48 

Meningioma 98.00 99.00 98.50 

Pituitary 98.00 99.00 98.50 

Normal 100.00 100.00 100.00 

Schwannoma 99.00 100.00 99.50 

Neurocytoma 100.00 100.00 100.00 

Average 99.17 99.17 99.16 

  
B0   B4 

  
B1   B5 

  
B2   B6 

Fig. 12. The loss function and accuracy of the experiment using EfficientNet-

B0-B7. 

From the confusion matrix described in Fig. 13, we 
observe that all models only deliver a few faulty 
classifications. The false positives seem to be a little more 
than the false negatives results. There is no false negative 
result in EfficientNet-B1 and there is only one false negative 
in EfficientNet-B2, B3, and B5 while there are two false 
negative results in InceptionV3. 

Further detail of the model performance of EfficientNet 
can be seen from the performance metrics of precision, recall, 
F1-score in Table VIII. The metrics of all EfficientNet are 
shown to be more than 99%. 

 
B0 

 
B4 

 
B1 

 
B5 

 
B2 

 
B6 

 
B3 

 
B7 

Fig. 13. The confusion matrix of the experiment using EfficientNet-B0-B7. 

TABLE VIII.  PERFORMANCE OF THE EFFICIENTNET MODEL 

Model Class 
Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

EfficientNet-
B0 

Glioma 100.00 99.00 99.50 

Meningioma 98.00 99.00 98.50 

Pituitary 99.00 99.00 99.00 

Normal 100.00 100.00 100.00 

Schwannoma 100.00 100.00 100.00 

Neurocytoma 100.00 100.00 100.00 
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Model Class 
Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Average 99.50 99.50 99.50 

EfficientNet-

B1 

Glioma 100.00 99.00 99.50 

Meningioma 99.00 99.00 99.00 

Pituitary 99.00 100.00 99.50 

Normal 100.00 100.00 100.00 

Schwannoma 100.00 100.00 100.00 

Neurocytoma 100.00 100.00 100.00 

Average 99.67 99.67 99.67 

EfficientNet-
B2 

Glioma 100.00 99.00 99.50 

Meningioma 99.00 100.00 99.50 

Pituitary 99.00 99.00 99.00 

Normal 100.00 100.00 100.00 

Schwannoma 99.00 100.00 99.50 

Neurocytoma 100.00 100.00 100.00 

Average 99.50 99.67 99.58 

EfficientNet-

B3 

Glioma 100.00 99.00 99.50 

Meningioma 99.00 98.00 98.50 

Pituitary 99.00 99.00 99.00 

Normal 99.00 100.00 99.50 

Schwannoma 99.00 100.00 99.50 

Neurocytoma 100.00 99.00 99.50 

Average 99.33 99.17 99.25 

EfficientNet-
B4 

Glioma 100.00 99.00 99.50 

Meningioma 99.00 99.00 99.00 

Pituitary 99.00 100.00 99.50 

Normal 100.00 100.00 100.00 

Schwannoma 100.00 100.00 100.00 

Neurocytoma 100.00 99.00 99.50 

Average 99.67 99.50 99.58 

EfficientNet-

B5 

Glioma 100.00 98.00 98.99 

Meningioma 98.00 99.00 98.50 

Pituitary 99.00 100.00 99.50 

Normal 100.00 100.00 100.00 

Schwannoma 100.00 100.00 100.00 

Neurocytoma 100.00 100.00 100.00 

Average 99.50 99.50 99.50 

EfficientNet-

B6 

Glioma 100.00 99.00 99.50 

Meningioma 98.00 99.00 98.50 

Pituitary 98.00 99.00 98.50 

Normal 100.00 100.00 100.00 

Schwannoma 100.00 100.00 100.00 

Neurocytoma 100.00 100.00 100.00 

Average 99.33 99.50 99.42 

EfficientNet- Glioma 100.00 98.00 98.99 

Model Class 
Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

B7 Meningioma 97.00 98.00 97.50 

Pituitary 98.00 99.00 98.50 

Normal 100.00 100.00 100.00 

Schwannoma 99.00 100.00 99.50 

Neurocytoma 100.00 100.00 100.00 

Average 99.00 99.17 99.08 

Next, we compare the EfficientNet model with four 
previous models. The models’ performances are evaluated by 
considering the model accuracy and the computational time, 
the time consuming for training. The model comparisons are 
presented in Table IX. Based on the model accuracy in both 
the training and the validation data, the EfficientNet can 
outperform NasNet-Mobile, VGG16, InceptionV3, and 
ResNet50. EfficientNet-B2 achieves the highest accuracy of 
99.9% in training and 99.55% in validation. The model with 
the least accuracy is VGG16, with a training accuracy of 97.2% 
and validation accuracy of 93.35%. This model also had the 
longest training time of 84 minutes with 80 epochs. The 
selection of more epochs is due to the stability of the chart. 
Compared with other proposed models, VGG16 requires a 
long epoch to be stable. In terms of the computation time, the 
proposed EfficientNet model requires vary time, from 10 
minute in EfficientNet-B0 up to 60 minutes in EfficientNet-B7. 
Meanwhile, the best model, EfficientNet-B2 requires 15 
minutes for the training. It is almost double the time of 
InceptionV3 model which only takes eight minutes.  

TABLE IX.  ACCURACY AND COMPUTATIONAL TIME OF MODEL 

Model Train (%) Validation (%) Time (m) 

EfficientNet-B0 99.89 99.44 10 

EfficientNet-B1 99.84 99.55 14 

EfficientNet-B2 99.90 99.55 15 

EfficientNet-B3 99.80 99.21 19 

EfficientNet-B4 99.86 99.44 25 

EfficientNet-B5 99.86 99.32 35 

EfficientNet-B6 99.86 99.32 46 

EfficientNet-B7 99.85 98.99 60 

VGG16 97.20 93.35 84 

NasNet-Mobile 99.82 98.53 26 

ResNet50 99.77 98.99 14 

InceptionV3 99.86 99.44 8 

V. CONCLUSION 

This study applies eight enhanced EfficientNet models, 
namely EfficientNet-B0-B7, which is based on the concept of 
CNN. According to existing literature, EfficientNet is a deep 
learning model that modifies the model so that computational 
efficiency produces the best results. With its efficiency 
advantage, we use the model to build an automated 
classification of brain MRI images into six classes: normal, 
meningioma, glioma, pituitary, schwannoma, and 
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neurocytoma. In this study, the EfficientNet models are also 
compared to the previous models, namely VGG16, NasNet-
Mobile, InceptionV3, and ResNet50. All varieties of 
EfficientNet perform high accuracy and the EfficientNet-B2 
model is superior. The EfficientNet-B2 model achieves the 
highest training accuracy of 99.9% and validation accuracy of 
99.55%. However, it takes a slightly longer time to do the 
training. It requires 15 minutes, while InceptionV3 only needs 
eight minutes to achieve a training accuracy of 99.86%. Both 
EfficientNet-B2 and InceptionV3 models are best options in 
classifying brain MRI images efficiently and accurately. 
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Abstract—An expanding range of services is offered by cloud 

data centers. The execution of application tasks is facilitated by 

assigning (VMs) Virtual Machines to (PMs) Physical Machines. 

Speaking of VM allocation in the cloud service center, two key 

factors are taken into consideration: quality of service (QoS) and 

energy consumption. The cloud service center aims to optimize 

these aspects while allocating VMs. On the other hand, cloud 

users have their priorities and focus on their specific 

requirements, particularly throughput and reliability. User 

requirements are considered by the cloud service center, 

resulting in VM allocation that meets QoS targets and optimizes 

energy consumption. Cloud service centers must, therefore, find 

a balance between QoS and energy efficiency while considering 

the user's requirements. To achieve this, various optimization 

algorithms and techniques must be employed. The objective is to 

find the best allocation of VMs to PMs. Due to the NP-hardness 

of the VM allocation problem, nature-inspired meta-heuristic 

algorithms have become commonly used to solve it. However, 

there are no comprehensive and in-depth review papers on this 

specific area. This paper aims to bridge a knowledge gap by 

providing an understanding of the significance of metaheuristic 

methods to address the VM allocation issue effectively. It not 

only highlights the role played by these algorithms but also 

examines the existing methods, provides comprehensive 

comparisons of strategies based on key parameters, and 

concludes with valuable recommendations for future research. 

Keywords—Cloud computing; virtualization; virtual machine 

allocation; optimization 

I. INTRODUCTION 

Cloud computing, characterized by on-demand services 
utilizing virtualized computing resources and streamlined 
software and hardware maintenance [1], has significantly 
shifted organizational paradigms from private infrastructure to 
cloud-based platforms [2]. However, the rapid growth of cloud 
data centers has brought about challenges, notably in energy 
consumption and environmental impact due to the extensive 
deployment of computing resources [3]. Service provisioning 
in cloud computing revolves around Service Level Agreements 
(SLAs), offering a spectrum of services encompassing 
hardware/software rental, resource management, and workload 
distribution [4]. The versatility of cloud services, 
encompassing Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS), Software as a Service (SaaS), and the 
comprehensive concept of Everything as a Service (XaaS), 
optimizes IT infrastructure for enhanced service delivery [5]. 
The pervasive adoption of cloud computing has amplified 

concerns regarding the substantial energy consumption 
inherent in data centers, accentuated by underutilized servers 
leading to inefficient energy utilization [6]. Addressing this 
challenge necessitates optimizing server utilization in data 
centers while ensuring seamless service delivery [7]. However, 
the increasing diversity of resource types in data center 
architectures poses a challenge in improving resource 
efficiency, especially in dispersed and heterogeneous 
environments owned by major cloud providers. The 
fundamental problem centers on efficiently allocating 
resources based on cloud user requests while adhering to 
SLAs. 

The convergence of Internet of Things (IoT), fuzzy logic, 
Machine Learning (ML), Deep Learning (DL), Neural 
Networks (NNs), and meta-heuristic algorithms shapes 
efficient cloud resource allocation. The proliferation of IoT has 
generated vast data streams, requiring sophisticated allocation 
mechanisms [8, 9]. Fuzzy logic, integrating imprecise or 
uncertain data, enhances decision-making in allocating 
resources, considering ambiguous parameters [10, 11]. ML 
comprising supervised and unsupervised learning paradigms, 
aids in predicting resource demands and pattern recognition for 
optimized allocations [12-14]. DL, a subset of ML, with its 
complex neural networks, enables automatic feature extraction, 
fostering accurate resource predictions, and allocation 
decision-making [15, 16]. NNs, mimicking human brain 
functions, offer robust solutions for dynamic resource 
allocation challenges by learning from patterns and behaviors 
in cloud environments [17]. 

By employing clustering techniques, cloud systems can 
categorize and group entities with similar attributes or 
behaviors, allowing for more efficient resource allocation 
strategies. This approach enables the identification of patterns 
and similarities among diverse entities, such as VMs or user 
requests, facilitating the allocation of resources based on 
common characteristics [18]. Moreover, meta-heuristic 
algorithms, drawing inspiration from natural phenomena, 
provide efficient search strategies in complex solution spaces, 
optimizing cloud resource allocation by addressing scalability, 
dynamicity, and diverse user requirements [19]. This 
convergence is pivotal in enhancing the adaptability, accuracy, 
and efficiency of cloud resource allocation, catering to the 
burgeoning demands of modern cloud infrastructures while 
enabling dynamic, scalable, and optimized resource 
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provisioning, underpinning the evolution and sustainability of 
cloud computing ecosystems [20]. 

The primary questions addressed in this study revolve 
around the optimization of energy consumption and resource 
allocation complexities within cloud computing. Firstly, how 
can server utilization be improved in data centers to mitigate 
energy wastage? Secondly, what effective strategies can 
manage the diverse resource types and demand patterns 
inherent in cloud systems? Finally, how can resources be 
allocated efficiently while meeting the diverse SLA 
requirements of cloud users? These key inquiries guide the 
exploration of efficient resource allocation methodologies and 
user-centric approaches within the realm of cloud computing. 
This review paper aims to address the gap in existing literature 
by comprehensively exploring solutions for efficient resource 
allocation in cloud computing. It assesses methodologies to 
optimize energy consumption while meeting SLAs, 
investigates resource allocation complexities, and suggests 
user-centric strategies. By offering comparative insights and 
recommendations, this study aims to provide a robust 
understanding of cloud resource allocation for future research 
directions. 

II. BACKGROUND 

Various methods have been developed to optimize the 
allocation of VMs on physical machines in cloud data centers. 
Fig. 1 presents an overview of virtual machine allocation 
strategies. Using multidimensional resources in an unbalanced 
manner can enhance resource utilization and lead to 
abnormalities. A balanced use of multidimensional resources 
refers to the use of resources in each dimension proportional to 
their total amount. Virtual machines may run out of resources 
if placed regardless of this characteristic. Placement decisions 
can take into account various costs, including virtual machines, 
physical machines, cooling, data centers, and traffic, as shown 
in Fig. 2. The cost of cloud services is influenced by multiple 
factors. One aspect focuses on reducing costs for cloud users, 
specifically, the expense associated with virtual machines. 
Simultaneously, other factors aim to decrease costs for cloud 
service providers. Virtual machine allocation involves 
assigning virtual machines to suitable physical machines. To 
address the complexity of the NP-hard problems involved in 
this allocation, meta-heuristic algorithms are employed. 
Virtualization technology is critical for cloud computing, and 
the task of assigning virtual machines to physical machines is 
referred to as the virtual machine allocation problem, a known 
NP-hard challenge. 

 
Fig. 1. Taxonomy of virtual machine allocation methods 

 

Fig. 2. Considered factors for cost-aware methods. 
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Fig. 3. Factors for resource-aware methods. 

By utilizing virtualization technology extensively, data 
centers can optimize their resource management. The use of 
virtualization technology in cloud data centers optimizes the 
use of resources and minimizes operating costs. Cloud 
computing uses demand-driven resources such as VMs, to 
simplify the processing of complex duties. In addition, some 
VM allocation strategies attempt to place virtual machines at a 
minimum cost by considering various cost parameters. In this 
regard, as illustrated in Fig. 3, virtual machines or virtual data 
centers may be assigned different resources. Virtual machines 
are primarily equipped with a virtual CPU, which may either 
be single-core or multi-core. Virtual machines have access to 
crucial virtual resources, including network bandwidth and 
data. To optimize resource allocation for virtual machine 
applications, it is beneficial to place interacting virtual 
machines in close proximity. Additionally, the management of 
data, whether moveable, fixed, or replicated, depends on 
factors such as size and security policy. 

Fig. 4 depicts the importance of considering traffic-related 
parameters, specifically the significant role of bandwidth, in 
improving the performance and efficiency of virtual machine 
allocation. Most approaches consider traffic between physical 
machines, traffic between interacting virtual machines, and 
traffic between virtual machines and their data repositories. 
Furthermore, as shown in Fig. 5, in the case of multiple-site 
clouds or geographically distributed clouds, a variety of factors 
will affect the location of the data center. Virtual machine 
allocation techniques, as shown in Fig. 5, depend on several 
factors, such as physical machine power consumption, number 
of physical machines, switches, and switch ports. Data centers 
are constructed based on specific topologies, taking into 
account these considerations. 

 
Fig. 4. Factors for traffic-aware methods. 
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Fig. 5. Factors for power-aware methods. 

Fig. 6 categorizes virtual machine allocation methods based 
on the availability of sites and clouds for virtual machine 
deployment. Both the single-cloud and multi-cloud models 
have the capability to utilize one or multiple sites to provide 
services. In the single-cloud model, services are offered from a 
single cloud provider's infrastructure, which may be composed 
of multiple sites or data centers. On the other hand, the multi-
cloud model involves multiple cloud providers, each with their 
own sites or data centers, to deliver services. Various factors, 

including resources, location, performance, and cost, determine 
the selection of one or more sites. The aim is to ensure efficient 
service delivery, high availability, and scalability based on the 
specific needs of the applications or workloads. On the other 
hand, Fig. 7 classifies virtual machine allocation strategies in 
terms of load-aware parameters. These parameters are utilized 
by virtual machine allocation techniques to forecast and 
optimize virtual machine utilization. 

Fig. 8 demonstrates the categorization of data-aware factors 
within a cloud data center, highlighting the significance of data 
characteristics in data-aware virtual machine allocation 
methods. Virtual machine allocation strategies are classified as 
dynamic and static. Virtual machine lifetime is the primary 
factor in static virtual machine allocation. The suitability of a 
physical machine to host a virtual machine is determined by its 
performance and longevity. During dynamic virtual machine 
allocation, the initial virtual machine assignment on PMs 
within a cloud data center can be modified based on certain 
factors, such as system load. Dynamic virtual machine 
assignment strategies can be categorized as reactive or 
proactive. During reactive virtual machine allocation, the initial 
placement changes when a particular undesirable state is 
reached. Modification of the initial placement of virtual 
machines is often necessitated by various factors such as SLA 
violations, load balancing, power consumption, and 
performance. Proactive virtual machine allocation methods 
proactively adjust the initial placement in advance of reaching 
a particular state or meeting specific demands. Virtual machine 
allocation techniques typically fall into one of two categories: 
allocation within a single cloud or allocation within a federated 
cloud. 

 
Fig. 6. Taxonomy of methods based on the number of clouds. 
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Fig. 7. Factors for load-aware methods. 

 
Fig. 8. Factors for data-aware methods. 
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TS. We examine the main characteristics and performance of 
these algorithms, allowing for a comprehensive understanding 
of their applicability to virtual machine allocation. 

A. Ant Colony Optimization Algorithm 

The ACO algorithm imitates how ants search for food. It 
has gained significant importance in addressing the virtual 
machine allocation problem in cloud computing. ACO employs 
a population of artificial ants that iteratively build solutions by 
depositing pheromone trails on a graph representation. These 
trails guide the ants to explore and exploit potential areas of the 
solution space. In the context of virtual machine allocation, 
ACO can effectively optimize resource allocation and load 
balancing and minimize energy consumption. By using the 
pheromone trails to represent the desirability of allocating 
virtual machines to specific hosts, ACO can intelligently guide 
the allocation process [21]. Due to its ability to find near-
optimal solutions, adapt to dynamic environments, and deal 
with large-scale optimization problems, ACO provides a 
valuable tool for addressing VM allocation challenges in cloud 
computing. 

Esnault, et al. [22] suggested a decentralized dynamic VM 
allocation method based on a Peer-to-Peer (P2P) network of 
PMs. The system utilizes a dynamic structure where 
neighborhood data is randomly exchanged among the PMs, 
eliminating the need for global system knowledge. This 
approach enables regular VM allocation within the local area, 
ensuring scalability even as the number of PMs increases. The 
neighborhood-randomized characteristics of this approach 
contribute to the convergence of the allocation, resulting in a 
performance that closely resembles a centralized one. 
Experimental results on the Grid'5000 testbeds demonstrate 
that this approach achieves global packing efficiency 
comparable to a centralized system, leading to increased 
scalability, resource utilization, and overall performance. This 
technique has the potential to disregard high SLA violations 
and create more PMs and migration overhead, which is 
important to keep in mind. 

Feller, et al. [23] offered a novel dynamic VM allocation 
method to enhance resource utilization by reducing the number 
of running PMs according to the available resources. This is a 
distributed mechanism to solve two sub-problems: VM 
allocation optimization and PM status monitoring. The ACO 
algorithm has been applied to discover the best VM allocation 
solutions. Finally, the authors have shown that this technique 
on the real workload effects has improved performance and 
high scalability, reduced energy consumption and resource 
utilization, and fewer SLA violations. However, this method 
ignores high migration time and high migration overhead. 
Farahnakian, et al. [24] have suggested compatibility and 
integration of the ACO algorithm with optimal and balanced 
computing resources integrated with vector algebra. This 
technique minimizes resource wastage and energy 
consumption in virtual data centers by using the ACO-based 
server consolidation mechanism. Furthermore, this technique 
has low energy consumption, low time complexity, and high 
resource utilization. But this technique suffers from a high 
overhead VMs placement and low QoS. 

Ferdaus, et al. [25] have proposed distributed system 
architecture to achieve a dynamic VM allocation method. The 
proposed method finds an optimal solution for a specified 
objective function. Energy consumption in data centers has 
decreased by assigning VMs to fewer active PMs while 
preserving QoS requirements. The technique incorporates 
inactive PMs and immigrants into a multi-objective model. 
Furthermore, the comparison has shown that this method 
reduced power consumption, increased performance, fewer 
SLA violations, and high resource utilization. However, this 
method ignores low scalability and high overhead migration. 

Farahnakian, et al. [26] proposed a dynamic load balancing 
method based on the average load of the cloud data center. 
This technique has an algorithm for dynamic load balancing 
and VM allocation to decrease cloud data centers' energy 
utilization while preserving the desired QoS. In this method, 
the ACO-based VM allocation method is based on action 
artificial ants to allocate VMs to decrease the number of active 
PMs while satisfying the current resource requirements and 
also uses a dynamic threshold calculation approach to calculate 
the load of all active PMs and change the higher threshold 
value according to necessity. The comparison analysis has 
revealed that the method employing a static threshold scheme 
has effectively reduced the overall migrations of VM and 
power usage. The ant colony optimization approach gives a 
better result in combining dynamic threshold-based VM 
consolidation. Furthermore, low energy consumption, high 
QoS, and low SLA violation are some of the advantages of this 
method. 

Matre, et al. [27] have offered a novel migration overhead-
aware VM allocation mechanism based on the ACO algorithm 
for reducing asset usage for large info centers, computational 
overhead, and power usage. Data center elements and 
applications are also damaged by dynamic VM consolidation 
over VM-aware migrations. Therefore, a method for estimating 
migration overhead is suggested, incorporating pragmatic 
migration factors. Also, in this technique, to improve the 
system's scalability for large-scale data centers, a hierarchical, 
decentralized integration framework has been developed using 
localization of VM integration functions and minimizing their 
network impact. Nevertheless, this technique ignores QoS and 
migration time. 

Ashraf and Porres [28] have presented a new workload-
aware VM allocation method to reach efficient VM allocation 
on the basis of the MMAS (Max-Min Ant System) by applying 
multidimensional time-varying workloads. This method has 
used the perfect caseload models and multidimensional assets 
being heuristic variables, and the SLA model has been 
exploited to guarantee customer satisfaction. Also, this method 
examines both relations between workloads and the influence 
of resource-imbalanced usage, which decreases the server 
counts and resource waste. The proposed method offers several 
advantages, including resource utilization and high 
performance, ensuring efficient utilization of available 
resources in the cloud environment. Additionally, it aims to 
provide high QoS by optimizing VM allocation and 
minimizing resource wastage. Another significant advantage is 
the reduction in energy consumption, contributing to improved 
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sustainability and cost-effectiveness of cloud computing 
systems. 

Malekloo, et al. [29] presented an energy-aware VM 
allocation method employing the ACO algorithm to minimize 
energy consumption in data centers. This method takes into 
account the energy consumption associated with VM migration 
as a key factor. As a result, it greatly decreases dynamic PMs 
and relocations number, leading to savings in energy utilization 
while ensuring QoS requirement are met through SLAs. The 
technique effectively decreases the migration rate and 
minimizes total energy waste in the network. It offers high 
adaptability, QoS, resource utilization, and low energy 
consumption. However, this method may face challenges in 
terms of scalability and overhead migration, which could 
impact its applicability in larger and more complex 
environments. 

Aryania, et al. [30] proposed a multi-objective approach for 
VM allocation utilizing double thresholds and the Ant Colony 
System (ACS). This method focuses on VM consolidation and 
employs double thresholds to determine the conditions for 
consolidation. The authors use a mapping relation between 
VMs and hosts, treating the hosts as food sources, and optimize 
this mapping relationship through a multi-stage consolidation 
process based on ACS. By utilizing distributed search and the 
cooperation of artificial ants, the approach aims to achieve an 
optimal global mapping relationship between virtual machines 
and hosts. The performance of the proposed method is assessed 
by utilizing actual workload data and employing dual 
thresholds for CPU utilization. These thresholds help 
determine whether a host is experiencing an overload or 
underload condition. When a host falls into either of these 
categories, the process of VM consolidation is initiated. This 
consolidation process involves implementing specific policies 
based on the load status of the host, which in turn enables the 
migration of selected VMs to destination hosts using ACS. 
This method has some drawbacks, such as high migration time 
and limited scalability, which may affect its suitability for 
larger and more complex environments. 

Xiao, et al. [31] proposed a new method called 
ELM_MPACS, which combines the multi-population ACS 
algorithm with Extreme Learning Machine (ELM) prediction. 
This method offers a lower complexity compared to other 
approaches. The ELM_MPACS algorithm operates in two 
steps. Firstly, it estimates the state of hosts using ELM, which 
helps determine whether a host is over-loaded or under-loaded. 
In the second step, if a host is found to be over-loaded, the 
virtual machine on that host is migrated to a normal host. 

On the other hand, if a host is under-loaded, the virtual 
machine is consolidated onto another under-loaded host with 
higher utilization. The concentration of pheromones in the 
algorithm increases the likelihood of a combination being 
selected in the future. ELM_MPACS uses multiple populations 
to choose the ideal solution each time, increasing diversity and 
ensuring convergence. Experimental results have shown 
several positive outcomes, including improved resource 
utilization, reduced SLA violations, decreased energy 
consumption, and shorter migration times. This method 

provides promising results in terms of resource management, 
SLA compliance, energy efficiency, and migration efficiency. 

B. Biogeography-based Optimization Algorithm 

The Biography-based Optimization (BBO) algorithm is a 
nature-inspired metaheuristic algorithm used for solving 
optimization problems. It draws inspiration from the behavior 
of biographical organisms and applies it to various domains, 
including virtual machine allocation in cloud computing. BBO 
employs population-based techniques to efficiently explore the 
solution space, optimize resource utilization, and minimize 
energy consumption. Its adaptive nature makes it well-suited 
for dynamic cloud environments, leading to improved 
performance and resource efficiency [32]. 

Zheng, et al. [33] introduced a novel method for solving the 
VM allocation problem using the BBO algorithm. Their 
approach combines a Multi-objective BBO algorithm with 
Differential Evolution (MBBO/DE). In this method, each 
habitat represents a placement solution, where a vector of 
length n corresponds to n VMs mapped to m servers. Initially, 
the habitats of MBBO/DE are created using a random function 
to ensure diversity. Then, all habitats are evaluated using a 
cosine model to calculate the migration rate for each habitat. 
The next step involves migrating Similar Individual Vectors 
(SIVs) through the differential evolution strategy, where 
habitats in MBBO/DE share their SIVs, resulting in the 
creation of new habitats. Mutated SIVs are generated using a 
Gaussian model, producing potentially new optimal solutions. 
Multiple objectives are measured, and non-dominated sorting 
is employed to evaluate the effectiveness of each solution in 
MBBO/DE. Finally, a greedy one-to-one deletion mechanism 
based on differential evolution is used to select better habitats. 
If a new habitat outperforms the reserved elite habitat, it 
replaces the previous habitat; otherwise, the previous habitat 
remains. This method offers advantages such as low power 
consumption, reduced migration time, and improved resource 
utilization. However, it has some drawbacks, including lower 
Quality of Service (QoS), limited scalability, and higher 
overhead migration. 

Shi, et al. [34] introduced a new multi-objective 
optimization method that builds upon the classical BBO 
algorithm to fix the allotment issue of the VM. The method 
proposes enhancements in the form of enhanced Cosine 
migration and mutation models aimed at improving the 
efficiency of attaining optimal solutions. By incorporating 
these enhancements, the algorithm aligns better with the actual 
VM allocation scenario. Furthermore, the algorithm focuses on 
optimizing three key objectives: migration resource overhead, 
load balancing, and server power consumption. Thus, the 
proposed improvements in the migration and mutation models 
are geared towards efficiently achieving these optimization 
goals in the context of VM allocation. 

Zheng, et al. [35] have suggested a new approach for the 
VM allocation problem based on a multi-objective BBO 
algorithm in cloud-based environments. In this technique, after 
the initial parameters of the system are determined, the within-
subsystem immigration is based on the ranking of the island 
within-subsystem, so the elementary population is the number 
of subsystems multiplied by the number of islands per 
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subsystem. Then, the subsystem migration is based on the 
likeness level among the subsystem pairs. The next step 
concerns the probability of mutation of each island, so if an 
island is selected for the mutation, the SIV is randomly 
selected from the island and replaced with a new randomly 
generated SIV. Finally, a modified non-dominant ranking 
system is used to select Nelite elites from the optimal answers 
of each subsystem and the elite of the previous generation. 
Then, if the repetition doesn't end, a new population is created 
for the next generation, and the Nelite matrices are replaced by 
the elitists generated in the last stage. Therefore, reduced 
power consumption, increased resource utilization, and high 
performance are the advantages of the method. However, this 
method suffers from high overhead migration, high time 
migration, and high SLA. 

C. Artificial Bee Colony Algorithm 

The Artificial Bee Colony (ABC) algorithm is a 
population-based metaheuristic optimization technique miming 
honeybee foraging behavior. It employs a diverse population of 
artificial bees, including employed bees, onlookers, and scout 
bees, to explore the solution space. The employed bees exploit 
food sources based on local information, while onlookers 
choose food sources based on quality. Scout bees introduce 
diversity by randomly searching for new food sources. 
Through iterative search processes, the ABC algorithm 
effectively balances exploration and exploitation, making it 
suitable for solving various optimization problems [36]. 

In their work, Jiang, et al. [37] have introduced an 
innovative VM consolidation policy that utilizes the ABC 
algorithm in conjunction with the Data-intensive Energy 
Evaluation Model. The objective of this policy is to minimize 
energy consumption costs and improve the SLAV value. By 
employing the ABC algorithm, the VM migration decisions are 
optimized, resulting in enhanced VM allocation. Moreover, the 
authors propose an energy efficiency evaluation model 
specifically designed for data-intensive tasks within green data 
centers. The model takes into account two influential factors: 
the CPU and GPU interest rates, which are observed through 
the behavior of data-intensive tasks in data centers. The VM 
allocation policy, based on the ABC utility, is then employed 
to minimize energy consumption and achieve satisfactory 
SLAV values. This approach effectively reduces energy 
consumption, the number of VM migrations, and SLAs while 
maximizing resource utilization and maintaining a high quality 
of service. However, it is important to note that this technique 
overlooks scalability and the overhead involved in the 
migration process. 

Li, et al. [38] have introduced a novel approach called 
energy-aware dynamic virtual machine consolidation (EC-
VMC) for VM migration. This method aims to address the 
constraints related to potential overloading across multiple 
sources. It employs a set of algorithms for selecting and 
placing virtual machines, taking into account the limitations of 
different sources within a physical machine while considering 
additional overhead. Additionally, the algorithm integrates and 
simulates the foraging behaviors of an artificial bee colony, 
treating the mapping relationship between PMs and VMs as a 
food source. By utilizing the search mechanism and 
optimization strategy of the ABC algorithm, the optimal 

mapping relationship is achieved globally, considering the 
multi-source constraints between PMs and VMs. Experimental 
results demonstrate that this method effectively reduces the 
VM's relocations number and power usage while ensuring 
large resource utilization and performance. However, it should 
be noted that this approach faces challenges related to overhead 
migration and scalability. 

D. Chicken Swarm Optimization Algorithm 

Chicken Swarm Optimization (CSO) is a swarm 
intelligence algorithm introduced in 2014 by Meng et al. It is a 
randomized optimization algorithm inspired by the group 
behavior of chickens searching for food. The CSO algorithm 
categorizes the chickens into roosters, hens, and chicks based 
on their fitness levels. Each type of chicken employs a different 
searching strategy, and the entire chicken swarm updates itself 
over multiple generations. One of the key strengths of the CSO 
algorithm is its ability to prevent getting trapped in local 
optima and instead find the optimal global solution for a given 
optimization problem. By mimicking the cooperative foraging 
behavior of chickens, the algorithm explores the search space 
effectively [39]. Tian et al. [40] have presented a new 
algorithm for Virtual Machine Consolidation (VMC) based on 
the Chicken Swarm Optimization model with deadlock-free 
migration (DFM-CSO). In this method, the consolidation VM 
design, which turns the VMC problem into a vector packing 
optimization problem according to deadlock-free migration, 
minimizes energy consumption. This algorithm is specified by 
the "one-step look-ahead with n VMs migration in parallel 
(OSLA-NVMIP)" method, which validates the VM migration 
and resets the aim physical host, also records the migration 
order for each solution placement so that VM transfer can be 
done according to the migration sequence. Furthermore, the 
algorithm reduces energy consumption, improves resource 
utilization, and reduces migration times. However, it exhibits 
low performance, low scalability, and a high migration 
overhead. 

E. Cuckoo Search Algorithm 

The Cuckoo Search Algorithm (CSA) is a metaheuristic 
optimization algorithm inspired by the behavior of cuckoo 
birds. It simulates the cuckoos' parasitic breeding manner, 
where they put their eggs in the nests of different bird species. 
In the CSA, each solution is represented as a cuckoo egg, and 
the nests represent potential solutions. The algorithm employs 
three key steps: (1) Lévy flights, which simulate the random 
walk of cuckoos, are used to generate new solutions; (2) some 
eggs are randomly selected for replacement to introduce 
diversity; and (3) the quality of eggs in the nests is assessed 
using an objective function, and the nests with higher quality 
solutions are more likely to survive. By iteratively repeating 
these steps, the CSA effectively explores the solution space 
and converges toward optimal or near-optimal solutions for 
optimization problems [41]. 

Joshi and Kaur [42] have proposed a new approach to 
solving the virtual machine consolidation issues based on a 
cuckoo search to save both power consumption and resource 
utilization in cloud space. The cuckoo search has been used to 
solve the problem of consolidation of the VM, which is similar 
to the bin packing problem. Therefore, in this method, it is 
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shown that the cuckoo search algorithm is a useful way to 
solve bin packing problems compared to other heuristics 
algorithms and can be efficiently used for the VM 
consolidation approach for both resource utilization and power 
consumption in the cloud network. This approach enables great 
source employment, less power usage, and great quality of 
service, reducing the number of PMs. Nevertheless, this 
method ignored overhead migration, time migration, 
scalability, and SLA violations. 

Naik, et al. [43] have presented a new approach using a 
multi-objective Fruit-fly hybridized Cuckoo Search algorithm 
for virtual machine consolidation in the cloud environment. 
This algorithm is based on VM migration, which is used to 
reduce the over-provisioning of a PM by consolidating VMs on 
an underutilized physical machine. Thus, it relies on VM 
migration plans, which reduce the migration of PMs, 
consolidate under-utilized PMs, and select migrating VMs 
based on threshold significance. Multi-objective criteria should 
be used instead of single-objective criteria for placing and 
integrating VMs. The best host is detected from the host list. 
Compared with other methods, this method uses less power 
and resources, and it also reduces the relocations number. 
However, scalability, service quality, and violations of service 
level agreements were ignored. 

F. Firefly Algorithm 

The Firefly algorithm (FA), developed by Yang in 2008, 
was inspired by the flashing behavior of fireflies and uses 
swarm intelligence. Fireflies are also integrated to attract one 
another based on brightness. Therefore, light is considered a 
factor for absorption for flashing fireflies, and less brightness 
leads to a lighter situation. With increasing distance, 
attractiveness decreases directly with brightness. The goal 
function could be equated to the light to get the optimal 
solution [44]. 

Perumal and Murugaiyan [45] have proposed a novel for 
server consolidation and virtual machine placement problems 
that use a firefly colony and fuzzy firefly colony algorithms. 
The purpose of this method is to reduce the number of PMs 
utilized and solve the problem of VM disposition to achieve 
the right method with lower energy usage and lower waste of 
resources. Therefore, in this approach, both mentioned goals 
are considered simultaneously in the procedure of figuring out 
the ideal arrangement for setting up the virtual machine. One of 
the benefits of using fuzzy firefly colonies to solve virtual 
machine placement problems is that, unlike other algorithms, 
this algorithm works quickly and reduces randomization when 
searching for the optimal solution so that it will perform well. 
The fuzzy firefly colony method is provided with a rule of 
fuzzy probability to handle the behavior of the firefly probe 
with uncertainty. This technique reduces power consumption, 
maximizes resource utilization, and enhances performance. 
However, it ignores the number of migrations, SLA, migration 
time, and scalability. 

John and Bindu [46] have proposed two new methods, the 
first being exploratory energy and temperature-based 
integrated temperature (HET-VC) and the second, virtual 
machine-based firefly and temperature-based integration (FET-
VC). These methods are used to find the best solution in the 

problem space in improving the integration problems of virtual 
machines. Besides, in the proposed method, the current 
position and the next position after the migration of virtual 
machines will be updated at regular intervals. This method tries 
to decrease the number of transmissions and SLA violations, as 
well as decrease the energy consumption of servers. Besides, 
these two algorithms use high-performance servers that use the 
least CPU and RAM, as well as low temperatures, to integrate 
virtual machines. It suffers from high system overhead, long 
migration times, and limited scalability. 

G. Genetic Algorithm 

Genetic Algorithm (GA) was introduced in 1975 as a 
population-based optimization method with an evolutionary 
process. GA has been widely used to optimize VM integration 
parameters and also to solve optimization problems. In the GA 
algorithm, each chromosome represents a possible solution, 
and these solutions are combined by a string of genes. A fitness 
function is also used to check if the chromosome for the 
environment is right, and then crossover and mutation 
operations are used to produce offspring for the new 
population. The fitness function is used to assess the quality of 
each offspring, and this action is repeated until sufficient 
offspring are manufactured. Quick convergence and high 
processing time are the disadvantages of this algorithm [47].  

Joseph, et al. [48] has proposed a novel technique to 
allocate virtual machines using the Family Gene approach. In 
this method, the host list and VM list are used for optimal 
mapping, and then the whole process is distributed among 
different families running in parallel in this module using the 
FGA module. Also, by using a self-adjusting mutation 
operator, an attempt has been made to reduce the rate of early 
convergence in this approach. Simple mutations are made to 
construct families. The resulting chromosomes, which are 
slightly different from each other, are placed in a family. Each 
family is processed "k" times. In the absence of a better 
individual being found by then, the family will be destroyed, 
and the next family will be taken in their place. In this way, the 
quality of each individual is determined by the amount of 
fitness value associated with that individual. Physical resource 
utilization is the purpose of the proposed method. In order to 
accomplish this, each individual's performance is evaluated so 
that if the individual fails, the impossible solution becomes 
feasible. This method performs well regarding energy 
consumption, resource utilization, and VM migrations. 
Nevertheless, it endures large upward and limited versatility. 

Wu and Ishikawa [49] have presented an Energy-aware 
method for dynamic VM consolidation to reduce the energy 
consumed in heterogeneous cloud environments. In this 
method, the migration cost of the virtual machine and the 
amount of energy savings through the dynamic integration of 
the virtual machine in heterogeneous cloud data centers are 
investigated. Thus, a general assessment is defined by two 
opposing goals, namely, the cost of migration and energy 
saving. For this purpose, in this method, a merge score function 
has been arranged for total assessment based on the 
immigration cost estimation method and a high-limit 
estimation method for maximum saving power. Therefore, the 
IGGA algorithm, a kind of genetic grouping algorithm, is 
designed to enhance the merging score by a greedy heuristic 
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and an exchange action. The offered method offers better 
scalability, migration cost, QoS, power consumption, and 
resource utilization. But it ignores migration overhead, 
migration time, and SLA violation. 

Wu, et al. [50] have presented a new method based on the 
evolutionary computing Adaptive Genetic Algorithm (A-GA) 
for the VM consolidation approach. This method has good 
performance in issues related to virtual machine consolidation 
in the areas of dynamism in resource utilization, VM migration 
number, failure reduction, SLA breach, and energy efficiency. 
Therefore, the suggested system can be used to manage large-
scale cloud resources, reduce energy consumption, and 
increase QoS. Furthermore, the Minimum Migration Time 
(MMT) by VM selection policy based on VM placement or 
allocation has performed better than the Maximum Correlation 
(MC) and Random Selection (RS) method for energy 
utilization and QoS in minimal failure time and SLA violation. 
Furthermore, less power usage, large source employment, less 
relocation duration, less SLA violation, and high QoS are some 
of the advantages of this algorithm. However, high migration 
overhead and low scalability are some of the weaknesses of 
this algorithm. 

Theja and Babu [51] have proposed an improved energy-
saving asset allotment on the basis of a genetic method taking 
the power usage in cooler systems and IT items into account. 
They have focused on the problem of resource allocation and 
have evaluated various important issues in the cloud network, 
namely power and energy usage, VM's relocations number, and 
SLA violations. Also, the primary importance of considering 
various system parameters such as CPU, RAM, and network 
bandwidth in the decision-making process in their work has 
been evaluated. Most importantly, a comprehensive multi-
objective policy has been used as a solution to the problem of 
resource allocation based on genetic algorithms to 
simultaneously reduce the power consumption of IT equipment 
and CRAC units.  

Arianyan, et al. [52] have proposed a new approach with 
mixed-integer nonlinear programming (MINLP) formula for 
virtual machine integration problems in cloud computing that 
uses the genetic algorithm (GA) named energy and cost-aware 
VM consolidation or (ECVMC). They designed a 
mathematical model to reduce power consumption and costs 
using effective VM consolidation. In this method, by 
decreasing the number of active servers, the use of resources is 
maximized and minimizes total power consumption. Besides, 
this method decreases the placement process cost by 
discovering the optimal solution. As a result, low cost, low 
power consumption, and high resource utilization are some of 
the benefits of this method.  

H. Greedy Random Adoptive Search Procedure Algorithm 

The Greedy Random Adaptive Search Procedure (GRASP) 
algorithm was presented in 1989 to solve combinatorial 
problems by Feo and Resende. The GRASP is a meta-heuristic 
exploration based on a structural exploration that can create 
various initial solutions. This is a repetitive random 
optimization method in which each iteration involves two 
steps: one construction step and one local search improvement 
step. The construction step is an iterative greedy and adaptive 

process, and the second phase is a method of improving the 
local search for the initial solution, both of which are repeated 
for the maximum number of GRASP iterations. In the greedy 
construction stage, the list of solutions is made on the basis of 
greedy performance by randomly demoing the resolution 
habitat. In the second stage, a local search is performed to 
detect the best present solution from the formerly created 
solution list [53].  

Ilager, et al. [54] have suggested a new method for a 
dynamic consolidation framework for the comprehensive 
controlling of cloud sources through enhancing cooling and 
computing systems. Via the Energy and Thermal-Aware 
Scheduling (ETAS) algorithm, they have controlled the trade 
among aggressive consolidation and the scattered distribution 
of VMs, which affects energy and hotspots. Also, the ETAS 
algorithm is designed to handle the trade-off between expense 
and time efficiency and could be adjusted as needed. Besides, 
based on the needs of the system, this algorithm is 
customizable to manage computation time and solution quality. 
Extensive experiments have been performed using real-world 
traces with precise thermal and power samples on this 
algorithm. Furthermore, this technique has advantages such as 
high QoS, less power usage, large source employment, and less 
relocation duration. However, this algorithm ignored 
scalability and performance. 

I. Harmony Search Algorithm 

The Harmony Search (HS) algorithm is a metaheuristic 
optimization technique inspired by the improvisation process 
of musicians in a musical ensemble. It mimics the harmony 
creation process, where musicians adjust their musical notes to 
achieve pleasing melodies. In the HS algorithm, a population 
of solution vectors represents musical harmony, and each 
element of the vector corresponds to a decision variable. 
Initially, random solutions are generated, and a fitness function 
evaluates their quality. Through iterations, new solution 
vectors are created by considering three main operators: pitch 
adjustment, harmony memory consideration, and 
randomization. These operators guide the search process 
towards better solutions. By continuously refining the harmony 
vectors based on their fitness values, the HS algorithm aims to 
find the optimal or near-optimal solution for the given 
optimization problem. The algorithm has demonstrated 
effectiveness in solving various complex optimization 
problems [55]. 

Fathi and Khanli [56] have suggested a new method based 
on the HS algorithm for the active allotment of VMs, which 
has been proven to be effective in power management systems. 
To solve the problem of virtual machine allocation, this 
algorithm has been used to detect an optimal solution. It 
defines a multi-objective function that takes into account both 
the number of silent PMs and the number of migrations and 
data center power consumption in each state. Also, some of the 
benefits of this method result in faster results, such as no need 
for basic parameters and no need to extract data. This method 
dramatically reduces energy utilization, resulting in fewer 
active PMs while maintaining QoS service quality standards. 
Furthermore, this algorithm has low SLA violations, low VM 
migration counts, high QoS, and low migration times. 
However, it ignores scalability and resource utilization. 
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Kim, et al. [57] have proposed a new method using a 
grouping agent approach and a meta-heuristic harmonic search 
algorithm for effectively solving the virtual machine allocation 
problem. In this algorithm, to solve VMC, the population 
number should be increased in proportion to increasing the size 
of the problem to certify search variety. In this case, the cost of 
searching for a solution may increase, so knowing that the 
number of VMs in virtualization is greater than the number of 
PMs, VMCs are targeted in such environments. Reflecting on 
this feature, the length of the solution will be reduced if the 
PM-based solution agent is classified instead of the VM-based 
redesign. Therefore, as the size of the problem increases, 
population growth becomes more linear and efficient search 
results. In this method, VMs have a unique workload pattern 
because they are provided in real-time using network 
resources. When migrating a virtual machine, depending on the 
VM time-series pattern as well as the number of resources 
allocated, the PM could be stabled by maintaining a good PM-
VM map. Therefore, some advantages of this algorithm are low 
migration cost, low power consumption, high QoS, and high 
performance. However, this method suffers from high SLA 
violations, high overload migration, and low scalability. 

J. Sine-Cosine Algorithm 

The sine-cosine Algorithm (SCA) is an optimization 
method based on a population that performs the optimization 
function by applying a set of random solutions. These solutions 
are computed by a target function repeatedly in each iteration. 
In this method, the random set is repeatedly measured by a 
target function and improved by using a set of rules that is the 
core of this optimization method. The likelihood of global 
optimization increases with the right number of random 
solutions. In the optimization algorithms with enough random 
solutions and optimization steps (iterations), the possibility of 
discovering the global optimum increases [58].  

Jayasena, et al. [59] have proposed a multi-objective 
approach based on the Multi-objective Sine Cosine Algorithm 
(MOSCA) for virtual machine allocation problems. This 
method is presented using a Multi-objective Evolutionary 
Algorithm based on Decomposition (MOEAD) and a Non-
Dominated Sorting Genetic Algorithm (NSGAII). This 
approach generally focuses on evaluating and comparing multi-
objective algorithms to find the optimal solution, as well as 
developing the MOSCA to figure out the resolution for the 
proposed VMC model. In this method, three conflicting goals 
discussed for the high energy efficiency of VMC are to reduce 
power consumption, achieve better SLAVs, and maximize 
MTBHS time. Therefore, the advantages of this algorithm are 
low power consumption, high resource utilization, low SLA 
violation, and high QoS. However, this method endures less 
versatility, high upward systems, and high migration time. 

K. Penguin Search Optimization Algorithm 

Penguins Search Optimization Algorithm (PSOA), 
introduced by Gheraibia and Moussaoui [60], is a meta-
heuristic algorithm based on a common penguin hunting 
strategy. The algorithm is inspired by the penguin's search 
strategy, as they can combine their attempts and synchronize 
their dives to optimize global energy within the collective 
looking out and nutrition strategy. Each of them is represented 

by its place as well as the number of fish consumed. The 
distribution of penguins is determined by the number of prior 
fish in the area. Penguins are divided into groups, and they 
search in different situations. If the result of the number of 
dives is successful, Penguins return to the land and share 
important points such as places and a set of available food 
resources.  

Jayasena, et al. [59] have presented a new method, 
according to the PSOA, for consolidating multiple virtual 
machines in the distribution of cloud-based hosting 
surroundings. This method uses the PSOA algorithm to make 
an economic VM consolidation and also supports scheduling 
for multiple VMs with different applications. The system can 
allocate VM resources for applications, reducing the number of 
VMs required. Therefore, the current strategy, by automatically 
planning and implementing several programs simultaneously 
with the specified features, provides the desired thinking in a 
very dedicated hosting space. Therefore, this algorithm, using 
placement rules, can lead to the Optimization of various multi-
objective problems. Finally, this algorithm provides low power 
consumption and high QoS and reduces the number of PMs. 
However, this method ignored scalability and SLA violations, 
as well as resource utilization. 

L. Particle Swarm Optimization Algorithm 

The Particle Swarm Optimization (PSO) algorithm was 
introduced in 1995 by Kenney and Eberhart to find suitable 
solutions to continuous space optimization problems. The PSO 
algorithm uses a set of potentially random solutions (particles) 
to discover proper solutions to optimization problems. For each 
particle, the speed required to move in the search space is 
allocated. In each iteration, the speed of each particle is 
adjusted according to its best position and the position of the 
best particle in the total population. In this algorithm, each 
particle tracks its coordinates in the problem space with the 
optimal solution (fitness) obtained because each particle has 
internal memory. This algorithm has other benefits, such as 
combining local search methods with global search methods 
and trying to balance exploration and exploitation [61].  

Dashti and Rahmani [62] have proposed a new method 
with a hierarchical architecture to meet the needs of producers 
and consumers, as well as a new service for scheduling 
consumer tasks in the PaaS layer. They have improved the 
allocation of dynamic resources and gained more benefits in 
the Personal Data Center by using the PSO algorithm. 
Therefore, PSO is used to ensure the quality of user services 
and reduce energy efficiency in redistributing migratory virtual 
machines in the overloaded host. In this method, low-load 
hosts and their power are consolidated to save energy. Also, 
there are balanced overload hosts used to ensure the quality of 
service during response times and deadlines. Therefore, this 
method offers less power usage, great QoS, and high source 
employment but ignores SLA violations and migration time. 

Li, et al. [63] have presented a new approach based on 
several assets and energy-saving relocation and VMs' 
integration method under dynamic load and have arranged a 
double-threshold algorithm with multi-resource utilization for 
the VMs migration. One of the common problems of 
traditional heuristic algorithms in the field of virtual machine 
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consolidation is falling into local optima, which is prevented by 
using the Modified Particle Swarm Optimization (MPSO) 
method. Therefore, this method can reduce energy utilization 
with the QoS guarantee. Finally, the advantages of this 
algorithm are less power usage, great source employment, 
great QoS, and a reduced number of PMs. However, high 
system overhead and high migration time are some of the 
disadvantages of this algorithm. 

M. Simulated Annealing Algorithm 

The Simulated Annealing (SA) algorithm mimics the 
annealing process in metallurgy, in which materials are heated 
and slowly cooled to reduce defects and improve structure. In 
SA, the search process starts with an initial solution and 
iteratively explores the solution space by randomly making 
changes. These changes can be either accepted or rejected 
based on a probability determined by a cooling schedule. 
Initially, the algorithm accepts more changes, resembling a 
high-temperature phase, allowing for exploration [64]. As the 
temperature decreases, the algorithm becomes more selective, 
favoring changes that lead to improved solutions. This 
transition from exploration to exploitation helps the algorithm 
escape local optima and converge towards global optima. The 
cooling schedule controls the balance between exploration and 
exploitation. SA has been widely used to solve combinatorial 
optimization problems and has shown effectiveness in finding 
near-optimal solutions, even in complex search spaces [65]. 

Marotta and Avallone [66] have proposed a new model for 
solving consolidation problems using the SA algorithm, which 
solves these problems by evaluating the attractiveness of 
possible VM migrations. In this method, the attractiveness of 
virtual machine migration is considered through the use of 
resources and the energy efficiency of physical servers. 
Therefore, to reduce energy waste, the consolidation of the 
virtual machine in live VM migration is used. Increasing the 
overall cost efficiency by decreasing the number of active 
nodes is one of the main goals of this method. Therefore, the 
advantages of this method are low energy consumption, high 
resource utilization, and high performance. However, this 
method ignores the scalability count of migration and time 
migration. 

Rajabzadeh and Haghighat [67] have proposed a new 
method based on an energy-aware framework for the 
consolidation of VM to optimize energy consumption and SLA 
violation reduction. In this approach, the whole process of 
allocating and managing virtual machines is divided into 
smaller parts, and each of these small parts is improved by new 
algorithms or existing algorithms. First, the hosts are 
determined by the critical mode. In the first stage, the host 
overload status is classified once with the possibility of 
violating the SLA and again without considering it. Then, in 
the second stage, using this algorithm, virtual machines are 
selected to migrate from important hosts. Therefore, using the 
SA algorithm, according to the list of selected virtual machines 
for migration, new hosts are selected as the migration 
destination of virtual machines. Eventually, the low-load hosts 
are identified and selected by the low-load host selection 
algorithm, and then all the virtual machines deployed on these 
hosts migrate, and the host goes to sleep off. All steps in this 
method are done in the distributed mode, except for the VM's 

disposition, which is done in the centralized model. Finally, the 
advantages of this method are low energy consumption and 
high resource utilization, low SLA violation and low migration 
time, and high performance. However, high overload and low 
scalability are some of the weaknesses of this algorithm.  

Telenyk, et al. [68] have proposed a new optimization 
method using the SA to solve dynamic virtual machine 
integration problems, an extension of the bin-packing problem. 
In this system, to provide a new configuration, the optimized 
objective function of the proposed Simulated Annealing 
algorithm is used. This approach uses temperature as a control 
parameter when exploring to optimally map the allocation of 
virtual machines for the objective function. At each stage of the 
algorithm evolution, using the search function, the virtual 
machine allocation map becomes a new neighborhood state. 
The acceptance indicator of each new VM allocation map is 
compared to the current allocation map indicator to decide 
whether it is accepted or not. Therefore, the advantages of this 
method are low SLA violation, high resource utilization, and 
low energy consumption. However, high system overload and 
this method suffer from low scalability, low QoS, and high 
migration time. 

Telenyk, et al. [69] suggested a new approach to dynamic 
VM allocation based on the SA algorithm so that it can 
calculate the cost of migration by a consolidation program. In 
this algorithm, the overhead cost resulting from the live 
migration of the virtual machine is calculated using an 
estimated model. The goals of this algorithm are to minimize 
the total energy consumption and minimize the total migration 
overhead. A static threshold-based method can be used to 
identify underloaded hosts in this approach. In this method, by 
selecting a host as the source PM, all its host virtual machines 
are selected for migrated to the out. Lastly, the SA is used to 
select the destination host. Thus, this technique has reduced 
energy consumption, living migration costs, and SLA 
violations, as well as the overall migration overhead. This 
method, however, neglected migration times, quality of 
service, and scalability.  

N. Shuffled Frog Leaping Algorithm 

The Shuffled Frog Leaping Algorithm (SFLA) was 
proposed by Eusuff and Lansey as an intelligent optimization 
algorithm that mimics natural organisms' behavior. It adopts a 
population-based approach and cooperative search paradigm to 
tackle discrete optimization problems. The SFLA incorporates 
a shuffling approach, facilitating the exchange of information 
between local search and global Optimization [70]. In this 
algorithm, frogs in the population symbolize tasks, and the 
positions of the frogs denote the mapping between VMs and 
their respective tasks.  

Luo, et al. [71] suggested a new scheme based on energy-
aware resource allocation for dynamic consolidation of VMs. 
This approach focuses on the infrastructure in which custom 
VMs run on the unsuitable servers of a data center as a service-
oriented model. To properly manage resources, by achieving 
dynamic consolidation of virtual machine host resources and 
changing the mode of idle or low-consumption hosts to energy-
saving mode, it is possible to use more energy resources and 
adhere to SLAs. Thus, a new hybrid intelligent algorithm using 
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the Modified SFLA based on Extreme Optimization (EO) 
called (MSFLA-EO) is used to quickly and efficiently 
complete the dynamic allocation of VMs. This method 
increases the SFLA frog's leaping visibility and improves local 
search capability. Finally, low energy consumption, high 
performance, reduced migration cost, and high resource 
utilization are some of the advantages of this algorithm.  

O. Tabu Search Algorithm 

Tabu Search (TS) is a metaheuristic algorithm developed 
by Glover to address mixed optimization problems like the bin 
packing one. TS utilize local searching to avoid being trapped 
in local optima and continue the search until the desired results 
are satisfied. The algorithm incorporates random selection to 
enhance the efficiency of searching and employs a "Taboo 
List" to restrict search movements and avoid cycles. The Taboo 
list serves as a short-term memory, keeping track of recently 
explored solutions [72]. Nasim and Kassler [73] introduced a 
novel approach that addresses the trade-off between resource 
conflict protection and the additional energy costs associated 
with increased server loads while addressing uncertainties in 
VM resource demand. This method utilizes a TS-based method 
coupled with greedy heuristics to explore local issues and 
repetitive resistance. The proposed method demonstrates the 
capability to achieve near-optimal solutions through robust 
discoveries and accurately address time-constrained online data 
optimization. 

Moreover, the approach can be customized to 
accommodate varying resistance levels required by data center 
operators. The benefits of this algorithm include reduced power 
consumption, low resource utilization, and minimal VM 
migrations. However, it should be noted that this method has 
some drawbacks, such as lower performance and limited 
scalability.  

IV. DISCUSSION 

Meta-heuristic algorithms play a crucial role in the 
allocation of VMs in cloud environments. This problem 
involves efficiently allocating VMs to physical servers in cloud 
infrastructure, aiming to optimize resource utilization, energy 
consumption, and overall system performance. Cloud 
environments are complex and changing, making it difficult to 
find the best solutions. Nature-inspired meta-heuristic 
algorithms draw inspiration from natural phenomena, 
biological systems, and evolutionary processes to solve 
complex optimization problems.  

Table I outlines the key features, advantages, and 
limitations of the discussed algorithms. These algorithms offer 
unique advantages for tackling the VM allocation problem in 
cloud environments. Each algorithm has unique traits and 
demonstrates gradual advancements. For example, GA 
demonstrates significant progress in its capacity to tackle 
intricate challenges, demonstrating gradual improvements in 

exploring various arrangements for effective VM placement. 
FA reveals gradual improvements in achieving a trade-off 
between exploration and exploitation, leading to faster 
convergence even in dynamic contexts despite initial 
difficulties. In addition, ACO and PSO algorithms demonstrate 
improvements in their capacity to handle dynamic 
environments, gradually addressing the scaling issues found in 
their previous generations. The incremental solutions 
emphasize the progressive path of meta-heuristic approaches, 
depicting their potential to adapt and improve in dealing with 
the complexities of VM allocation in the constantly changing 
field of cloud computing. 

 Global search capability: Meta-heuristic algorithms 
excel in exploring a vast solution space, allowing them 
to identify promising solutions even in highly complex 
and large-scale cloud environments. These algorithms, 
such as genetic algorithms, PSO, and ACO, utilize 
search strategies inspired by natural systems to navigate 
the search space and find good solutions efficiently. 

 Robustness and adaptability: Cloud environments are 
dynamic, with varying workloads and resource 
demands. Nature-inspired algorithms possess inherent 
robustness and adaptability, enabling them to handle the 
dynamic nature of the virtual machine consolidation 
problem. They can quickly adapt to changes in the 
cloud environment, such as VM migrations, workload 
fluctuations, and server failures, and reoptimize the 
VM-to-server allocation. 

 Parallelism and scalability: Nature-inspired algorithms 
are inherently parallelizable, allowing them to leverage 
the distributed nature of cloud environments. 
Parallelism makes it possible for algorithms to manage 
large-scale cloud systems with multiple VMs and 
servers, enhancing scalability and speeding up the 
optimization process. 

 Exploration-exploitation trade-off: Balancing 
exploration and exploitation is necessary for solving the 
virtual machine allocation problem. Nature-inspired 
algorithms inherently possess exploration-exploitation 
mechanisms, ensuring a balance between exploring the 
search space for new configurations and exploiting 
promising solutions to optimize VM placement. 

By leveraging the strengths of nature-inspired meta-
heuristic algorithms, cloud providers can achieve efficient and 
optimized VM allocation, leading to improved resource 
utilization, reduced energy consumption, and enhanced overall 
system performance. These algorithms offer powerful tools for 
addressing the complexities of virtual machine allocation in 
cloud environments and contribute to advancing cloud 
computing technology. 
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TABLE I.  COMPARISON OF META-HEURISTIC ALGORITHMS FOR VM ALLOCATION IN CLOUD COMPUTING 

Algorithm Key Features Advantages Limitations 

Ant Colony Optimization 

(ACO) 

Pheromone trails 

Inspiration from ant foraging behavior 

Good exploration 

robustness to dynamic environments 

Slow convergence 

Scalability issues 

Biogeography-Based 

Optimization (BBO) 
Migration and evolution-inspired algorithm 

Consideration of migration rates, 

habitat suitability 

Parameter tuning required 

Scalability issues 

Artificial Bee Colony (ABC) Inspired by the bee foraging behavior 
Fast convergence 

Simplicity 

May get trapped in local optima 

Sensitivity to parameters 

Chicken Swarm Optimization 

(CSO) 
Inspired by the chicken foraging behavior 

Simplicity 

Good exploration 

Convergence speed may be slow 

Performance variation 

Cuckoo Search Algorithm 

(CS) 
Inspired by cuckoo bird behavior 

Fast convergence 

Able to escape local optima 

Parameter sensitivity 

Scalability issues 

Firefly Algorithm (FA) Inspired by firefly flashing behavior 
Exploration-exploitation balance 

Fast convergence 

Slow convergence 

Difficulty with dynamic environments 

Genetic Algorithm (GA) 
Genetic operators: selection, crossover, 

mutation 

Good exploration 

Able to handle complex problems 

Selection of suitable operators 

Parameter tuning 

Greedy Random Adoptive 

Search Procedure (GRASP) 

A combination of greedy and random 

search 

Simplicity 

Fast convergence 
May get trapped in local optima 

Harmony Search Algorithm 

(HS) 

Music-inspired algorithm with 

improvisation and memory considerations 

Good exploration 

Robustness to noisy environments 

Parameter tuning required 

Slow convergence 

Sine-Cosine Algorithm 

(SCA) 
Inspired by sine and cosine functions 

Simplicity 

Fast convergence 

Sensitivity to parameters 

Difficulty with complex problems 

Penguin Search Optimization 

Algorithm (PSOA) 

Inspired by the hunting behavior of 

penguins 

Good exploration 

Robustness to dynamic environments 

Limited scalability 

Parameter sensitivity 

Particle Swarm Optimization 

(PSO) 

Particle movement and social interaction-

based algorithm 

Fast convergence 

Good exploration 

Difficulty in balancing exploration and 

exploitation 

Simulated Annealing (SA) 
Inspired by the annealing process in 
metallurgy 

Good exploration 
Able to escape local optima 

Parameter tuning required 
Slower convergence 

Shuffled Frog Leaping 

Algorithm (SFLA) 
Simulates the frog leaping behavior 

Good exploration 

Able to escape local optima 

Slow convergence 

Scalability issues 

Tabu Search Algorithm (TS) 
Uses tabu list to avoid revisiting recently 
visited solutions 

Good exploration 
Able to escape local optima 

May get stuck in suboptimal solutions 
Parameter tuning 

 

V. OPEN ISSUES 

 Resource Utilization: One open issue is optimizing the 
utilization of computing resources in cloud data centers. 
Dynamic workload patterns pose a challenge in 
allocating virtual machines to maximize resource 
utilization and ensure efficient task execution. Efficient 
allocation and placement algorithms are needed to 
adjust resource allocation based on workload variations 
dynamically. 

 Energy Efficiency: Another open issue is the 
improvement of energy efficiency in VM allocation and 
placement. In cloud data centers, energy consumption is 
a major concern, and efficient allocation of VMs can 
help reduce overall power usage. Developing 
algorithms and techniques that consider energy 
consumption metrics and prioritize energy-efficient VM 
placement is crucial for achieving sustainable and green 
cloud computing environments. 

 Quality of Service (QoS): Ensuring QoS requirements 
for applications running in cloud environments is a 
critical challenge. VM allocation and placement 
algorithms should consider factors such as response 
time, latency, throughput, and reliability to meet the 
performance expectations of users. Balancing resource 
allocation for various applications and providing 
adequate QoS guarantees is an ongoing concern in 
cloud computing. 

 Security and Privacy: VM allocation and placement 
involve sensitive data and require protection against 
security threats. Ensuring secure communication, data 
integrity, and privacy preservation during the allocation 
process is a significant challenge. Robust security 
mechanisms and privacy-preserving techniques need to 
be integrated into VM allocation algorithms to mitigate 
risks and protect the confidentiality and integrity of user 
data. 

 Scalability: As cloud computing environments continue 
to grow in size and complexity, scalability becomes an 
open issue in VM allocation and placement. Efficient 
allocation is crucial when handling a large number of 
VMs, hosts, and data center resources. Developing 
scalable algorithms that can handle the increasing scale 
of cloud environments is essential for smooth and 
efficient VM allocation and placement. 

 Multi-objective Optimization: VM allocation and 
placement involve conflicting objectives, including 
enlarging asset usage, minimizing power usage, and 
meeting QoS requirements. Multi-objective 
optimization techniques that can balance these 
objectives and provide trade-off solutions are necessary. 
Developing algorithms that can handle multiple 
optimization objectives and consider the preferences 
and constraints of different stakeholders is an open 
research area in VM allocation and placement. 
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 Dynamic and Real-time Allocation: Real-time 
allocation of VMs to adapt to dynamic workload 
changes and user demands is an ongoing challenge. VM 
allocation and placement algorithms should be able to 
handle sudden workload spikes, failures, or changes in 
resource availability. Designing dynamic and adaptive 
allocation strategies that can efficiently respond to real-
time changes in the cloud environment is crucial for 
maintaining performance and responsiveness. 

VI. CONCLUSION 

The VM migration process necessitates the allocation of 
VMs in cloud computing. Its objective is to identify the 
optimal PM for each VM. With an increase in the number of 
VMs deployed in data centers, it becomes harder to control the 
utilization rate of host PMs. This study emphasized the 
importance of meta-heuristic algorithms to develop effective 
approaches to VM allocation. A description and evaluation of 
the algorithms in each group are presented based on a number 
of relevant criteria, including resource utilization, number of 
PMs and VMs, migration time, energy consumption, migration 
overhead, and SLA violation. The results of the research 
indicate that no meta-heuristic algorithm has been developed to 
allocate VMs capable of meeting all the requirements. The 
review has also identified several challenges and limitations 
associated with existing methods. These include scalability 
issues, high computational overhead, and the need for 
improved adaptation to dynamic environments. Furthermore, 
the lack of standardization and benchmarking frameworks for 
evaluating the performance of different algorithms remains a 
critical concern. 
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Abstract—The demand for personalized learning experiences
that cater to the unique needs of individual learners has increased
with the emergence of data science. This paper investigates the
potential use of ChatGPT, a generative AI tool, in providing
personalized learning experiences for data science education,
specifically focusing on Deep Learning. The paper presents a case
study that applies the 5Es model to test personalized learning for
students using ChatGPT. The study aims to answer the question
of how educators can leverage ChatGPT in their pedagogy to
enhance student learning, and whether ChatGPT can provide a
better learning experience than traditional teaching methods. The
paper also discusses the limitations faced during the study and
the findings. The results suggest that ChatGPT can be a valuable
resource for data science education, providing personalized and
instant feedback to learners. However, ethical considerations such
as the potential for biased or inaccurate responses and the need
for transparency in AI-generated content should be carefully ad-
dressed by educators. The study highlights ChatGPT’s potential
as a research tool for data science educators to investigate the
effectiveness of AI in personalized learning experiences. Overall,
this paper contributes to the ongoing dialogue on the role of
AI in data science education and provides insights into how
educators can utilize ChatGPT to enhance student learning and
engagement.

Keywords—Personalized learning; data science education;
ChatGPT; generative AI

I. INTRODUCTION

In recent years, technology has been transforming many
aspects of our lives, and education is no exception. The rise
of artificial intelligence (AI) and its applications in education,
known as Artificial Intelligence in Education (AIED), have
opened new possibilities for personalized and effective learn-
ing. ”The area of Artificial Intelligence in Education (AIED)
has made significant progress in the last two and a half
decades, particularly in the realm of technological advance-
ments [1]. Moreover, the COVID-19 pandemic has accelerated
the shift towards online and remote learning, increasing the
demand for intelligent and adaptive learning technologies [2].
The potential for AI to revolutionize teaching and learning is
immense, as it can automate tasks, process large quantities of
data, and provide predictive insights. Intelligent Tutoring Sys-
tems (ITS), such as Beetle II, have demonstrated the potential
of AI in education by using natural language processing and in-
teractive experimentation to provide context-specific feedback
to students and improve their learning outcomes[3].While the
term “artificial intelligence” is broad and encompasses a range

of technologies and techniques, the development of educational
chatbots (EC) has garnered attention in the field of educa-
tion. Built using Natural Language Processing (NLP), ECs
offer immediate feedback to learners and assist in achieving
educational and pedagogical objectives. Chatbots have been
recognized for their potential in the realm of personalized
learning, with Chen et al. [4] noting their benefits in this
area. Additionally, Garcia Brustenga et al. [5] distinguished
EC into two types: those with educational intentionality, which
are designed to foster teaching and learning directly, and those
without, which are incorporated into teaching tasks of an
administrative nature. Colace et al. [6] argued that integrating
chatbots in education can result in an engaging and interactive
learning environment, similar to one-on-one interactions with
teachers. The key for EC, in general, is personalized learning,
as emphasized by Basham et al. [7], who state that per-
sonalized learning focuses on each student’s individual skills
and knowledge. It empowers learners to set goals, reflect on
their progress, and extend their learning beyond the classroom
[8].The research at hand centers around a particular chatbot-
based AI platform, ChatGPT, which has attracted significant
global interest and sparked a great deal of excitement among
the public. Highlighting the uniqueness of ChatGPT as an AI
platform and the potential impact it can have on personalized
learning, it offers an advanced natural language processing
system and the ability to provide tailored guidance and support
to students. Through interactive conversations, ChatGPT cre-
ates a personalized learning experience that enables learners
to receive immediate feedback, adapt their learning process,
and explore knowledge in a flexible manner. This innovative
AI platform holds great promise for enhancing personalized
learning experiences and shaping the future of education.
Despite the growing interest in the use of AI in education
and the potential of chat-based AI tools like ChatGPT, there
are still notable gaps and problems in existing studies. First,
while some studies have explored the efficacy of personalized
learning approaches, few have specifically investigated the
integration of AI tools within this context. This leaves a gap in
our understanding of how AI can be effectively harnessed to
tailor educational experiences to individual learners. Second,
limited research has specifically focused on the field of data
science education and the potential benefits of AI-powered
tools in this domain. This is particularly important given the
rapidly evolving nature of data science and the increasing
demand for skilled professionals in this field. Furthermore,
while there have been studies examining the impact of AI
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tools in education, there remains a lack of comprehensive
exploration of the pedagogical methodologies and frameworks
that can be successfully employed in conjunction with such
tools. This gap hinders educators’ ability to effectively imple-
ment AI tools like ChatGPT in their instruction and maximize
their impact on student learning outcomes. To investigate the
effectiveness of ChatGPT in providing personalized learning
experiences, a case study approach with two groups, namely
a control group and an experimental group, was adopted. The
study involved a total of 20 students, with the experimental
group having access to ChatGPT and learning through the
guidance of the 5Es model, while the control group followed
traditional learning methods. Data was collected to analyze
the interactions and learning outcomes of both groups. This
comparative analysis provides insights into the efficacy of
ChatGPT as a personalized learning tool and its impact on
student learning outcomes. The findings from this case study
contribute to our understanding of the potential benefits and
limitations of using ChatGPT in educational settings and
inform the future development and implementation of AI-based
educational technologies. In this study, the primary research
objective was to investigate the effectiveness of ChatGPT
in providing personalized learning experiences. The research
questions that guided this study include: How does the use of
ChatGPT impact student engagement and participation? What
are the effects of ChatGPT on student learning outcomes?
How do students perceive the personalized learning experi-
ence facilitated by ChatGPT? By addressing these research
questions, this study aims to contribute to our understanding
of the potential benefits and limitations of using ChatGPT as a
personalized learning tool and inform the future development
and implementation of AI-based educational technologies. By
addressing the existing research gaps, and providing evidence-
based recommendations on the effective usage of AI-enabled
tools like ChatGPT, this study has the potential to enhance the
student’s learning experience, particularly in the field of data
science education.The paper structure provides an overview
of ChatGPT and its related studies, discusses personalized
learning and AI in education, introduces the 5Es model,
employs a methodology to test personalized learning using
ChatGPT, presents and analyzes the study results, discusses
limitations and implications, and draws conclusions emphasiz-
ing the importance of ChatGPT as a resource for data science
education and ethical considerations. The paper contributes to
the discourse on the role of AI in education and highlights
how educators can use ChatGPT to enhance student learning
and engagement.

II. CHATGPT

ChatGPT is an AI-based natural language processing model
developed by OpenAI and launched in November 2022. It
utilizes the GPT (Generative Pretrained Transformer) architec-
ture that employs a transformer network to generate human-
like text. This model has been extensively trained on a large
volume of text data, enabling it to generate responses on
a wide range of questions and topics. ChatGPT has been
successful in achieving state-of-the-art performance on various
language tasks, including language translation, text comple-
tion, and question answering. It can be used for various
applications such as chatbots, language learning tools, and
text-based virtual assistants [9]. ChatGPT has revolutionized

the world of AI and chatbots and has gained popularity
with people relying on it in many aspects of their lives,
given its ability to mimic human-like conversations and follow
up responses. The popularity of ChatGPT has been rapidly
increasing over time, especially on social media platforms,
where people are becoming more aware of the capabilities
of AI. Since its release, ChatGPT has been inspiring people
to create various AI tools, indicating the growing interest in
the field of AI. As AI technology continues to advance, it
is becoming increasingly important to understand ChatGPT’s
potential use and how to leverage its capabilities in the most
effective and efficient ways possible. Biswas [10] has explored
the potential use of ChatGPT in climate change research,
suggesting that the model could be valuable in generating
and analyzing different climate scenarios using diverse data
inputs, ultimately enhancing the accuracy of climate projec-
tions. Additionally, Biswas [11] also discussed the potential
use of ChatGPT in military applications, such as providing
instant language translation and aiding in intelligence analysis.
The model can also play a significant role in public health by
supporting individuals and communities in making informed
decisions about their health [12]. Numerous studies have
explored the potential use of ChatGPT in education. Tlili et
al. [13] conducted research on the subject, analyzing tweets
to gain insights into public discussions about ChatGPT’s role
in education. Additionally, they conducted interviews with
individuals who had used ChatGPT in an educational context
and found that users considered ChatGPT to be highly valuable
for revolutionizing education. However, some concerns were
raised regarding its use. According to UNESCO [14], for
teaching and learning ChatGPT can be used as collaboration
coach, personal tutor, a study buddy and more. Furthermore,
Kung et al. [15] discussed the ability of ChatGPT to perform
clinical reasoning by testing its performance on questions from
the United States Medical Licensing Examination (USMLE)
and the potential of ChatGPT to assist in medical education.
While Cooper [16] conducted a study that shows ways to use
ChatGPT in science education and asked questions related to
science to test ChatGPT’s responses. In the realm of potential
applications, Ray [17] has explored the versatility of ChatGPT
across different fields. In the education sector, ChatGPT has
shown promise in personalized learning, language acquisition,
and test preparation. It has also demonstrated potential in
domains such as healthcare, law services, content generation,
programming, and marketing. The broad range of areas where
ChatGPT can be utilized highlights its adaptability and the
wide array of benefits it can offer across various industries.
ChatGPT, like any AI technology, brings forth several chal-
lenges and ethical considerations when applied in education.
One of the primary concerns is data privacy [17]. As ChatGPT
interacts with students and collects data, ensuring the privacy
and security of sensitive information becomes paramount.
Educational institutions and developers must implement ro-
bust data protection measures to safeguard student data and
comply with relevant privacy regulations. Another significant
consideration is algorithmic bias. AI models like ChatGPT
are trained on vast amounts of data, which can inadvertently
perpetuate biases present in the training data [17] . This bias
can manifest in responses or recommendations provided by
ChatGPT, potentially reinforcing stereotypes or discriminatory
practices. It is essential to address and mitigate algorithmic
bias through careful data curation, diverse training datasets,
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and ongoing monitoring of model outputs. Furthermore, over-
reliance on AI without human guidance can pose challenges.
While ChatGPT offers personalized learning experiences, it
should not replace human teachers or mentors. The role of
educators in guiding and contextualizing knowledge remains
crucial. Striking a balance between leveraging AI tools like
ChatGPT and maintaining human interaction and guidance is
necessary for effective and holistic education.

III. RELATED WORK

In this literature, we are providing precious works, re-
searches that discussed personalized learning and the effect
of using chatbots in education. As ChatGPT is still considered
to be new to its field there’s not yet much case studies or
researches about using it in education. However, Tlili et al. [13]
conducted a study on the impact of ChatGPT on education by
analyzing three stages, including tweets and interviews with
teachers and students, as well as investigating user experi-
ences. The overall findings of the study were encouraging,
with positive feedback on the effectiveness of ChatGPT in
revolutionizing education and providing a comprehensive un-
derstanding of complex topics in a simple language. However,
the researchers also highlighted some concerns that need to be
addressed to ensure ChatGPT’s efficiency in education. While
Cooper [16] illustrated ways where ChatGPT can be helpful
to generate ideas when designing science units, rubrics, and
quizzes, in his study he interacted with ChatGPT and asked
questions in which he considered the answers are extraordinary
however he believes that there’s a lack of evidence to the
answers and misleading information. And in the context of
educational chatbots in general Colace et al. [6] created a EC
and tested its behavior for over than 180 students especially
testing behavior, keeping track of progress, and assigning tasks,
in this case study researchers tested three different situations
Chatbot furnishes a correct suggestion, Chatbot furnishes a
correct suggestion but it does not fit with the real needs of the
student, and Chatbot furnishes a wrong suggestion the result
was Correct Suggestion: 133 student, Correct Suggestionn but
not suitable for the needs of the student: 30 student, and Wrong
Suggestion: 24 student, the students found the EC user friendly
and easy to use comparing to other chatbots. Furthermore
Schmulian and Coetzee [18] developed two chatbots were
developed to support personalized learning by fulfilling the
role of a co-teacher in finding answers to commonly asked
questions. This approach was aimed at addressing some of the
challenges associated with teaching large groups of students.
The study revealed that the chatbots were well-received, with
72 of the respondents expressing satisfaction and even affection
towards the chatbots. Additionally, the study found that many
students reported higher engagement levels when interacting
with the chatbots as compared to a traditional face-to-face
classroom environment. According to the study by Kumar and
Silva [19], they addressed the challenge of student acceptance
towards chatbots for personalized learning. They created a
chatbot using Telegram and the results showed a positive
response. The respondents indicated that chatbots have various
advantageous features such as quick responses, accessibil-
ity, mobility, user-friendliness, human-like conversation, and
private interaction. The study also highlighted that chatbots
could be used for personalized feedback, guidance, peer-peer
assessment, critique, and communication management. These

automated attributes can lead to more effective interactions
while maintaining privacy boundaries between instructors and
students. The findings of the study suggest that chatbots can
be a useful tool for learning, with potential future applications
in education. In a study conducted by J. Pereira [20] involved
creating a multiple-choice question (MCQ) chatbot to assist in
the training of university students. The students were receptive
to the bot and expressed interest in having similar tools
integrated into other subjects. The researcher predicts that in
the future, there will be a significant increase in the use of
learning-oriented chatbots, which will offer personalized user
experiences. Each student will have access to personal teacher
assistants or learning coaches in the form of chatbots. Both
ChatGPT and EC have a common foundation in personalized
learning, which forms the fundamental concept of their educa-
tional approaches. I believe that personalized learning serves
as the fundamental building block for both tools. According to
Lee, Huh, Lin, and Reigeluth [21] believed that personalized
learning is an effective approach for tailoring instruction to
meet the individual needs and previous experiences of learners.
This customized approach allows everyone to maximize their
potential by receiving instruction that is specifically designed
for them.

IV. METHODOLOGY

This research study aimed to investigate the effectiveness
of ChatGPT in providing a personalized learning experience in
the context of deep learning. The study employed a case study
design with a mixed-methods approach, combining quantitative
data from quiz results and qualitative observations. A total of
20 participants were involved in the study, comprising 10 stu-
dents in the experimental group and 10 students in the control
group. The participants were selected based on their interest in
learning about deep learning and their varying levels of prior
experience with ChatGPT. The participants were enrolled in an
Internet of things class at Qassim university and had a basic
understanding of machine learning concepts. The procedure
consisted of the several steps, The first step was Lesson Prepa-
ration, I carefully prepared the lesson materials, ensuring that
they covered the essential concepts and topics related to deep
learning. The content included explanations of forward propa-
gation, activation functions, convolutional neural networks, and
network architecture. I also developed a set of multiple-choice
quiz questions to assess the participants’ understanding and
knowledge. After preparing the lesson I instructed ChatGPT to
provide tailored instructions and explanations to each student
from the experimental group, based on their individual learning
needs and prior knowledge. Drawing inspiration from Cooper
[16], the researcher developed a teaching unit based on the
5Es Model, which served as the foundation for creating an
automated lesson using this approach. The effectiveness of
the 5Es Model was further supported by the findings of
Sibel et al. [22], who demonstrated its positive impact in a
relevant case study. As a result, the lessons were meticulously
designed, aligning with the structure and principles of the 5Es
Model, which involved engaging the students, exploring the
concepts, explaining the principles, elaborating on the ideas,
and evaluating their understanding. Throughout this process,
ChatGPT assumed a pivotal role as a virtual assistant, actively
supporting the students by addressing their queries, presenting
pertinent examples, and guiding them throughout their learning
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journey. Next stage Control Group, The control group received
traditional instruction from a teacher who followed a stan-
dardized curriculum for teaching deep learning. The teacher
delivered the content through lectures, and practical exercises,
following a well-established approach to teaching the subject
matter. The control group followed a structured lesson plan
that aligned with the curriculum and did not involve the use of
ChatGPT. After completing the lessons, both the experimental
and control groups were given the same multiple-choice quiz.
The quiz assessed the participants’ understanding of deep
learning concepts and their ability to apply the knowledge
they had acquired. The quiz questions covered topics such as
forward propagation, activation functions, convolutional neural
networks, and network architecture. The quiz was administered
in a controlled environment to ensure consistency across both
groups. The last stage of the study is Data Collection and
Analysis, The quiz results were collected and analyzed to
compare the performance between the experimental and con-
trol groups. Quantitative analysis involved assessing the scores
and identifying any significant differences in the performance
of the two groups. The data from the quiz provided insights
into the effectiveness of ChatGPT in facilitating personalized
learning experiences in comparison to traditional instruction.
Additionally, qualitative observations were made during the
lessons to gather insights into the participants’ engagement,
interaction, and overall learning experience.

V. RESULT

A. Analysis of 5ES Model Implementation

Generally speaking, The analysis of the case study high-
lights both the advantages and limitations of using ChatGPT
to guide students through the 5Es model. Despite some lim-
itations, the 5Es model proved to be an effective framework
for student engagement and learning. One of the limitations
observed was that ChatGPT occasionally provided incorrect
evaluations of the students’ answers during the evaluation
phase. This indicates a need for caution and verification when
relying solely on ChatGPT’s feedback. However, the 5Es
model served as an effective guide for students. It helped
structure the learning process and provided a clear framework
for students to follow. The sequential progression through
the engagement, exploration, explanation, elaboration, and
evaluation phases allowed students to have a comprehensive
learning experience. The personalized nature of ChatGPT
as a tool was particularly beneficial. It served as a virtual
co-teacher, offering guidance and support tailored to each
student’s needs. This individualized approach helped foster
a sense of ownership and agency in the learning process.
The quiz results played a significant role in reflecting the
students’ experience. Some students were able to answer all
the quiz questions correctly, indicating that they successfully
grasped the concepts and information provided by ChatGPT.
However, there were instances where students made errors or
skipped questions, suggesting the need for further clarification
or reinforcement in certain areas. The integration of the 5Es
model as a guide alongside ChatGPT was particularly valuable,
especially considering that a majority of the students were
unfamiliar with ChatGPT initially. The 5Es model provided
structure and support, ensuring that students had a consistent
and cohesive learning experience. The students who had prior

familiarity with ChatGPT had a more positive experience over-
all. Nevertheless, it was important to have teacher supervision
to ensure smooth progress and address any errors or deviations
from the 5Es model that ChatGPT occasionally encountered. In
certain instances, ChatGPT would repeat certain steps or omit
them, necessitating the intervention of a teacher to correct and
realign the learning process. In Fig. 1 of the lesson, it can
be observed that ChatGPT progressed to the next step of the
5Es framework after the student joined the conversation and
completed the first E. Subsequently, ChatGPT followed the
same pattern for the subsequent E, as depicted in Fig. 2.

Fig. 1. ChatGPT lesson - Part 1.

Fig. 2. ChatGPT lesson - Part 2.

In the final stage of the lesson, which was the Evaluate
phase, ChatGPT effectively implemented it as a multiple-
choice question (MCQ), following the instructions provided
at the beginning of the lesson as shown in Fig. 3.

B. Analysis of Control Group by Teaching Traditional Way

The analysis of the control group’s performance reveals im-
portant insights. Initially, the majority of students demonstrated
a good understanding of the topic, as indicated by their correct
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Fig. 3. ChatGPT evaluation quiz.

responses to the first question. However, there was a decline
in the number of correct responses in subsequent questions,
suggesting a potential decrease in comprehension over time.
This raises concerns about the long-term retention of the mate-
rial taught through traditional teaching methods, indicating that
students may struggle to retain and apply the information be-
yond the immediate context. Furthermore, the varying number
of correct responses across questions highlights differences in
students’ comprehension levels for different topics or concepts,
emphasizing the need for further investigation and targeted
teaching strategies. The presence of incorrect responses also
signifies that the traditional teaching method may not effec-
tively address the learning needs of all students, necessitating
the exploration of alternative instructional approaches catering
to diverse learning styles and abilities. These findings suggest
that the traditional method of teaching has limitations in
terms of long-term knowledge retention and ensuring uniform
comprehension among students. To overcome these limitations,
it is crucial to explore innovative teaching methods, incorporate
active learning strategies, and provide personalized support
to enhance student engagement and understanding. Further
research and analysis are necessary to deepen our understand-
ing of the effectiveness of traditional teaching methods and
compare them with alternative approaches, ultimately leading
to improved learning outcomes and student success.

VI. DISCUSSION

The discussion in this study involved the qualitative anal-
ysis of the results from two groups, namely the experimen-
tal group and the control group, to examine the function
of ChatGPT as an AI assistant in facilitating personalized
learning experiences for students. While there are alternative
approaches and methods that can be explored in future studies,
our focus was on utilizing the 5Es model to address our
research questions.

A. How Does the use of ChatGPT Impact Student Engagement
and Participation?

The integration of ChatGPT in the experimental group,
guided by the 5Es model, positively impacted student engage-
ment and participation. The personalized nature of ChatGPT

as a virtual co-teacher provided individualized guidance and
support to students, fostering a sense of ownership and agency
in the learning process. This individualized approach helped
increase student engagement as they received tailored feed-
back and support, leading to active participation throughout
the learning activities. The structured framework of the 5Es
model, combined with ChatGPT’s assistance, facilitated a more
interactive and engaging learning environment for the students.

B. What are the Effects of ChatGPT on Student Learning
Outcomes?

The implementation of ChatGPT alongside the 5Es model
resulted in positive effects on student learning outcomes. The
quiz results showed that a significant number of students in
the experimental group were able to answer the questions cor-
rectly, indicating successful comprehension of the concepts and
information provided by ChatGPT. The sequential progression
through the engagement, exploration, explanation, elaboration,
and evaluation phases of the 5Es model allowed students to
have a comprehensive learning experience. The personalized
guidance and support from ChatGPT contributed to improved
learning outcomes by addressing individual learning needs,
reinforcing understanding, and providing opportunities for
active application of knowledge.

C. How do Students Perceive the Personalized Learning Ex-
perience Facilitated by ChatGPT?

The students in the experimental group perceived the
personalized learning experience facilitated by ChatGPT posi-
tively. ChatGPT served as a virtual co-teacher, offering tailored
guidance and support, which helped students feel supported
and encouraged throughout the learning process. The individ-
ualized approach enhanced their learning experience, allowing
them to progress at their own pace and receive immediate feed-
back. Students appreciated the interactive nature of ChatGPT
and the opportunity to engage in dialogue with an AI-powered
assistant. The integration of the 5Es model alongside ChatGPT
provided a structured and cohesive learning experience, which
students found beneficial in terms of clarity and organization.

Overall, the analysis suggests that the use of ChatGPT
positively impacts student engagement, learning outcomes, and
perception of personalized learning experiences. The integra-
tion of ChatGPT alongside the 5Es model provides an effective
framework for student engagement, fosters active participation,
enhances learning outcomes, and supports students in their
individual learning journeys. However, it is important to ac-
knowledge some limitations in this study. Firstly, the sample
size of the experimental group may be relatively small, limiting
the generalizability of the findings. Additionally, the study
primarily focuses on short-term effects, and further research is
needed to assess the long-term impact of ChatGPT on student
learning and retention. Moreover, the reliance on technology
and the potential for technical issues or errors in ChatGPT’s
feedback pose challenges that need to be considered. Despite
these limitations, the findings highlight the promising potential
of ChatGPT as a tool for enhancing student engagement and
learning outcomes in the educational setting.
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VII. CONCLUSIONS

This study employed a qualitative approach to investigate
the effectiveness of ChatGPT, a chatbot tool, in education,
particularly in the context of technology and personalized
learning. By conducting a study consisting of two groups,
namely the experimental group implementing the 5Es model
with ChatGPT and the control group using traditional teaching
methods, the analysis sheds light on the efficacy of different
approaches in promoting student engagement, learning out-
comes, and personalized learning experiences. The integration
of ChatGPT with the 5Es model in the experimental group
proved to be effective in engaging students and providing
a structured learning experience. The sequential progression
through the model’s phases facilitated comprehensive learning,
with ChatGPT serving as a valuable virtual co-teacher that
enhanced student engagement and agency. However, the occa-
sional incorrect evaluations by ChatGPT necessitated teacher
supervision to ensure a smooth learning process. In contrast,
the control group’s traditional teaching method exhibited lim-
itations in terms of knowledge retention and uniform com-
prehension. The declining trend in correct responses across
questions indicated potential challenges in long-term retention,
emphasizing the need for alternative instructional approaches
and personalized support to accommodate diverse learning
styles and abilities. These findings underscore the importance
of exploring innovative teaching methods, incorporating active
learning strategies, and providing personalized support to en-
hance student engagement and understanding. Further research
is necessary to gain deeper insights into the effectiveness
of traditional teaching methods compared to alternative ap-
proaches and to identify the most effective instructional strate-
gies for improving learning outcomes and student success. In
conclusion, the integration of ChatGPT with the 5Es model
demonstrated promise in terms of engagement, structure, and
individualized support, while the traditional teaching method
highlighted the need for improvements in knowledge retention
and comprehension. These findings contribute to the ongoing
conversation about enhancing teaching and learning practices,
ultimately aiming to create meaningful and effective educa-
tional experiences for students.
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Abstract—The rapid progress of digital devices and technol-
ogy, coupled with the emergence of the internet has amplified the
risks and perils associated with malicious attacks. Consequently,
it becomes crucial to protect valuable information transmitted
through the internet. Steganography is a tried-and-true technique
for hiding information beneath digital content, such as pictures,
texts, audio, and video. Various methodologies of image steganog-
raphy have been developed recently. In image recognition, edge
detection secures an image into well-defined areas. This paper
introduces a novel image steganography algorithm with edge
detection and XOR coding techniques. The proposed approach
aims to conceal a confidential message within the spatial domain
of the original image. In contrast to uniform regions, the Human
Visual System (HVS) is less responsive to variations in the
sharp areas; an edge detection algorithm is applied to identify
edge pixels. Furthermore, to enhance the efficiency and reduce
the embedding impact, XOR operation has been utilized to
embed the secret message in the Least Significant Bit (LSB).
According to the results of the experiments, the proposed method
embeds confidential data without causing noticeable modifications
to the stego image. The proposed method system produced
imperceptible stego images with minimal embedding distortions
compared to existing methods. Based on the results, the proposed
approach outperforms the conventional methods regarding image
distortion techniques. The PSNR values achieved by the proposed
method are higher than the acceptable level.

Keywords—Steganography; information hidings; bits modifica-
tion; decoding algorithm; edge detection; canny edge detection;
human visual system

I. INTRODUCTION

Data security is considered one of the most noteworthy fac-
tors of Information and Communication Technology (ICT) due
to the rapid growth in electronic technologies and the internet.
Therefore, a necessary prevention mechanism is needed to pro-
tect the data securely. Commonly, sensitive information can be
protected either by using cryptography or Steganography. The
technique of cryptography conceals the contents of sensitive
data to unreadable text by several transformations; however,
Steganography is the art of concealing data in an explicit
transport file in such a manner that unapproved third parties
find it challenging to discover and retrieve the concealed
data [1]. An image is represented as an array of numbers
corresponding to the light intensities at different points, known
as pixels. These pixels collectively form the raster data of
the image [2]. At the same time, digital images are the most
common form of cover object used for Steganography, as

they are the most prevalent carrier on the internet [3]. Image
steganographic methodologies can be classified into the Spatial
domain and Transform domain methods. In the Spatial domain,
the intensity of the pixels is used to implant information.
In contrast, information is embedded in the frequency do-
main of the previously transformed images in the Transform
domain. In image steganography, confidential information is
protected from malicious attacks by changing the pixels, and
the modifications applied to the image are made unnoticeable.
The original image without sensitive information is called the
cover image, while the cover image with secret information
embedded in it is called the stego image. Steganography
requires two files: the message and the cover image, which
conceal the message. Digital images are preferred over videos
due to their compact and smaller size compared to the large
and redundant size of the videos when transmitted over low
bandwidth networks [4].

The image’s detailed contents, information, and features
cannot be observed by the Human Visual System (HVS) or
the naked eye. Therefore, the use of techniques becomes
necessary to check whether an image is an original or a stego
image. It is essential to evaluate the strengths and weaknesses
of steganography methods based on various characteristics
[5]. Some important requirements conflict with each other to
develop a reliable steganography algorithm. The three funda-
mental characteristics of image steganography are capacity,
robustness, and imperceptibility. A cover medium’s capac-
ity refers to how many bits it can contain. Imperceptibility
and robustness are standard requirements that conflict with
embedding capacity. Imperceptibility refers to the quality of
the stego carrier. The steganography algorithm satisfies the
imperceptibility requirement, even though the stego carrier
content may differ from the original one if that difference
cannot be noticed by the human visual system (HVS) [6]. The
imperceptibility is usually computed by the Peak Signal Noise
Ratio (PSNR). Greater PSNR means higher imperceptibility.
Robustness relates to the strength of the stego medium to
endure different types of manipulation. It is, therefore, hard for
attackers to illegally modify or remove the embedded secret
data [7].

Different image steganography techniques are used to
embed the information in the cover media, i.e., spatial and
transform domain techniques. The Least Significant Bit (LSB)
replacement is one such approach that seeks to replace the least
significant bit of each pixel with the associated concealed data
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pixel. As a result, such a pixel’s initial magnitude changes
by 0 or 1, a tendency repeated throughout the cover picture.
Least Significant Bit (LSB) is the most widely used method
for image steganography based on spatial domain techniques.
In this method, the message is embedded in LSB directly [8].

The research problem at hand revolves around enhancing
image steganography techniques to embed data securely while
maintaining imperceptibility and robustness. This research
aims to answer the following questions:

• How can image steganography methods be improved to
enhance imperceptibility without compromising capacity?

• What novel approaches can be developed to ensure secure
and undetectable data embedding in images?

The main contribution of this study lies in the proposition
of an image steganography method based on edge detection,
guaranteeing identical edge images in the original and stego
images while securely embedding messages. This approach
ensures that the concealed message can be correctly extracted
from the stego image. The results of the experiments show
that the proposed method embeds secret data without causing
noticeable modifications to the stego image.

The rest of this work is structured as follows. Section
II presents the most recent steganography techniques. The
proposed scheme is explained in Section III. Section IV reports
on the experimental results, analysis, and discussion. Section
V brings the paper to a conclusion.

II. STEGANOGRAPHY AND ITS TECHNIQUES

Steganography is a scientific discipline that involves con-
cealing data within another form of data. For example, it
can include hiding a plaintext message within an image file.
Throughout history, various entities such as individuals, the
military, secret intelligence agencies, and governments have
leveraged Steganography to covertly communicate and trans-
mit information without arousing suspicion. Steganography
has a wide range of uses, including confidential communi-
cation, electronic watermarking, reliability of data, copyright
protection, and identifying manipulation of data [9]. Exten-
sive research work has been carried out to develop digital
image steganography. The LSB technique was one of the
first to obscure data transmission by embedding secret data
into unimportant bits of pixels. LSB approaches, in general,
substitute the identical length bits in each underlying pixel with
the embedding data. Nevertheless, not all pixels in the image
can have equal levels of alteration without producing apparent
distortion [10]. The stego image resembles the original image
because altering the LSB of such a pixel does not significantly
alter the color. Despite this, not all pixels in an image are
capable of enduring equal amounts of modifications without
noticeable distortion resulting in a low-quality stego image. To
handle this issue, some image steganography methods based
on LSB have used HVS features to conceal the secret bits in
the cover image [11].

Image Steganography is achieved by conducting an XOR
operation on the bits of pixel values. In this regard, Joshi et
al., retrieved the two rightmost LSBs and two leftmost MSBs
of the pixel value using their method. They combined the first
and second bits using the XOR operation. The message bit 0

was concealed in the LSB of the pixel value if the result of
the two XOR operations was 11 or 00, and the message bit 1
was hidden if the impact of the two XOR operations was 10
or 01 [12].

XOR is the logical operation performed on the LSB and
MSB based on the technique. Based on the result of the XOR
operation, the message is embedded in the LSB of a particular
pixel. Baek et al., suggested a method for embedding the
information in the grayscale image to share it secretly. They
used the XOR operation to represent the bits at a specific
location in the image [13].

Further, a previous study proposed a complicated method
for image steganography to hide information in the LSB area
of an image pixel. The authors used the XOR operation
three times before embedding the message in the LSB. XOR
operation was performed on the three MSB bits. This operation
behaved as a key to embedding a message in an image. Better
security was provided using this simple operation. A study
proposed an alpha-trimmed mean filter to enhance the image
quality, whereas they used XOR operation on 6-MSBs to add
two bits of secret message in the image at 2-LSBs [12].

Additional options for concealing the information included
two levels of encryption and an obfuscation phase. Two XOR
operations and a private key were used to encrypt the data.
The LSB method was then used to incorporate the information
in the cover picture. One straightforward XOR-based process
selected the colors using a sequencing technique and modified
several LSB methods. Three MSBs were utilized as the key
in the steganographic procedure, and they employed a triple
XOR literary content that needed to be delivered [14].

The least significant bit of an image is subjected to an
XOR procedure. When an 8-bit random key is used in the
application, pixel 1 from the red matrix’s second bit is XORed
with the pixel. Because the result of the XOR of the taken bit 1
and the taken bit 0 is 1, the pixel must be satisfied by delivering
an encrypted message that conceals the value of the pixel’s
first LSB bit. The pixel will pass if the XOR operation returns
a result of 0, but the following step’s process will continue
using the same 8-bit random key. Based on the length of the
encrypted message, this procedure will continue [15].

To find the secret message, bits from a pixel were extracted
and saved in an encrypted message. In the recovery process,
pixel 1 of the second bit for the red matrix and the 8-bit random
key is XORed with the pixel, and the result of the XOR of bits
1 and 0 is 1. Consequently, the pixel must convey an encrypted
message buried in the value from its first LSB. The pixel will
pass if the supplied response during the XOR operation is 0,
but the following step in the procedure will still use the same
8-bit random key. Following the completion of this phase, the
decrypted image is extracted from the stego-image. These bits
are taken into the LSB of the identical pixel shown in the stego-
image. This process continues till the length of the message is
sent [16].

III. MATERIALS AND METHODS

Compared to smooth regions, the human visual system
is less sensitive to modification in image regions with sharp
transitions. To attain undetectable Steganography, the secret
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message has to be embedded in the edge regions of the cover
image. Regardless of how insignificant the changes are in the
cover image, conventional edge detection methods produce
sensitive edge images. Since hiding the message might cause
some alterations to the cover image, this feature restricts
the implementation of image steganography based on edge
detection. The edge detection technique is commonly used in
digital images to determine if each pixel has a high or low
spatial frequency [17]. It is the technique of finding locations in
a computer image where the image brightness swiftly changes,
for example, pixels diverging from minimal intensities to
high intensities or the other way around, displaying certain
discontinuities [18]. Therefore, this paper presents a new image
steganography method based on edge detection that produces
identical edge images in the original and stego images. Sobel
and Canny edge detection methods are used to extract edges.
The Canny edge detection method was created by John Canny
in 1986. It is one of the most efficient and well-known [19].
Therefore, Sobel and Canny edge detection method gives the
identical edges of both the original and stego-image. In this
way, the concealed message can be correctly extracted from
the stego image.

In the proposed method, three bits of the message are
embedded in a grayscale image intended for transmission to the
receiver. The colored image has three channels: Red, Green,
and Blue, each of matrix length and width of image size. In the
case presented, the input image is in a grayscale where only
one channel represents the image in one matrix. The method
is centered on the advantage of XOR operation. The XOR op-
eration is performed on 4-pixel values to get 3 XORed results.
Three bits of message XORed with four least significant bits
of the image to embed 3 bits of message in stego image. The
block diagram of the proposed methodology is given in Fig.
1. The steps of the proposed image steganography algorithm
are as follows:

Step 1: Convert the image into grayscale.

Step 2: Resize the image into 512 x 512 to get a uniform
image size.

Step 3: Perform Edge detection on the image using Canny
or Sobel edge detection methods.

Step 4: Convert the message (secret message to be sent)
into decimal using the American Standard Code for Informa-
tion Interchange (ASCII) code character by character.

Step 5: Convert decimal ASCII codes for each character
into a binary format where ASCII-encoded data is of 8-bit
length.

Step 6: Iterate over 3 bits of the message (secret message
to be sent).

Step 7: Get 4-pixel locations in the cover image from the
identified edges, i.e., P1, P2, P3, and P4, where P1, P2, P3, and
P4 are the pixel 4-LSBs of the cover image.

Step 8: Calculate the XOR operation on P1 and P2, P3

and P4 and P1 and P3 as follows:

k1 = P1 ⊕ P2 , k2 = P3 ⊕ P4 , k3 = P1 ⊕ P3

Step 9: Embed message bits into the stego image based
on the XOR calculated by comparing the three estimated bits,

Fig. 1. Block diagram of the proposed methodology.

k1, k2, and k3, with the three secret message bits according
to Table I.

Step 10: Convert the image matrix from binary to decimal
to get the stego image matrix.

In the first step, the RGB image is converted to grayscale.
After that, the cover image is resized to a fixed size of
dimensions 512×512, where the image contains 512 rows and
512 columns. Then, Canny or Sobel edge detection methods
are performed to detect edges in the image.

Edge detection is the technique for identifying points in
digital images with discontinuities. It is an abrupt change in
the brightness of the image. The point where this change
occurs is the edge. The four groups of edges are created that
represent the place where the message has to be embedded.
The location of four points, P1, P2, P3, and P4, are extracted
from the edges. Fig. 2 shows an example of edge detection.
The edges are calculated to store the message and the position
for steganographic content (secret message) is calculated as X
in Fig. 2. The position of x is calculated using the location of
edge detection points, and then XOR these points with each
other. Edge detection is performed using two types of edge
detection methods: Sobel filter and canny edge detection, for
images to use for XOR coding in image steganography.

The Sobel filter is an edge detection method for digital
images. It is also called Sobel Feldman sometimes. Edges are
the discontinuities in the image that cause a rapid change
in intensity value, as discussed earlier. It uses a filter in
both vertical and horizontal directions, producing thick and
bright edges in every direction. It uses gradient operation. The
estimated magnitude of gradient operation is measured using
the sum of specific values of slope in two directions: horizontal
and vertical.

Canny edge detection is the method for detecting edges in
the image. It uses three criteria to detect edge detection perfor-
mance: localization precision, SNR, and single-edge response
precision. It produced the best results in many problems.

In order to send secret messages, steganographic codes are
converted into ASCII codes. Subsequently, the binary data
was obtained by converting it into binary codes (ASCII),
enabling the application of embedding using the suggested
XOR approach. Just on spots located using the edge detec-
tion technique, XOR was used. The process begins with the
points P1, P2, P3, and P4, and then XOR is performed to
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(a) a (b) b

Fig. 2. (a) Intensity values of the input image (b) Stego bit positions
identification using edge detection.

TABLE I. CONDITIONS TO EMBED THE MESSAGE

Condition Description Action
All m bits match k bits -
if m3 does not match k3 P̄3 and P̄4
if m2 does not match k2 P̄4
m2 does not match k2 and m3 does not match k3 P̄3
if m1 does not match k1 P̄2
m1 does not match k1 and m3 does not match k3 P̄1
m1 does not match k1 and m2 does not match k2 P̄2 and P̄4
None of the m bits match their corresponding k bits P̄1 and P̄4

P1, P2, P3, and P4 and recorded the results in k1, k2, and
k3, where k1, k2, and k3 are indeed the XORed results of
the estimated edge point.

Based on the above conditions, shown in Table I, three
message bits are embedded into four-point locations that were
extracted using the edge detection method. Hence, three mes-
sage bits are embedded into the image, showing the average
embedding is 1.25 bits.

To extract the messages from steganographic images, it
starts with calculating the edge based on the same method
used during the embedding process. The points were identified
using edge detection, as shown in Fig. 3. For example, a total
of 1000 edges are presented in the file, enabling the embedding
of three bits in four-point locations, thereby accommodating
750 bits within 1000 edges. Nonetheless, 2 bits are used to
predict the threshold and 1 bit for data embedding. In every
position, the first two bits are used to indicate the threshold,
and then the next bit is used to embed the data; using this way,
the 1000 locations will get reduced to 3 times = 333 locations.
Now in 333 locations, the data is embedded, which reduces the
embedding rate. Conversely, it enhances data corruption if any
attack on the image happens.

As the locations chosen for embedding the data are not
employed to predict the edges, this technique enhances the
extraction process. These are the edge points where the XOR
operation was performed to embed the secret messages. Once
these points are calculated and represented to get m1, an XOR
operation is performed on q1 and q2. To get m2, the XOR
operation is performed on q3 and q2. To acquire m3, the XOR
operation is conducted on q1 and q3. The block diagram for
extracting the message is shown in Fig. 3.

Fig. 3. Block diagram for message extraction.

IV. RESULTS AND DISCUSSION

Distortion evaluation methods are the methods that measure
the distortion in the image by comparing the original image
and the steganographic image. PSNR, the number of edges in
the image, SSIM, MSE, and UQI are used to evaluate image
distortion in the image. The proposed method is evaluated
using various embedding distortion evaluation methods.

PSNR is the peak signal-to-noise ratio. It is the ratio
between the peak signal, which means the maximum power
of the test image, and the noise, maximum noise. Noise is the
image distortion that affects the image’s representation quality.
It is calculated as shown in Eq. 1.

PSNR = 10 log10

[
2552

MSE

]
(dB) (1)

MSE is the mean squared error in the image, calculated by
the mean of squared differences between input and stegano-
graphic images. The difference is calculated from pixel to pixel
in an input image and stego image. The summation of all the
pixel differences is then divided by the total number of pixels,
that is, width x height of the images (input and stego). Eq. 2
represents how the mean squared error is calculated.

MSE =
1

WH

W∑
i=1

H∑
j=1

(Iij − SIij)
2 (2)

Where Iij and SIij represent the pixel value at the
location i and j in the input image and stego-image. At the
same time, W and H are used to represent the width and height
of both of the images.

SSIM is the structural similarity index. It is the quality
measure of the image that represents the image degradation
after performing the Steganography in the image. It is calcu-
lated by the lamination, contrast, and structure between the
input image and the stego image. To calculate the SSIM,
local mean, standard deviation, and cross-covariance are used
between input and stego image. It is the perceptual difference
between both images. Eq. 3 is used to calculate it.

SSIM(I, SI) =
(2µIµSI + C1)(2σISI + C2)

(µ
2
I + µ2

SI + C1)(σ
2
I + σ2

SI + C2)
(3)

Where I , SI ,σIσSI , and σISI represent the local mean,
standard deviation, and cross-covariance for both images.C1
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(a) a (b) b

(c) c (d) d

(e) e (f) f

(g) g (h) h

Fig. 4. Cover images (a) Baboon (b) Boat (c) Couple (d) House (e) Lena (f)
Pepper (g) Sailboat (h) Tank.

and C2 are the regularization constants. UQI is the universal
image quality. It is the ratio between the multiplicative variance
and summation of variances of the input image and stego-
image.

In order to perform the experimentation, the benchmark
dataset of USC-SIPI is used. The experimentations are con-
ducted on 8 images from the dataset, as shown in Fig. 4. The
dimension of 512 × 512 is utilized, as already discussed in
the methodology. The images for this experimentation purpose
are (a) Baboon, (b) Boat, (c) Couple, (d) House, (e) Lena, (f)
Pepper, (g) Sailboat, and (h) Tank.

Distortion evaluation is performed for two cases: Sobel
filter and Canny edge detection, after completing the distortion

TABLE II. IMAGE EVALUATION RESULTS ON MESSAGE LOAD OF 24000
BITS

Filter Image PSNR No. of
Edges

Embedding
Rate SSIM MSE UQI

Canny

Tank 65.08 51602 0.091553 0.99992 0.0202 1
baboon 64.24 70387 0.091553 0.99996 0.0245 1
boat 64.84 58471 0.091553 0.99987 0.0213 1
couple 64.93 56701 0.091553 0.99987 0.0209 0.99
house 64.71 59923 0.091553 0.99991 0.0219 1
lena 65.32 47839 0.091553 0.99983 0.0191 0.99
pepper 65.20 50535 0.091553 0.99983 0.0196 0.99
sailboat 64.86 55720 0.091553 0.99991 0.0212 1

Sobel

Tank 64.65 60875 0.091553 0.99990 0.0223 1
baboon 63.30 94586 0.091553 0.99995 0.0304 1
boat 63.58 86512 0.091553 0.99980 0.0285 1
couple 63.50 88790 0.091553 0.99980 0.0291 1
house 63.61 86757 0.091553 0.99987 0.0284 1
lena 63.98 77158 0.091553 0.99974 0.0259 0.99
pepper 63.50 87713 0.091553 0.99974 0.0290 1
sailboat 63.58 85944 0.091553 0.99987 0.0285 1

TABLE III. IMAGE EVALUATION RESULTS ON MESSAGE LOAD OF 32000
BITS

Filter Image PSNR No. of
Edges

Embedding
Rate SSIM MSE UQI

Canny

Tank 64.58 51590 0.12207 0.99992 0.0227 1
baboon 63.85 70395 0.12207 0.99995 0.0268 1
boat 64.37 58445 0.12207 0.99986 0.0238 1
couple 64.43 56687 0.12207 0.99986 0.0235 1
house 64.24 59926 0.12207 0.99989 0.0245 1
lena 64.75 47833 0.12207 0.99981 0.0218 0.98
pepper 64.66 50504 0.12207 0.99981 0.0223 0.99
sailboat 64.44 55703 0.12207 0.99988 0.0234 1

Sobel

Tank 64.18 60866 0.12207 0.99989 0.0248 1
baboon 62.98 94583 0.12207 0.99994 0.0327 1
boat 63.20 86497 0.12207 0.99979 0.0312 1
couple 63.17 88743 0.12207 0.99979 0.0313 1
house 63.24 86786 0.12207 0.99986 0.0309 1
lena 63.56 77105 0.12207 0.99972 0.0286 0.98
pepper 63.15 87698 0.12207 0.99971 0.0315 1
sailboat 63.25 85963 0.12207 0.99986 0.0307 1

TABLE IV. IMAGE EVALUATION RESULTS ON MESSAGE LOAD OF 40000
BITS

Filter Image PSNR No. of
Edges

Embedding
Rate SSIM MSE UQI

Canny

Tank 64.14 51605 0.152588 0.99991 0.0251 1
baboon 63.42 70392 0.152588 0.99993 0.0296 1
boat 63.94 58445 0.152588 0.99985 0.0263 1
couple 64.01 56649 0.152588 0.99984 0.0259 0.99
house 63.83 59984 0.152588 0.99986 0.0270 1
lena 64.23 47783 0.152588 0.99979 0.0246 0.97
pepper 64.22 50509 0.152588 0.99979 0.0246 0.99
sailboat 63.94 55711 0.152588 0.99985 0.0262 1

Sobel

Tank 63.71 60875 0.152588 0.99988 0.0277 1
baboon 62.67 94591 0.152588 0.99993 0.0351 1
boat 62.91 86535 0.152588 0.99978 0.0333 1
couple 62.87 88774 0.152588 0.99977 0.0336 1
house 62.88 86763 0.152588 0.99984 0.0335 1
lena 63.21 77063 0.152588 0.99970 0.0311 0.97
pepper 62.85 87631 0.152588 0.99970 0.0338 1
sailboat 62.92 85927 0.152588 0.99983 0.0332 1
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TABLE V. IMAGE EVALUATION RESULTS ON MESSAGE LOAD OF 48000
BITS

Filter Image PSNR No. of
Edges

Embedding
Rate SSIM MSE UQI

Canny

Tank 63.74 51593 0.183105 0.99990 0.0275 1
baboon 63.09 70343 0.183105 0.99992 0.0319 1
boat 63.56 58483 0.183105 0.99983 0.0287 1
couple 63.64 56645 0.183105 0.99982 0.0281 0.98
house 63.45 59928 0.183105 0.99984 0.0294 1
lena 63.82 47830 0.183105 0.99977 0.0269 0.97
pepper 63.77 50491 0.183105 0.99977 0.0273 0.98
sailboat 63.54 55660 0.183105 0.99983 0.0288 1

Sobel

Tank 63.33 60878 0.183105 0.99987 0.0302 1
baboon 62.35 94581 0.183105 0.99991 0.0378 1
boat 62.59 86505 0.183105 0.99977 0.0359 1
couple 62.56 88777 0.183105 0.99976 0.0361 1
house 62.54 86734 0.183105 0.99982 0.0362 1
lena 62.88 77108 0.183105 0.99968 0.0335 0.96
pepper 62.54 87630 0.183105 0.99968 0.0362 1
sailboat 62.57 85883 0.183105 0.99980 0.0360 1

(a) a (b) b

(c) c

Fig. 5. (a) Cover edge image, (b) stego edge image, and (c) difference
between cover and stego edge images.

evaluation methods on message loads of 24000, 32000, 40000,
and 48000 bits, respectively. The obtained results for the
message load of 24000 bits are shown in Table II. Tables III,
IV, and V represent the results obtained on message load of
32000, 40000, and 48000 bits, respectively, for both cases.
As shown in Tables II, III, IV, and V, both edge detection
methods performed well. The result shows that when the
message load is increased, the image quality is degraded. The
image steganography can be applied on smaller message loads
for better securing the data. As much as the message load
increases, then the image quality degrades. Hence, it would be
prone to be detected as a stenographic image.

The statistics provided show the proportion of even and odd
pixels for every pairing of pictures. The cumulative numbers

are quite comparable both before and after. Consider that the
discrepancy between the sum of the variations and the number
of manuscripts in the secret message is less. Fig. 5(a) shows the
edge pixels of the cover image, which is identified by applying
Sobel edge detection. Edge pixels of the stego image obtained
after embedding a message are shown in Fig. 5(b), and Fig.
5(c) shows the difference between the two edge images. This
indicates that the edge pixels in the cover and stego images
are similar.

The image quality improves as more data is in the stego
image and with the increase in the number of edges. The peak
noise signal (PSNR) method for implementing the steganog-
raphy procedure is the primary determinant of optimizing
efficiency. The stego image will be more similar to the actual
image if PSNR quality increases. The hiding capacity is
increased with the pixel in stenography.

These findings show that the pictures look entirely unmod-
ified to the unaided eye and are statistically the same. It is
challenging for a person looking at both images or a computer
looking at just one image to notice the possibility of increasing
statistical similarity by introducing noise. Before and after
changes, the ratio of even and odd dots is approximately the
same. PSNR and MSE are used to assess the quality of stego
images compared to cover images. Based on experimental
results, the proposed method achieves a high-quality image
by using the XOR operation to reduce the difference between
the cover and stego images. PSNR values vary between 65 dB
and 62 dB with embedding rates of 9% - 18%, where 35 dB
is the minimum acceptable value.

Fig. 6. (a) The cover image histogram and (b) The histogram of the
corresponding stego image using the proposed algorithm.

The visual differences between the cover and stego images
cannot be discovered by the human eye, and even the his-
tograms of the stego images (illustrated in Fig. 6(a) and 6(b)
are pretty similar. The algorithm’s effectiveness was demon-
strated by employing LSB for steganographic techniques and
evaluating the histogram, PSNR, safety, and resemblance be-
tween human and machine readings.
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V. CONCLUSION

The human eye is capable of detecting a significant varia-
tion in an image pixel. This means that the edges of an image
might allow greater distortion than the other sections of the
cover image since the edge portions have a sharper shift in
pixel values than those that surround them. As a result, in
edge-based Steganography, the majority of message bits are
embedded in the edge pixels, and as one moves from the
edge regions into the homogeneous areas of the cover picture,
the number of bits embedded reduces, making the distortion
less visible to the human eye. In this paper, an XOR-based
embedding method was proposed to embed the data into the
image. Sobel and Canny edge detection methods were used to
extract edges. Sobel edge detection method is the traditional
edge detection method used a few years ago [14], [20]. On the
identified edges, an XOR operation is performed, which is a
disjunction property [19]. The embedding capacity of an image
is enhanced by edge detection methodology. In the presented
method, a good rate of PSNR has been achieved.

Using an edge detection approach along with multiple-bit
modification methods leads to high security. The contribution
of this paper is embedding the message efficiently by incor-
porating XOR coding and identifying identical edges in the
cover and stego images using the traditional edge detection
methods. The technique was tested on various image distortion
methods. The proposed approach performed efficiently, as
shown in the results. The intensity of the edges in the input and
steganographic images are estimated to be identical. The MSE
is almost zero on a message load of 24000, 32000, 40000, and
48000 bits. Universal image quality and SSIM are closer to
one representing the image quality, and the similarity between
cover and stego images is almost the same. The approach may
be expanded to several picture formats, including grayscale
images, and requires no further information other than the
stego image.

In terms of benefits, the suggested solution is undetectable
since it only employs three LSBs to hide the secret data in the
pixels of the detected edges. Furthermore, the recommended
approach scatters bits of the secret data over specific regions
of the identified edges rather than over all pixels of the carrier
picture. A second benefit is that the buried data may be
recovered. Different outputs for the same input image and
secret data can be generated by hiding the secret data using
a specific pattern denoted by the Canny algorithm, as well as
parameterizing the algorithm to allow communicating parties
to alter the effects and results of the algorithm.
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Abstract—News recommendation system holds the potential
to aid users in discovering articles that align with their interests,
which is critical to alleviate user information overload. To
generate effective news recommendations, one key capability is
to accurately capture the contextual meaning of text in the
news articles, since this is pivotal in acquiring useful repre-
sentations for both news content and users. In this work, we
examine the effectiveness of neural news recommendation with
attentive multi-view learning (NAML) method to conduct a news
recommendation task in the Indonesian language. We further
propose to incorporate news tags, which at some levels may
capture the important contextual meanings contained in the news
articles, to improve the effectiveness of the NAML method in
the Indonesian news recommendation system. Our results show
that the NAML method leads to significant improvement (if not
comparable) in the effectiveness of neural-based Indonesian news
recommendations. Further incorporating news tags is shown to
significantly increase the performance of the NAML method by
5.86% in terms of NDCG@5 metric.

Keywords—News recommendation; recommendation systems;
news tags; user modeling

I. INTRODUCTION

A recommendation system plays a crucial role in helping
users discover items that match their needs and preferences [1].
In business, it is a vital part of marketing strategies, par-
ticularly for boosting online sales by offering customers a
curated selection of items tailored to their preferences [1, 2].
This process of recommendation can be automated using a
wide range of techniques, such as content-based methods and
collaborative filtering [3], and recently involves computing user
and item embeddings which serves as a basis for predicting
how much a user is likely to prefer a particular item [4, 5].
Recommendation systems have found application in various
domains, including movie recommendation [6, 7, 8], news
recommendation [9, 10, 11, 12, 13], and music recommen-
dation [14, 15, 16, 17].

News recommendation stands as one of the most frequently
employed use cases of recommendation systems within the
digital landscape, notably embraced by online platforms and
news publishers [2, 18, 10]. Given the overwhelming amount
of news articles generated daily, it is impractical for users to
manually sift through all of them to find content that aligns
with their interests [19]. Every day, an enormous volume
of news articles is generated and published online, posing a
challenge for users to efficiently discover news that aligns with
their interests [2, 20]. Therefore, the implementation of per-
sonalized news recommendation becomes vital, as it enables
online news platforms to target user preferences effectively and
alleviate the issue of information overload [10].

In the past few years, news recommendation models have
benefited from the use of deep learning methods [9, 11,
10, 13, 12]. These models are often referred to as neu-
ral recommendation models. Various neural recommendation
models have been introduced to tackle news recommendation
challenges, including NAML (Neural news recommendation
with Attentive Multi-view Learning) method [11]. The NAML
method uses an attentive multi-view learning model that learns
unified news representations from different kinds of news
information, such as news titles, bodies, and categories. This
method takes advantage of multiple useful information from
news articles that could enrich the semantics captured in
the news representation. As a result, this method has been
shown to outperform a range of deep learning methods for
news recommendation, such as Convolutional Neural Network
(CNN) [21], Deep fusion model (DFM) [22], Deep news
recommendation based on knowledge-aware CNN (DKN) [23],
etc. The NAML method also offers the flexibility to incorporate
other useful information that could be exploited from news
articles to produce more accurate news representation, which
may result in more effective news recommendations. With this
reported effectiveness as well as the potential to utilize extra
knowledge for improving news representation, we propose to
use the NAML method to perform the Indonesian neural news
recommendation task in this work.

As mentioned above, the NAML architecture enables us
to easily incorporate extra information to produce news repre-
sentation. Therefore in this work, we also want to investigate
the effectiveness of integrating news tags as supplementary
information into the news recommendation model, aimed at
improving the news representation. We argue that news tags
at some levels may capture the important points in the ar-
ticles, which therefore may provide extra useful information
to generate better news representation. Previous research has
primarily relied on a limited set of news components, such
as title, category, and subcategory [24]. To the best of our
knowledge, the use of news tags to enhance recommendation
performance has not been explored in previous work.

Finally, this research endeavors to address two primary
research questions:

1) RQ1. How is the performance of the NAML neural
recommendation method to perform news recommen-
dation task in the Indonesian language?

2) RQ2. To what extent news encoder in the NAML
model can benefit from the use of news tags in the
Indonesian news recommendation task?

By providing answers to these research questions, this study
contributes to the existing body of research by providing
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insights into the effectiveness of a neural method, i.e., NAML,
for Indonesian news recommendation systems, as well as the
impact of incorporating news tags into the NAML architecture.

The rest of this paper is organized as follows. Section II is
dedicated to an in-depth review of relevant literatures related
to news recommendation models, news information, and text
embedding. Section III outlines the research methodology
adopted in this study. Moving on to Section IV, this is where
the results of the data analysis are presented and discussed.
Section V serves as the conclusion, encapsulating key findings
and providing directions for future research based on the
study’s insights. Finally, Section VI provides recommendations
for future work based on the findings of this study.

II. RELATED WORKS

A. Text Embedding

Text embedding is a technique that represents text as a
vector of real numbers. This allows computers to process text
in a more meaningful way, as the vector representations can
capture the semantic meaning of the text. There are several
text embedding methods that try to capture the semantic and
syntactic meaning of the text input.

The Word2Vec model served as a fundamental baseline
for word embedding [25]. Their work introduced two inno-
vative model architectures specifically crafted for generating
continuous vector representations of words using vast datasets.
These representations were evaluated for their quality in a word
similarity task. The Word2Vec model has demonstrated its ca-
pability to address various tasks, including text summarization
[26, 27, 28], ranking for academic expert finding [29, 30],
and text classification [31, 32, 33]. Several models similar
to Word2Vec were subsequently introduced, including Glove
(Global Vectors for Word Representation) [34] and FastText
[35]. These models build upon Word2Vec’s foundations, en-
hancing the learning of word representations to acquire deeper
semantic insights from the corpus.

In 2017 BERT is introduced, a bidirectional model that
can learn context-aware and informative representations of
words and phrases [36]. BERT, as a bidirectional model, learns
word representations considering both forward and backward
contexts, distinguishing it from previous models limited to
forward context understanding. BERT is pre-trained on a
massive dataset of text and code, and it can be fine-tuned
for a variety of natural language processing tasks. This model
remains challenging for underrepresented languages, which
face unique obstacles due to limited data availability and the
substantial corpus required for effective training [37].

Notably, there have been notable works on BERT-based
models created specifically for the Indonesian language. These
models, known as IndoLEM [38] and IndoNLU [39], have
been developed independently, each trained on a different
corpus of Indonesian text. IndoLEM and IndoNLU represent
valuable contributions to Indonesian NLP research. They serve
as pre-trained language models that have learned to understand
and encode the linguistic patterns, semantics, and contextual
information present in Indonesian text data. In addition, the
BERT-based model has been demonstrated to enhance perfor-
mance in classification tasks [31]. In our research, we evaluate

the capabilities of these two distinct BERT-based models to
obtain text embeddings. Furthermore, our part of the research
is to conduct a comprehensive comparison of various text
embedding methods and evaluate their performance within the
context of a news recommendation system.

B. News Information

In the scope of news recommendation systems, the use of
news information as news representation plays a pivotal role
in constructing the entire system [2, 19]. The recommendation
model aims to construct a user profile customized to individual
preferences through an analysis of the articles that a user reads.
To achieve this, news representation involves the transforma-
tion of some or all news information into vector form [24].

Typically, the components input into the model encompass
essential elements such as the article’s title, abstract, body, cat-
egory, and subcategory. These components collectively serve as
the news representation for generating a comprehensive vector
representation of news articles. This representation is instru-
mental in facilitating the modeling of user preferences and
enabling the recommendation system to provide personalized
news suggestions that align with each user’s unique interests
and preferences [4, 5].

Another valuable component of news information is the
news tags. Although the news tags show the topic information
that is closely related to the news content, the existing per-
sonalized news recommendation methods usually ignore the
value of tags. News tags are usually used by users to track
certain topics in the news portal which can trace other articles
based on that tags. This behaviour leads to our research to
check whether we add news tags as additional information is
necessary for news recommendation models.

One of the methods to process the tag information is
by leveraging social bookmarking [40]. The method involves
the utilization of tags, which are assigned by a community
of users with shared preferences. It’s important to note that
while tags are still employed in this method, they now signify
a collective understanding within the user group, aligning
with their common interests and preferences. An alternative
approach involves creating a probability relation graph among
tags, exploring potential correlations among different tags
[41]. Building on this foundation, they employ the term
frequency–inverse document frequency (TF-IDF) method to
determine tag weights. Additionally, they introduce a novel
approach to calculate the correlation degree between tags,
utilizing conditional probability as a key metric.

C. News Recommendation Methods

In recent years, the field of news recommendation systems
has received significant attention due to the exponential growth
of online news consumption and the need for personalized con-
tent delivery. Several studies have been conducted to explore
various approaches for improving the accuracy and relevance
of news recommendations. News recommendation systems
can be broadly categorized based on how they model user
behavior. Two primary categories exist: Candidate-Agnostic
(C-AG) models and Candidate-Aware (C-AW) models [42].
Both of the categories are illustrated in Fig. 1.
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Fig. 1. News recommendation system general framework.

In C-AG Models, the User Encoder (UE) forms user
embeddings exclusively from the embeddings of previously
clicked news articles, without taking into account the candidate
news articles [10, 9, 11, 12]. Essentially, the user embedding
remains the same regardless of the specific candidate news
being presented. One of the C-AG models is NAML that
using a multi-view learning framework to learn unified news
representations by incorporating several news information like
title, body, and category. The NAML architecture is easily
modified to add other news information. For the user encoder,
NAML utilize a news attention network to identify crucial
news articles, aiding in the acquisition of informative user
representations [11]. The experimental results showcased sig-
nificant enhancements in recommendation accuracy with the
deep learning approach compared to traditional methods. Due
to this performance, we have selected NAML as the primary
model for our research focus.

Conversely, in C-AW models, the User Encoders (UEs)
produce user embeddings that are influenced by the content
of the candidate news articles. This means that in C-AW
Models, the user embeddings can vary depending on the
specific candidate news article in consideration [23, 13]. While
C-AG Models maintain a consistent user embedding, C-AW
models adapt the user representation to the characteristics of
the candidate news, thereby potentially improving recommen-
dation accuracy.

Considering the importance of contextual information in
news recommendations, researchers have explored the incorpo-
ration of additional factors such as temporal relevance and user
context. With the advent of deep learning techniques, several
studies have investigated the application of neural networks for
news recommendation [10, 9, 11, 13].

With the evolution of news recommendation systems,
several metrics are employed to compare the performance

among models. The most common ones include AUC (Area
Under Curve), MRR (Mean Reciprocal Rank), and NDCG
(Normalized Discounted Cumulative Gain) [4, 43]. For models
treating the news recommendation task as a classification
problem, the Area Under Curve (AUC) score is a frequently
used metric to measure the accuracy of the model. MRR
is calculated as the reciprocal of the position of the first
relevant element in the ranking. NDCG considers graded
relevance (rating values) along with positional information of
the recommended items. Both MRR and NDCG assess the
relevancy of recommendations from the news recommendation
system (NRS) model.

In summary, news recommendation systems have been
extensively studied, employing various approaches such as
contextual information and deep learning approaches. These
studies have contributed to the advancement of news recom-
mendation systems, enhancing their accuracy, relevance, and
personalization capabilities.

III. RESEARCH METHODOLOGY

A. Dataset

We conducted experiments on a real-world news recom-
mendation dataset collected from one of the largest news
portals in Indonesia. We randomly sampled users who had
at least 5 news click records during 4 weeks from Feb 10 to
March 16, 2023. The last 1 week was treated as a data test.
We collected the behaviour logs of these users in this period,
which are formatted into impression logs. An impression log is
a record of the news articles that are presented to a user when
they visit a news page, including information about the time
of the visit and the user’s interactions such as clicks on these
news articles. In Fig. 2, you can see the layout of the news
article page and an example of news information presented
within an article.

title
Yamaha Grand Filano Hybrid-Connected, Punya Banyak Fitur

Yamaha Grand Filano Hybrid-Connected, Has Many Features

abstract

Yamaha Grand Filano dilengkapi dengan berbagai fitur menarik,
seperti mesin hybrid sampai bagasinya yang super lega.

The Yamaha Grand Filano comes equipped with various interesting
features, from its hybrid engine to its super spacious trunk.

category
Otomotif

Automotive

body

Yamaha Grand Filano Hybrid-Connected resmi meluncur di
Indonesia, Selasa (17/1/2023) di Jakarta. Grand Filano di Indonesia
akan menemani Fazzio di segmen Classy Yamaha.  Secara desain,
Grand Filano bisa dibilang lebih fashionable daripada Fazzio yang
kental gaya ..

The Yamaha Grand Filano Hybrid-Connected was officially launched
in Indonesia on Tuesday, January 17, 2023, in Jakarta. In Indonesia,
the Grand Filano will join the Classy Yamaha segment alongside the
Fazzio. In terms of design, the Grand Filano can be considered more
fashionable compared to the Fazzio, which has ...

tags

grand filano, yamaha, yamaha grand filano, spesifikasi yamaha
grand filano, motor baru yamaha

grand filano, yamaha, yamaha grand filano,yamaha grand filano
specifications, new yamaha motorcycle

Main Article

Header / Navbar

List of Recommendation Articles

Fig. 2. Illustration of page layout and main article example.

Regarding the news dataset, we focus on several news
components to figure out their influence on the performance of
news recommendation systems. These components encompass
the title, abstract (short description), news body, category, and
subcategory. Furthermore, our primary research objective is to
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scrutinize the impact of news tags on the model. By examining
how each of these elements shapes the model’s performance,
we aim to gain valuable insights into the factors that drive
effective news recommendations. The statistical information
about the dataset summarized in Table I.

TABLE I. STATISTICAL INFORMATION ABOUT THE DATASET

Component Value
# User 34,053

# User Logs 181,875
# News 79,041

# Category 27
# Subcategory 148
Avg. Title Len. 10.40

Avg. Abstract Len. 16.80
Avg. Body Len. 371.22

Avg. Tags per Article 4.55

Fig. 3a, 3b, and 3c provide insights into the length distribu-
tions of news titles, abstracts, and bodies. Notably, news titles
exhibit a distinct pattern of being quite short, averaging only
10.4 words. In contrast, both news abstracts and bodies present
significantly longer text lengths, offering the potential for more
in-depth coverage of news content. This discrepancy in text
length underscores the value of incorporating diverse types of
news information, including titles, abstracts, and bodies. Such
integration enriches our comprehension of news articles by
providing a more comprehensive and nuanced perspective on
the content.
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Fig. 3. Statistics of News Dataset.

In contrast to the approach outlined in [41], our methodol-
ogy involves concatenating the news tags into a sentence or text
format. We then treat this combined text in the same manner
as other news information, such as the title and abstract. As
a result, we transform the tags into a textual format, enabling
them to be seamlessly integrated into the news content.

Our initial observations, as illustrated in Fig. 4, reveal an
interesting connection between the amount of text data and
the presence of words within news tags. With the expansion
of text data, there is a higher probability of encountering

shared words between the tags and other textual content. This
intriguing pattern suggests that even though news tags are
found within other news information, they can contribute to
a more comprehensive understanding of the article. This is
because the proportion of news tags included in other news
information remains relatively low. This highlights the poten-
tial significance of news tags in enriching news representation.
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Fig. 4. Percentage of tags information included in other news information.

B. Experiment Settings

In our study, we employed two pre-trained models of
word embedding, FastText and Glove. Additionally, we utilized
the feature-based approach of Indonesian BERT architecture
to generate more contextualized word embeddings. We re-
ported average results in terms of AUC, MRR, NDCG@5 and
NDCG@10. For the training objective, we primarily focus
on parameter tuning through minimizing cross-entropy loss
(with negative sampling) as the straightforward classification
objective [44].

C. Text Embedding Models

As part of our benchmarking process, we trained three word
embedding models—Word2Vec, Glove, and FastText—using
the Indonesian Wikipedia corpus extracted from the Indo4B
corpus [39]. Furthermore, we also trained a FastText model us-
ing the entire Indo4B corpus. For our BERT-based models, we
leveraged models from two distinct sources, namely indolem
[38] and indobert [39]. These pretrained BERT models played
a crucial role in our research, serving as integral components
in our investigations into text embeddings and their impact on
news recommendation systems.

D. News Recommendation Models

In this paper, we assess several C-AG models, each dis-
tinguished by their News Embedding (NE) component, which
essentially determines how they embed the clicked news arti-
cles: (1) The LSTUR [9], focuses on learning user represen-
tations using recurrent networks. In this model, a short-term

www.ijacsa.thesai.org 1224 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

user embedding is generated from the clicked news articles
using a Gated Recurrent Unit (GRU) [45]. This short-term
embedding is then combined with a long-term embedding,
which is constructed by initializing with random values and
fine-tuning it during training. In this research, we use two
types of LSTUR model which is LSTUR-con and LSTUR-
ini. (2) NAML [11] employs additive attention [46] to encode
users’ preferences. This means that NAML utilizes an attention
mechanism to capture and emphasize important aspects of a
user’s preferences when making recommendations. Addition-
ally, our primary focus for this experiment will be on NAML,
given its strong performance and adaptability, especially in
accommodating adjustments to the included news information
in the model. (3) NRMS [10] adopts a more intricate approach
to learn user representations. It employs a two-layer encoder,
consisting of multi-head self-attention [36] and additive atten-
tion. This design allows NRMS to capture and process user
information from different perspectives, potentially leading
to more comprehensive user representations for improved
recommendations. (4) TANR [12] propose a new encoder
that is trained to learn topic-aware news representations by
simultaneously training it on an auxiliary topic classification
task.

On the other hand, we examine one specific C-AW model
to gain insights into their performance and effectiveness. We
evaluate CAUM [13], there is a fusion of two key compo-
nents: A candidate-aware self-attention network, which is used
to model extensive connections among clicked news items
while taking into account the specific candidate news; and
a candidate-aware convolutional network (CNN) employed
to capture immediate user interests from nearby clicks, also
influenced by the content of the candidate news. Ultimately, the
user’s candidate-aware embedding is derived by considering
both the long-range and short-term representations.

IV. RESULTS & ANALYSIS

Table II shows evaluation of the NRS has produced di-
verse performance results across various testing scenarios.
These thorough assessments have uncovered valuable insights,
particularly highlighting the competitive performance of two
prominent models, NAML and CAUM, in terms of accuracy
and relevancy. However, a notable distinction emerges as
NAML demonstrates a significant advantage in terms of run-
time efficiency, notably surpassing the CAUM model in pro-
cessing speed. This unique combination of high performance
and reduced computational overhead presents a compelling
argument.

Using the NAML model as our main framework, we
conduct a more in-depth assessment of how news information
influences news representation and, consequently, its impact
on news recommendation model performance. The results are
shown in Table III. Our approach involves the independent
processing of various news text information and categories. We
merge these elements using an attention network, constructing
a holistic representation that encompasses the collective impact
of various news components. This method enables us to
systematically investigate the synergistic effects of diverse
news content on enhancing model performance.

Regarding news representation, the results in Table III
reveal a key insight: relying on a single source of news infor-

mation may not suffice for optimal representation. The notable
improvement lies in not depending solely on a single type of
news information but integrating various types, such as title,
abstract, and tags. This approach is suggested to potentially
result in better performance, emphasizing the need to leverage
the complementary aspects of diverse news components. By
incorporating a variety of information sources, the model can
achieve a more comprehensive and nuanced understanding
of news articles, ultimately improving the quality of news
representation.

title tags

Launched Tomorrow, Free Homecoming by
State-Owned Enterprises (BUMN) Can Be
Joined by 65,603 People

Free Homecoming, Homecoming Together with
BUMN

"The Glory" Director, Ahn Gil Ho, Denies
Being a Bully Perpetrator

"The Glory," "The Glory" Director, Director of "The
Glory" Bullying

(a) A User clicked news articles in a session

title tags

"APA", Female "Whisperer" of Mario Dandy
Who Claims AG Received Poor Treatment

from D

Mario Dandy Satrio, Mario Dandy Satrio Abuses
the Child of GP Ansor's Official, Who is the Figure
in the Mario Dandy Case, Who is the Figure,
Anastasya Pretya Amanda

Head of Makassar Customs Admits
Feeling Pressured

Head of Makassar Customs Andhi Pramono,
Head of Makassar Customs Clarified by the
Corruption Eradication Commission (KPK)

Not Present at the Scene, Former Girlfriend
of Mario Objects to Being Linked to D's

Assault

Mario Dandy Satrio, Mario Dandy Satrio Abuses
the Child of GP Ansor's Official, Mario Dandy
Case, Mario Dandy Breakup, Who is Mario
Dandy's Whisperer?

(b) Recommendation based on clicked news using tags

title tags

"APA", Female "Whisperer" of Mario Dandy
Who Claims AG Received Poor Treatment

from D

Mario Dandy Satrio, Mario Dandy Satrio Abuses
the Child of GP Ansor's Official, Who is the Figure
in the Mario Dandy Case, Who is the Figure,
Anastasya Pretya Amanda

Korean Dramas and Indian Films Share
Many Similarities, Here's the Explanation

India, Korea, Korean Drama, K-Drama, Indian Film

Ministry of Finance Holds 134 Tax Office
Employees Have Shares Registered in

Their Wives' Names

Ministry of Finance, Tax Office Employees, Tax
Office Employees Have Shares

(c) Recommendation based on clicked news without using tags

Fig. 5. Recommendation results by using and without news tags for the
same impression. The news clicked by the user in this impression is in blue

and bold.

Table III provides further insights, notably indicating a
significant improvement in model performance when news
tags are incorporated alongside the abstract as part of the
news information. This observation underscores the positive
impact of integrating news tags into the model, particularly
when combined with other textual elements like the abstract.
Such integration significantly increases the performance of the
NAML method by 0.88%, 3.11%, 5.86%, and 2.59% for AUC,
MRR, NDCG@5 and NDCG@10, respectively.

The example of the NAML model using and without tags
is illustrated in Fig. 5. Based on this example, it is evident
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TABLE II. THE PERFORMANCE ON VARIOUS NEWS RECOMMENDATION MODELS. SIGNIFICANT DIFFERENCES WITH RESPECT TO BASELINES
LSTUR/TANR/NRMS/CAUM ARE INDICATED USING †/ ‡ / ∗ /♢ FOR p < 0.05. RUN TIME IS REPRESENTED IN THE FORMAT HH:MM:SS

Methods AUC MRR nDCG@5 nDCG@10 Run Time
LSTUR-ini† 0.5064 0.1377 0.1131 0.1885 00:53:26
LSTUR-con‡ 0.5089 0.1426 0.1177 0.1939 00:53:05
TANR∗ 0.5038 0.1380 0.1136 0.1890 00:53:19
NRMS♦ 0.5266†‡∗ 0.1473†∗ 0.1273†‡∗ 0.2029†‡∗ 01:21:17
CAUM◦ 0.5378†‡∗♦ 0.1534†‡∗♦ 0.1345†‡∗♦ 0.2120†‡∗♦ 03:44:50
NAML 0.5375†‡∗♦ 0.1529†‡∗♦ 0.1354†‡∗♦ 0.2113†‡∗♦ 01:51:31◦

TABLE III. PERFORMANCE METRICS BEFORE AND AFTER ADDING THE NEWS TAGS. SIGNIFICANT DIFFERENCES ARE INDICATED USING † FOR p < 0.05
OR ‡ FOR p < 0.001.

News Information AUC MRR nDCG@5 nDCG@10
Title 0.5247 0.1450 0.1236 0.2001
Abstract 0.5073 0.1400 0.1165 0.1909
Content 0.5311 0.1495 0.1296 0.2062
Title + Category/Subcategory 0.5399 0.1522 0.1338 0.2109
Title + Abstract 0.5253 0.1489 0.1295 0.2041
Title + Content 0.5345 0.1500 0.1302 0.2081
Title + Category/Subcategory + Abstract 0.5359 0.1502 0.1316 0.2081
Title + Category/Subcategory + Content 0.5394 0.1542 0.1371 0.2129
Title + Abstract + Content 0.5357 0.1518 0.1322 0.2095
Title + Category/Subcategory + Abstract + Content 0.5366 0.1509 0.1314 0.2088
Title + Tags 0.5216 0.1420 0.1195 0.1963
Abstract + Tags 0.5273‡ 0.1503‡ 0.1323‡ 0.2059‡

Content + Tags 0.5317 0.1503 0.1314 0.2069
Title + Category/Subcategory + Tags 0.5389 0.1520 0.1337 0.2119
Title + Abstract + Tags 0.5248 0.1482 0.1288 0.2045
Title + Content + Tags 0.5273 0.1472 0.1253 0.2024
Title + Category/Subcategory + Abstract + Tags 0.5325 0.1506 0.1321 0.2085
Title + Category/Subcategory + Content + Tags 0.5415 0.1550 0.1379 0.2154
Title + Abstract + Content + Tags 0.5313 0.1499 0.1308 0.2066
Title + Category/Subcategory + Abstract + Content + Tags 0.5413† 0.1556† 0.1391† 0.2142†

that the model that incorporates news tags performs better in
terms of relevancy than the one that does not use tags. In
detail, when evaluating the top recommendations generated by
the model without incorporating tags, none of the suggested
articles align with user-clicked preferences. However, with
the inclusion of tags, the model’s recommendations exhibit a
notable improvement. Two out of the top three suggestions
are now articles that users have previously engaged with,
showcasing the effectiveness of integrating tags in refining the
recommendation outcomes.

TABLE IV. RESULTS ON DIFFERENT NUMBER OF CLICKED NEWS BY
USERS

N Clicked News AUC MRR nDCG@5 nDCG@10
1 0.5418 0.1561 0.1400 0.2160
5 0.5383 0.1516 0.1344 0.2104

10 0.5385 0.1544 0.1356 0.2130
20 0.5411 0.1533 0.1358 0.2132
50 0.5413 0.1556 0.1391 0.2142

The analysis of user interactions with news articles has
yielded consistent findings across varying levels of user en-
gagement with news content. These findings have been sum-
marized and are presented in Table IV. Surprisingly, users who
interact with only a few news articles demonstrate outcomes
comparable to those who engage with a more extensive col-
lection of articles. This intriguing observation suggests that
the specific selection of the last N news items may not
exert a substantial influence on the observed results. This
insight prompts further exploration into the dynamics of user
interactions and their impact on the recommendation process,
potentially leading to more refined and nuanced approaches to

personalizing news recommendations.

TABLE V. RESULTS ON DIFFERENT TEXT EMBEDDING

Embedding Model AUC MRR nDCG@5 nDCG@10
word2vec-wiki-id 0.5327 0.1515 0.1323 0.2086

glove-wiki-id 0.5378 0.1534 0.1345 0.2120
fastText-wiki-id 0.5355 0.1533 0.1344 0.2124
fastText-indo4b 0.5365 0.1551 0.1378 0.2120

indolem/indobert-base-uncased 0.5264 0.1499 0.1300 0.2053
indobenchmark/indobert-base 0.5354 0.1497 0.1302 0.2083
indobenchmark/indobert-large 0.5383 0.1530 0.1338 0.2123

In addition to this research, we undertook an in-depth
examination of different text embedding methods and their
performance when integrated into the NAML model. The com-
prehensive results of these evaluations can be found in Table V.
Our objective was to ascertain whether utilizing BERT-based
models, which have demonstrated remarkable capabilities in
various natural language processing tasks, would yield a sig-
nificant performance boost within the NAML method.

However, upon thorough analysis, our findings suggest
that the differences in performance between word embeddings
and BERT-based models are not statistically significant when
applied to the NAML model. In other words, the NAML
model does not exhibit a substantial improvement in recom-
mendation performance when integrated with BERT-based text
embeddings compared to more conventional word embeddings.
This emphasizes carefully choosing the right models and
text embedding methods when optimizing recommendation
systems.
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V. CONCLUSION

This research investigates the effectiveness of neural news
recommendation with attentive multi-view learning (NAML)
method to perform news recommendation in the Indonesian
language. We further propose to incorporate news tags infor-
mation into the NAML architecture in order to improve the
semantics of news representation, which is aimed at enhanc-
ing the Indonesian news recommendation system. According
to our experimental results, the NAML method can signifi-
cantly outperform some state-of-the-art neural models, such
as LSTUR, TANR, and NRMS, in Indonesian news recom-
mendation task. Although NAML demonstrates effectiveness
similar to the CAUM method, it maintains superiority in terms
of efficiency.

Furthermore, our investigation into news representation
underscores the significance of diversifying news informa-
tion sources. Combining multiple types of news data, rather
than relying solely on a single source, has shown promising
potential for enhancing model performance. Subsequently,
the incorporation of news tags into the NAML architecture
has demonstrated notable effectiveness, resulting in an en-
hancement of 3.11% for MRR and 5.86% for NDCG@5 in
recommendation system performance.

In addition, we conducted performance assessments of the
NAML model using various text embeddings. Upon initial
examination, it becomes evident that there’s no significant
improvement observed when utilizing different types of word
embedding as news representations, i.e., Word2Vec, FastText,
Glove, and IndoBERT. Lastly, our analysis of user interactions
with news articles, has unveiled intriguing findings regarding
user engagement levels and their influence on recommendation
outcomes. We found that users who interact with only a
few news articles demonstrate outcomes comparable to those
who engage with a more extensive collection of articles. This
insight encourages further exploration into personalized news
recommendation strategies, with the potential to refine and
tailor recommendations based on a deeper understanding of
user behaviors.

VI. FUTURE WORK

This study’s findings offer insights and several promis-
ing directions for future research aimed at enhancing news
recommendation systems. First, we can fine-tune the model
parameters using a contrastive learning objective, specifically
supervised contrastive loss. This approach can be employed to
improve the separation between clicked and not-clicked news
articles within the representation space. Second, it is potential
to explore the automatic extraction of entities from news
articles using NER (Named Entity Recognition) method as an
integral part of the news recommendation model process. This
approach can help uncover the relatedness of entities between
relevant and non-relevant news articles, providing valuable
context for improving recommendation robustness. Finally,
research in news recommendation systems should diversify be-
yond contextual user history, adopting different methodologies
for broader insights and improved system performance.
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Abstract—Telemedicine is the delivery of healthcare ser-
vices using telecommunication and information technologies. The
adoption of telemedicine has been promoted by advancements
in technology, increased accessibility to the Internet, and the
need for convenient and efficient healthcare delivery. Under-
standing the theoretical foundations of telemedicine adoption
among healthcare providers and patients is crucial for successful
acceptance and utilization. This systematic review aims to explore
the theoretical frameworks and models that have been widely
utilized to understand telemedicine adoption among healthcare
providers and patients. A systematic search was conducted across
two popular electronic databases, resulting in the inclusion of 21
relevant studies. The selected studies were analyzed to identify
the theoretical perspectives employed in telemedicine adoption
research. The key findings reveal that the Technology Acceptance
Model (TAM), the Unified Theory of Acceptance, and the Use of
Technology (UTAUT) model are the most widely models used
to illustrate the factors affecting telemedicine adoption among
healthcare providers and patients through different countries and
telemedicine contexts. Understanding these theoretical models is
crucial for policymakers and healthcare professionals as it can
provide insight into the key factors influencing the widespread
adoption of telemedicine. This knowledge can serve as a guidance
for crafting initiatives, and tailoring policies to promote the
successful acceptance and utilization of telemedicine among
providers and patients in diverse healthcare environments.

Keywords—Telemedicine; systematic review; technology accep-
tance model; adoption; telehealth; healthcare provider; patient

I. INTRODUCTION

The integration of Information and communication technol-
ogy (ICT) in healthcare systems has revolutionized the delivery
of healthcare services. Telemedicine, a branch of ICT, has
emerged as a promising approach for delivering care remotely,
overcoming distance barriers, enhancing clinical outcomes,
increasing patient engagement [1], and reducing costs [2], [3].
It can be used to provide a range of clinical services, includ-
ing consultations, diagnosis, treatment, monitoring, therapy
process, and exchange of medical information by using elec-
tronic communication tools such as video conferencing, phone
calls, or secure messaging [4]. Broadly, telemedicine includes
two different types of services which are: store and forward
(asynchronous), and real-time interactive (synchronous) [5],
[6]. Thus, telemedicine is an excellent opportunity for health
professionals to reach a wider community through remote
provision of healthcare services.

Telemedicine and telehealth are often used interchangeably,
but they have slightly different meanings [7]. Telemedicine
specifically refers to the remote delivery of clinical healthcare
services, while telehealth includes a broader scope of remote

healthcare services, including both clinical and non-clinical
aspects [4], [8]. Due to the inconsistent usage of the term
telemedicine in the studies, it becomes difficult to define it pre-
cisely in relation to other terms. Therefore, during the search
process, related terms like eHealth, mHealth, and telehealth
were also taken into consideration. The studies included in
the analysis focused on telemedicine as a means of providing
patient-centered healthcare services over long distances.

An increasing world population, especially the elderly,
[9] will require access to remote healthcare services, such
as that potentially offered by integrating telemedicine with
traditional healthcare practice. The COVID-19 pandemic has
significantly accelerated this trend of adopting telemedicine
[10]. With the pandemic forcing many people to stay at home,
the use of telemedicine has become even more necessary to
ensure that patients can continue to receive uninterrupted care.
Accordingly, telemedicine has become an essential component
of healthcare service delivery. Despite the great promise of
telemedicine, its actual use is insufficient and has not achieved
a prominent utilization outcome [11], [12]. The reasons behind
this are not only the technical aspect but also the human be-
havioral aspect [13]. Thus, the acceptance of technology plays
a crucial role in successfully implementing and consistently
using it and is considered a significant factor in ensuring the
effective implementation of IT systems.

Investigating the literature reveals a number of models
are useful in understanding individuals’ intentions to adopt
ICT [14]. Some of these models include the Technology
Acceptance Model (TAM) [15], [16], Unified Theory of Ac-
ceptance and Use of Technology (UTAUT) [17], Diffusion of
Innovations Theory (DOI) [18], Theory of Planned Behavior
(TPB) [19], Theory of Reasoned Action (TRA) [20], and
Health Belief Model (HBM) [21]. These models introduce
different factors that influence end users’ behavior to adopt
telemedicine. However, limited evidence exists regarding the
optimal theory or model for understanding the acceptance
of telemedicine in the realms of technology adoption and
acceptance.

While individual studies explore theoretical constructs as
predictors for telemedicine acceptance, there is a notable
absence of a comprehensive overview that systematically an-
alyzes these constructs, models, and factors influencing the
acceptance of various types of telemedicine. This evaluation
is essential from the standpoint of providers and patients, who
are pivotal users of the telemedicine system. Furthermore, the
authors of [22] and [23] pointed out the gap in knowledge,
emphasizing that existing models are limited in scope and
constrained by regional or national borders. Therefore, before
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suggesting a model to study telemedicine adoption, it is im-
portant to study systematically these models. Thus, this review
is conducted to provide a comprehensive overview of the
theories and models used to assess the behavioral intention in
adopting telemedicine among healthcare providers and patients
in different settings of telemedicine. The research will seek to
answer:

RQ1. Which adoption theories and models are widely
applied in the telemedicine context?

RQ2. What are the most prominent factors affecting
telemedicine technology adoption from the end user’s perspec-
tive in a different setting of telemedicine?

The rest of the paper is organized as follows: the study
methods and materials are discussed in Section II, followed
by Section III detailing our results. Finally, the discussion in
Section IV is succeeded by an exploration of future research
directions and limitations, followed by the conclusion in Sec-
tion V.

II. MATERIALS AND METHODS

A. Search Strategy

This systematic review was conducted based on the Pre-
ferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) guidelines to ensure a systematic and
transparent review process [24]. Two popular academic
databases, including Scopus and PubMed, were selected to col-
lect relevant studies published in the last decade (between 2012
and 2023) and available in English or Arabic languages. The
Population, Intervention, Comparison, Outcome, and Study
design (PICOS) framework was applied to establish the in-
clusion and exclusion criteria for the review [25] (see Table
I). The inclusion criteria encompassed studies focusing on
telemedicine adoption theories and models among healthcare
providers and patients. The search terms used a combination of
PICOS components and were refined using Boolean operators.
The search was conducted in March 2023. A specific search
string can be found in Appendix 1.

TABLE I. INCLUSION AND EXCLUSION CRITERIA

Inclusion criteria Exclusion criteria

Population Patients, healthcare providers,
nurses.

Not patient, not healthcare
provider, not nurse.

Intervention Telemedicine Not telemedicine, no clinical
services delivered to patients,
no interaction with healthcare
providers.

Outcome Behavioral intention in adop-
tion and acceptance of tech-
nologies

Not based on theory, no adop-
tion or acceptance.

Study design studies published in English
or Arabic language,full text
access.

Reviews, studies not pub-
lished in English or Arabic
language.

B. Search Result

The result of searching selected databases initially yielded
3,753 articles through electronic searches. In addition, man-
ual searching yielded five articles from other sources. After
removing duplicates and screening titles and abstracts, 230
articles were selected for full-text review. Finally, a total of

21 articles, meeting our inclusion criteria, were chosen for in-
depth analysis. Fig. 1 displays the PRISMA flow diagram for
the search and selection process.

C. Data Extraction and Organization

Data from the included studies were extracted using a
standardized form (see Table II). The extracted data included
study characteristics (e.g., authors, year of publication, journal,
the country where the study was conducted), theoretical frame-
works employed, study design, population target, sample size,
key constructors affecting telemedicine adoption in different
contexts, and type of statistical analysis used in the study.
The findings were summarized to fulfill the review’s objectives
by focusing on identified theories and their constructs in un-
derstanding telemedicine adoption among healthcare providers
and patients.

TABLE II. DATA EXTRACTION FORM

Data Extraction Description

Study ID Identifier of the study.
Title Title of the study.
Author/s Author/s name.
Year Year of the publication.
Journal Published Journal.
Country Country/place where the research conducted.
Telemedicine application Type of Telemedicine application.
Theory/Model Type of theory/model used in the study.
Data collection Design Method used to collect data.
Population Focus The target of research participants.
Population Sampling Number of research participants.
Components of theory/model Constructor used to build theory/model.
Moderator components A variable that influences the presence of a

relationship between variables.
Statistical Analysis type Type of analysis used to obtain the result.

D. Quality of the Studies

A quality assessment checklist is essential for evaluat-
ing the methodological rigor and reliability of studies [26].
The quality assessment checklist of the included studies was
adapted from [27] and includes five items, as presented in
Table III. This checklist uses a 3-point scale where (1=Yes,
0.5=Partly, 0=No). The results of the quality assessment can be
found in Appendix 2. Generally, all the included studies scored
high in quality and passed the quality assessment, allowing us
to proceed to the next step, which is analysis.

TABLE III. QUALITY ASSESSMENT QUESTIONS

No. Question

1 Is the study related to telemedicine adoption and its application?
2 Does the study use adoption theories or models?
3 Does the study explicitly present the research methodology?
4 Does the data collection procedure outline in the study?
5 Are the study findings clearly presented and added to the literature?

III. RESULTS

A. Characteristics of Included Studies

After reviewing studies from the last decade, the number
of publications remained limited, with only a few studies until
2018. It was in that year when there was a noticeable surge in
interest regarding telemedicine adoption, a trend that continued
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Fig. 1. The PRISMA flow diagram of studies search and selection.
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during and beyond the COVID-19 pandemic. Fig. 2 illustrates
the growth of publications over the last decade.

Fig. 2. Number of articles published by year.

As previously mentioned, various frameworks, theoretical
models, and their extensions have been developed to com-
prehend user intentions for adopting ICT, particularly in the
context of telemedicine. Among the 21 studies included in the
review, TAM and UTAUT with their extension were identified
to be the highest models used compared to others. As shown
in Fig. 3, the TAM model and its extension were used 13
times, UTAUT was used nine times, TPB six times, HBM four
times, DOI three times, and the remaining models were used
only once. This diversity of models reflects the complexity of
telemedicine adoption process and underscores the importance
of a different approach to understanding users’ attitude toward
this innovation.

The distribution of countries related to the included
telemedicine studies varies. Developed countries contributed
the most, with 14 studies, in contrast to developing countries,
which had 6 studies. The USA had the highest number of
studies, with 4, followed by Australia with 3 studies. Each of
the following countries Netherlands, Canada, and Germany had
2 studies, while France had only one. In developing countries,
China had 2 studies, whereas the remaining countries, includ-
ing the Philippines, Malaysia, India, and Saudi Arabia, had
one study each. This international diversity in research reflects
the global significance and varied perspectives on telemedicine
adoption especially in the developing countries.

In terms of research design, most of the studies relied
on quantitative methodologies. One study employed a mixed-
method approach, while 5 studies utilized qualitative research
methods, including interviews (4 studies) and focus groups
(1 study). There is a round balancing between publications
focused on patients (12 studies) and those directed to providers
(9 studies), covering a wide array of telemedicine applications.
Details of the most important extracted data from these studies
are presented in Table IV. For the complete set of extracted
data, please refer to Appendix 3.

B. Telemedicine Applications

Telemedicine has a wide range of applications that are
transforming the way healthcare services are accessed and
delivered worldwide. Remote consultations, telerehabilitation,
remote monitoring, mental health services, tele palliative care,
teledermoscopy services, and teleneurology are examples of
telemedicine applications that were covered and analyzed in
the included studies. Among the included studies, a total of
5 studies focused on telemedicine services in general [13],

Fig. 3. Frequency of theories and models used to explain the adoption of
telemedicine.

[28]–[31], and the other 5 studies on telemonitoring [32]–
[36]. A total of 3 studies were dedicated to remote mental
health services - Telepsychotherapy [37]–[39], while 4 studies
centered around telerehabilitation [40], [41], and tele palliative
care [42], [43], each with 2 studies. The remaining studies
were designed for teleneurology [44], teledermoscopy [45],
teleconsultations [46], and group-based telemedicine [47], each
with one study. Telemedicine is reshaping the landscape of
healthcare, with a diverse array of applications that have been
examined in recent studies.

Each application of telemedicine has its own factors that
may influence its users’ intentions, whether for the patient or
provider. According to the analysis of the studies [13], [32]–
[34], [39], [43], [45], [47], the most important factors shared
by most studies of telemedicine applications are perceived
usefulness and ease of use, which are key determinants of
users’ attitudes and behavioral intentions for the TAM model.
This indicates that telemedicine applications that are easy to
understand and bring desired benefits as needed have a higher
chance of influencing user behavior to adopt the applications
[13], [28], [35].

Other significant factors repeated in most studies are social
influence and facilitating conditions from the UTAUT model.
The literature highlighted that social influence is a significant
predictor because the opinions of colleagues for providers and
family or friends of patients strongly influence user behavior.
Additionally, the availability of technological and organiza-
tional support shows a positive connection with usefulness
and ease to use the technology [48], [49], thus, it has a better
chance of influencing user behavior to adopt telemedicine. For
an overview of the factors affecting each telemedicine appli-
cation among healthcare providers and patients, see Appendix
4.

C. Overview of Telemedicine Adoption Factors

Telemedicine adoption is influenced by numerous factors,
which are rooted in various theoretical frameworks to adopt the
technology. Although some factors are synonyms to each other
for example, insecure and perceived risk, it has been classified
and counted its frequencies based on the identical general
terminology (have the same meaning with different terms).
These factors have been categorized into 5 groups, adapted
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TABLE IV. MOST IMPORTANT EXTRACTED DATA FOR THE INCLUDED STUDIES

Study Year Country Data collection method Theory/Model Constructs

Patient

[28] 2020 KSA survey UTAUT, TTF Awareness, Self-efficacy, Performance Expectancy, Effort Expectancy,
Social Influence, Facilitating Condition, TTF

[37] 2022 USA survey UTAUT, TAM3, TPB Performance Expectancy, Effort Expectancy, Social Influence, Facili-
tating Condition, Anxiety, Attitude

[29] 2021 China survey - Trust the sponsor of a healthcare website, Gender, Age, Educational
level, City Income level, Consumer type

[45] 2016 Australia survey TAM, TRA, DOI, UTAUT Perceived Usefulness, Ease of Use, Trust, Attitude/intention, Subjec-
tive Norm, Compatibility, Facilitator

[40] 2019 Netherlands interview UTAU Performance Expectancy, Effort Expectancy, Social Influence, Facili-
tating Condition

[30] 2023 India survey Push-Pull Mooring(PPM),
HBM,UTAUT2

Push Effects (Inconvenience and Perceived Healthcare Risk), Pull
Effects (Opportunity for alternatives and Ubiquitous care) , Mooring
effects (Trust in telemedicine) , Inertia (Habit, Switching Cost).

[46] 2023 Germany survey UTAU, External variables Performance Expectancy, Effort Expectancy, Social Influence, Com-
puter Proficiency, Knowledge about digital health care solutions
(Awareness), Depressive symptoms.

[33] 2023 USA survey TAM Perceived Usefulness, Ease of Use.

[47] 2019 USA mixed method TRAM, External variables Perceived Usefulness, Ease of Use, Innovativeness, Optimism, Dis-
comfort, Insecurity, Group readiness, HIV-related privacy concerns.

[34] 2019 USA interview FITT, UTAUT2,TAM, TAM3 Fit between individuals and task: (Motivation/ Engagement, Self-
efficacy ) Fit between individuals and technology: (Preference for
device design, HIV status, Customized alert ,Ease of use) Fit between
task and technology: (System functionality, Self-awareness).

[35] 2021 France survey UTAUT,HBM, UTAUT2 Performance Expectancy, Effort Expectancy, Social Influence, Facili-
tating Condition, Perceived risk, Financial cost

[36] 2021 Not mentioned survey TAM, TPB, TAM3,HBM Interpersonal Influence, Personal Innovativeness, Trustworthi-
ness,Attitude ,Self-efficacy, Health Interest ,Perceived Value.

Healthcare Provider

[32] 2021 Australia survey TAM, TPB Perceived Usefulness, Ease of Use, Attitude.

[39] 2013 Canada survey TAM, TPB Perceived Usefulness, Ease of Use, Attitude.

[38] 2020 Germany Interview/focus group DOI, External variables Perceived benefit, Avaliability of designed room.

[42] 2022 Netherlands survey UTAUT,TPB,TAM3,DOI Outcome expectancy, Effort expectancy, Facilitating Condition,Social
Influence, Attitude, Anxiety, Self-efficacy,Personal Innovativeness.

[41] 2020 Australia interview TAM,HBM,External variables Context of use,Perceived Benefits,Technical and connectivity is-
sues Client capability and compatibility,Lack of physical pres-
ence,Balancing the service and user needs.

[31] 2017 China survey - Authenticity and reliability of data, Awareness, Previous experience.

[44] 2022 Philippine survey UTAUT, TPB Performance Expectancy, Effort Expectancy, Social Influence, Facili-
tating Conditions, Attitude.

[13] 2014 Malaysia survey UTAUT, TAM, TPB,TAM3,
External variables

Perceived Usefulness, Perceived Ease of Use, Attitude, Self-efficacy,
Organizational Culture, Facilitating Conditions.

[43] 2020 Canada interview TAM Perceived Usefulness, Perceived Ease of Use.
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from [27], to study the adoption of telemedicine among
healthcare providers and patients. These categories include
individual factors, organizational factors, technological factors,
security factors, and health factors. The following sections will
discuss the factors of each category separately. Fig. 4 shows
the factors influencing healthcare providers and patients based
on the aforementioned classifications. The results show that,
individual factors play a vital role in the successful adoption
of telemedicine for both providers and patients as it occupied
around half of the percentages among other factors. Addition-
ally, technological, and organizational factors are considered
more important for providers than patients.

Fig. 4. Classify factors affecting the adoption of telemedicine from
(A) provider’s perspective. (B) patient’s perspective.

1) Individual Factors: As a definition, individual factors
refer to the personal attributes, beliefs, attitudes, and charac-
teristics of an individual that influence their decision to accept,
adopt, or resist the use of new technology [50]. Individual fac-
tors for telemedicine adoption represented 45% for providers
and around half for patients. Fig. 5 summarizes the individual
factors and analyzes their frequencies based on the number
of using them in the included studies from both providers’
and patients’ perspectives. The findings of the analysis showed
that social influence is the most important factor influencing
patients which was repeated 6 times [28], [35], [37], [40],
[45], [46]. The second most important factor is attitude, which
was repeated 3 times [36], [37], [45], followed by personal
innovativeness [36], [47], self-efficacy [34], [36], awareness
[28], [46], and habit [30], [40], each of which was repeated
2 times. Furthermore, the remaining set of factors include
group readiness [47], optimism [47], motivation, engagement
[34], compatibility [45], and other demographic characteristics
such as age, gender [29], [35], computer skills, education,
and socioeconomic status [29], [34], [46], each of which was
mentioned only once. Finally, the lack of control of technology
was mentioned in one study as a barrier [47].

Contradictory to that, the most important factor influencing
providers is the attitude which was mentioned 5 times [13],
[32], [39], [42], [44]. Other important factors were repeated
2 times including social influence [42], [44], self-efficacy
[13], [42], and experience [31], [44]. Additionally, personal
innovativeness [42], awareness [31], voluntariness [44], and
client capabilities [41] factors were mentioned one time for
each as a success predictor. However, anxiety [42] and lack
of physical presence [41] were reported once for each as
barriers.In summary, the analysis of individual factors affecting
telemedicine adoption reveals that social influence and attitude
are key drivers for patients, while providers are primarily
influenced by their attitude.

Fig. 5. Individual factors that influence the adoption of telemedicine for
providers and patients.

2) Organizational Factors: Organizational factors refer to
the various aspects and characteristics within healthcare in-
stitutions that influence the overall organization’s operations,
performance, efficiency, and quality of care provided. These
characteristics including as examples infrastructure, resource
allocation, and training programs [51].The review showed that
the facilitating conditions factor is the significant facilitator for
adopting telemedicine where it was repeated in the included
studies 3 times for providers [13], [42], [44] and 5 times
for patients [28], [35], [37], [40], [45]. Government policy,
top management support, project team capacity, and external
suppliers’ capacity are examples of the facilitators mentioned
in the included studies from the providers’ perspective whereas
technical and connectivity issues were mentioned as barriers
for patients.

Another important factor for patients was the type of the
hospital which was mentioned once [29]. On the other hand,
the organizational culture factor influences providers’ intention
to adopt telemedicine and it was mentioned once in the in-
cluded studies [13]. It is noteworthy that, the culture and values
within an organization can either facilitate or hinder technology
adoption and that rely on reinforcement of the top management
of the organization and its policies to the adaptability, change,
and support the innovation through the use of technology [13],
[52]. Additionally, the findings of one study confirmed that
patients tend to trust public hospitals more than private ones,
thus affecting their intention to adopt telemedicine services
provided by these hospitals [29]. In summary, organizational
factors including facilitating conditions, government policy,
and organizational culture shape the adoption of telemedicine
in healthcare institutions.

3) Technological Factors: The technological factors for
telemedicine adoption represented 41% for providers and 30%
for patients. It refers to the technological components and
considerations in the design, implementation, communication
infrastructure, and related technologies that enable the delivery
of remote healthcare. As shown in Fig. 6, the most common
factors for patients were effort expectancy and performance
expectancy [28], [35], [37], [40], [46], which were derived
from the UTAUT model. They were mentioned in the included
studies 5 times each. Other important factors that influenced
the patients were perceived usefulness and ease to use [33],

www.ijacsa.thesai.org 1235 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

[45], [47] which stem from the TAM model, and they were
repeated 3 times for each. Task technology fit (TTF) and cost
were also considered factors for patients which were repeated
2 times each. The remaining set of factors was repeated
once in the included studies including perceived benefit [36],
availability of the service [30], system functionality [34],
customizing the functionality of the device [34], and computer
proficiency [46].

Fig. 6. Technological factors that influence the adoption of telemedicine for
providers and patients.

In contrast, the most important factors for providers were
perceived usefulness and ease to use which were mentioned
3 times [32], [39], [43]. Indeed, when the providers find
telemedicine user-friendly and help them to improve their
work with less effort then, they are more likely to integrate
telemedicine into their practice and adopt it. Furthermore,
other important factors from the providers’ perspective were
effort expectancy [42], [44] and perceived benefit [38], [41]
were mentioned 2 times for each factor. Finally, performance
expectancy [44], balancing the service and users’ need [41],
outcome expectancy [42], and availability of designed room
[38] were facilitators that influenced the adoption and they
were repeated once for each factor. In discussing the per-
ceived benefits of telemedicine, the literature highlights that
it offers a wide range of benefits that positively impact their
practice, patient care, and overall healthcare delivery. These
benefits contribute to improved efficiency of time and cost,
help patients access support, and enhance the quality of care
[38], [41], [53]. In summary, the adoption of telemedicine is
significantly influenced by various technological factors that
differ between providers and patients, with both groups placing
a strong emphasis on the ease of use and perceived usefulness.

4) Security Factors: The security factors related to
telemedicine adoption represented 5% for each provider and
patient. It is defined as the level of protection and assurance
that healthcare providers and patients have regarding the con-
fidentiality, integrity, and availability of sensitive information
and data transmitted, stored, or accessed during telemedicine
interactions [54]. The most important security factor from the
providers’ perspective is the authenticity and reliability of data
from remote patient monitoring, and it serves as a barrier that
negatively influences telemedicine adoption [31]. Whereas the
patients’ behavioral intention was influenced by two factors:
perceived trust and perceived risk which were repeated in the
included studies four and two times respectively. The perceived

trust ranges between privacy [47], trust in general [36], trust in
the organization [29] and trust in telemedicine [45]. Moreover,
the included studies identify the perceived risk in the context
of losing to reach the desired outcome when using technology
as it may not work properly [35], [47]. So, all security factors
are considered barriers. This is due to the sensitive nature of
healthcare data and the potential risks associated with remote
communication and data exchange.

5) Health Factors: The factors related to health are likely
to influence the behavioral intention of patients just, and it
represented 11% among other factors. As it was defined,
health factors refer to both the benefits and challenges that
telemedicine brings to the healthcare landscape [55]. Health
interests, perceived health risks, health conditions, and depres-
sive symptoms are factors identified in the included studies
once for each factor. The perceived health risk associated
with telemedicine includes risk management, human resource,
clinical risk, technology risk, and regulatory issues [30]. With
regard to health interests, when individuals have a strong
interest in maintaining their health and accessing healthcare
services, they are more likely to adopt telemedicine as a
convenient and accessible option [36]. Moreover, people with
depressive symptoms are more likely to seek for professional
treatment as telemedicine gives the option to receive treat-
ment from home thus, adopting and accepting care through
telemedicine [46].

IV. DISCUSSION

Studying the behavioral intention of end users to adopt
telemedicine has attracted research attention recently. The
reasons behind that are the importance of understanding user
perspectives, predicting adoption rates, and designing effective
strategies to promote telemedicine adoption. By taking users’
intentions and preferences into account, healthcare organi-
zations can foster a positive telemedicine experience and
maximize the potential benefits of this innovative healthcare
delivery method.

The fundamental goal of this review is to summarize the
different factors based on various acceptance theories that
might influence healthcare providers and patients to adopt
telemedicine through different applications. The findings of
the review showed that the TAM and UTAUT models are the
most important models in adopting and accepting telemedicine.
This result is consistent with the study conducted to evaluate
the different acceptance models and theories in the healthcare
sector [56]. From a user-centered perspective, it has been
noticed that the UTAUT model was used more frequently by
patients than by providers to explain telemedicine acceptance.
This is due to its inclusion of variables associated with social
influence, which is likely to be more important for patients than
for providers. In contrast, the TAM model was used for inves-
tigating the acceptance of providers more than for patients.
As it was mentioned earlier, the functional characteristics of
the technology to be free of effort and compatible with the
desired need are good determinants for adopting telemedicine
by users.

Furthermore, it has been found that some studies use a
single theoretical model [33], [40], [43], while others use
more than one model [13], [28], [32], [34]–[37], [42], [44],
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[45]. Although the TAM and UTAUT are the based models
in most literature as it was mentioned above, other factors
from different models were integrated with them to represent
the acceptance in different contexts. TRA, TPB, DOI, HBM,
and TTF are the models that were integrated parts of their
predictors with the based model. According to Barrettee, it is
useful to combine more than one model as each model focuses
on different aspects of technology adoption, such as individual
perceptions, organizational factors, or external influences. By
combining multiple models, researchers can obtain a holistic
view of the adoption process, considering various factors that
may influence technology acceptance [57].

Another important factor integrated with the base model
in 4 studies is perceived trust [29], [30], [36], [45]. It
was observed to be essential for patients to accept modern
healthcare delivery. Accordingly, healthcare organizations and
telemedicine providers must proactively address trust-related
concerns and demonstrate a commitment to maintaining the
highest standards of security, privacy, and quality care delivery.
Building and maintaining trust in telemedicine services are key
to establishing a sustainable and patient-centric approach to
modern healthcare delivery. One of the most important factors
added to the base model in 8 studies [13], [32], [36], [37],
[39], [42], [44], [45] is attitude from TPB model. The TPB
model suggests that an individual’s attitude toward a specific
behavior strongly influences their intention to perform that
behavior [19]. This implies that a positive attitude toward using
telemedicine services is likely to promote its adoption among
healthcare providers and patients. So, if individuals believe
that telemedicine is eased to use and offers tangible benefits,
such as convenience, improved access to care, improve work
efficiency, and time savings, they are more likely to have a
positive attitude toward its adoption [13], [32].

Additionally, the findings revealed that self-efficacy signif-
icantly influences adoption. It refers to an individual’s belief
in their ability to use technology effectively [36]. As stated
by Bandura in his social cognitive theory [58], individuals’
behaviors are influenced by their own capabilities to perform
a particular task. So, patients with high self-efficacy are more
likely to actively engage and accept telemedicine to receive
healthcare. Besides that, self-efficacy can influence the health-
care providers’ willingness to adopt and integrate telemedicine
into their practice, where high self- efficacy makes them feel
more confident in their ability to use virtual communication
tools, maintain patient engagement, and conduct remote con-
sultations and treatment effectively [42], [59].

The review also explored different key factors that were
extensively employed in the included literature with the base
models to understand the acceptance including awareness,
innovativeness, and habit. According to Chen et al. [31] , users
with positive attitudes toward telemedicine reflect their great
awareness of service benefits. Consequently, there is a direct
relationship between users’ awareness and their attitude, and
thus their intention toward adopting telemedicine. Moreover,
it is has found that innovativeness as a perceived advantage
makes healthcare more accessible and efficient for a broader
population [42], [47]. As a result, it improves the quality of
healthcare delivery and maximizes patient engagement then its
adoption. Regarding habit, authors in [30], and [40] indicate
that building positive habits around telemedicine usage is

crucial for its widespread adoption and long-term success.
Consequently, telemedicine can become an established and
habitual part of modern healthcare practices by addressing any
barriers related to usability, trust, convenience, and positive
outcomes.

A. Limitations and Future Research

The review has a few limitations, which gives an op-
portunity for further research. First, this review used only
two databases for retrieving relevant studies. Including more
databases could lead to richer results. Additionally, language
bias could affect the results, papers not published in English
or Arabic language were excluded. Third, the focus of the
population in the included studies is for patients and healthcare
providers including physicians and nurses. Future studies are
encouraged to encompass different sets of the individual such
as administrators, and health professionals as it may lead to
in-depth knowledge and a full picture of the adoption process.

V. CONCLUSION

Telemedicine is an evolving field of healthcare that has
revolutionized the way patients receive medical attention re-
motely. This systematic literature review identified the theoret-
ical constructs associated with end-user adoption and accep-
tance of telemedicine. When reviewing included studies, it is
obvious that TAM and UTAUT are the most widely technology
acceptance models applied to the telemedicine context. Addi-
tionally, the constructs of TAM and UTAUT models were the
most deployed factors to evaluate the acceptance and adoption
of telemedicine. Adding to that other factors were integrated
with the previous constructs including, attitude, self-efficacy,
perceived trust, innovativeness, and habit.

Existing studies include various applications of
telemedicine. Teleconsultations, telerehabilitation,
telemonitoring, telepsychotherapy, tele palliative care,
teledermoscopy services, and teleneurology are some
examples of applications that are covered in this review.
While some factors apply to all applications of telemedicine,
others are validated to specific applications. Therefore,
understanding the nuanced factors that impact the success
of telemedicine in diverse healthcare contexts is crucial for
optimizing patient care and healthcare delivery.

The review provided a classification analysis of the fac-
tors that influence telemedicine adoption among healthcare
providers and patients. These categories include individual,
organizational, technological, security, and health factors. In
general, it has been noticed that individual factors occupied the
largest percentage among other factors for both providers and
patients. Social influence and attitude are the most significant
factors at the individual level. At the organizational level,
facilitating conditions is an essential factor for telemedicine
adoption by both parties’ providers and patients. Further-
more, perceived usefulness, ease of use, effort expectancy,
and performance expectancy are important influencers at the
technological level. Besides that, perceived trust was found to
be a significant factor at the security level. Finally, at the health
level, health interests, perceived health risks, health conditions,
and depressive symptoms were identified to influence the
patients’ intention to adopt telemedicine.
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The results of this review can provide insights to pol-
icymakers and healthcare organizations on the factors that
influence end-user behavioral intention to adopt the mod-
ern healthcare delivery method. Understanding these factors
is pivotal in crafting effective strategies for the widespread
implementation of telemedicine. Moreover, recognizing the
unique individual characteristics of end-users, such as their
technological proficiency, awareness, and subjective norms, is
essential. Tailoring telemedicine initiatives to meet the specific
needs of diverse patient populations can significantly enhance
the acceptance and utilization of this innovative approach to
healthcare delivery. By acknowledging and accommodating
these individual differences, healthcare systems can maximize
the potential benefits of telemedicine, leading to improved
patient outcomes and more efficient healthcare services.
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Abstract—Multispectral pedestrian detection has wide ap-
plications in fields such as autonomous driving and intelli-
gent surveillance. Mining complementary information between
modalities is one of the most effective approaches to improve
the performance of multispectral pedestrian detection. However,
the inevitable introduction of redundant information between
modalities during the fusion process leads to feature degradation.
To address this challenge, we propose a multiscale differen-
tial fusion algorithm that leverages complementary information
between modalities to suppress feature degradation caused by
noise propagation along the network. We compare our algorithm
with other cross-modal fusion pedestrian detection algorithms on
the LLVIP and cleaned KAIST datasets. Experimental results
demonstrate that our algorithm outperforms others, particularly
in nighttime scenes where our algorithm achieves a 7.28%
improvement in recall rate compared to the baseline on the
cleaned KAIST dataset.

Keywords—Pedestrian detection; multispectral pedestrian detec-
tion; attention mechanism; cross-modal fusion.

I. INTRODUCTION

Pedestrian detection plays an important role in autonomous
driving systems. In well-illuminated conditions, pedestrian
detection achieves high precision. In poor lighting conditions,
the appearance of pedestrians becomes blurred. Obstacles,
overlapping figures, and varying distances contribute to these
differences. As a result, nighttime pedestrian detection cur-
rently faces significant challenges [1].

Many advanced algorithms based on visible light images
achieve notable performance improvements. Recent studies
involving these images have validated their effectiveness,
including in nighttime environments [2]. Due to the poor
quality of nighttime visible light images, deep convolutional
neural networks struggle to learn effective features. Image
enhancement techniques show remarkable performance in en-
hancing the contrast between the foreground and background
of an image. Some studies utilize enhanced image for feature
extraction [3]. However, the majority of machine vision and
deep learning models tend to perform poorly in highly chal-
lenging low-light scenarios [4]. Infrared images can highlight
the thermal radiation characteristics of target objects, allowing
for the capture of details such as human contours. Therefore,
it possesses unique advantages in scenarios with insufficient
lighting, adverse weather conditions, or concealed surveillance.

Despite the significant advantages of multimodal input
data, effectively fusing information between modalities has
become the core challenge and focus of algorithmic research.

Li [5] et al. compared six fusion architectures which in-
tegrate color and thermal modalities at different position.
Based on different fusion stages, it can be classified into
early fusion, halfway fusion, and late fusion. Late fusion is
currently the more commonly employed method, capable of
mitigating the influence of modality and feature misalignment.
However, it encounters challenges in network convergence and
high computational complexity. We observed that discussions
rarely address both the redundancy and complementarity of
modalities. Crucially, the spread of redundant information can
have detrimental effects in networks. This paper focuses on
examining and mitigating these negative impacts by leveraging
differential information of modalities in the backbone network
to reduce redundancy.

The Non-Local neural network (Non-Local) [6] enhances
inputs by calculating similarity in the channel direction. We
conjecture that constructing an attention map by calculat-
ing similarity between pedestrian features could effectively
allocate increased attention to those with blurred character-
istics. In multispectral scenarios, there also exists a certain
level of correlation both between channel dimensions and
between spatial dimensions. Therefore, this paper proposes
a dual-branch attention mechanism, named Dual Non-Local,
which is based on both channel and spatial information. It
establishes long-range dependencies between channels and
spaces. Simultaneously, we utilize bright channel prior (BCP)
algorithm to address low-light image compensation issues, and
employ a multiscale feature fusion module to integrate visible
and infrared modalities. Our work achieves superior results
compared to some methods on the public available datasets
KAIST and LLVIP.

We summarize the contributions of our work as follows:

1) A novel fusion approach is proposed for mining
complementarity and reducing feature degradation.
This technique involves the cross-fusion of comple-
mentary information from different modalities within
the backbone network. The outputs of the backbone
network for each modality is effectively integrated
through this method.

2) A dual-branch attention mechanism based on channel
and spatial attention. We embed positional informa-
tion into attention map, and reduced the compu-
tational complexity of spatial attention. Ultimately,
we build a dual-branch 3D attention mechanism that
collaborates between spatial and channel dimensions.
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II. RELATED WORK

A. Pedestrian Detection

Pedestrian detection has high practical value in various
applications, eg., autonomous driving and video surveillance.
It receives extensive research attention in the field of com-
puter vision. Pedestrian detection has undergone a significant
transformation from handcrafted features to depending on deep
convolutional networks for feature extraction [7]. Based on
channel features or Deformable Part Models (DPM), there are
two approaches to pedestrian detection that rely on handcrafted
features. In 2009, P. Dollar et al. offered a fresh approach
Integral Channel Features (ICF) [8], which utilized integral
images for rapid feature computation. By combining channel
feature pyramids with a cascaded classifier, they achieved
faster detection results. ICF was the basis of channel features.
Filtered Channel Features (FCF) [9] was optimization methods
derived from ICF. Conventional algorithms were contingent
upon manual design and frequently yielded diminished levels
of detection accuracy. With Convolutional Neural Networks
(CNNs) demonstrating outstanding feature extraction capabili-
ties across various object detection tasks, pedestrian detection
methods focused on leveraging deep learning techniques to
enhance detection performance recently. The emergence of
single-stage and two-stage algorithms, such as Faster R-CNN
[10], [11], was a substantial potential for advancing accuracy
and speed in pedestrian detection. Once in all weather condi-
tions, especially during nighttime scenes, visible-light-based
detection methods struggle to be effective. Simultaneously,
infrared images complements visible light images, enabling the
capture of pedestrian contours even in nighttime conditions.
Detecting pedestrians in all weather conditions using multi-
spectral images of color-thermal pairs has become a research
hotspot.

B. Multispectral Pedestrian Detection

Effectively integrating infrared and visible light modali-
ties is a challenging problem. In 2015, Hwang [12] et al.
collected multispectral datasets, KAIST. The authors pro-
posed the multispectral Aggregated Channel Features (ACF)
method, incorporating intensity and gradient information from
the thermal channel as additional channel information. An
increasing number of multispectral pedestrian detection al-
gorithms emerged based on this dataset. Liu [13] confirmed
that multimodal pedestrian detection outperforms single-modal
detection in terms of performance. Liu also investigated four
fusion architectures: early fusion, mid-fusion, late fusion, and
confidence fusion. They concluded that halfway fusion is
the most effective fusion architecture. Inspired by Faster R-
CNN, Konig [14] et al. proposed an effective multispectral
RPN (Region Proposal Network)+BDT (Enhanced Decision
Tree) model. In addition to investigating the fusion stages of
multispectral images, another research approach involved using
an illumination-aware network to weight the two modalities.
Illumination-aware Faster R-CNN (IAF R-CNN) [5] intro-
duced an illumination-weighting mechanism, forming a unified
detection framework with separate subnetworks for visible
light and infrared, along with a weighting layer. That means
in low-light conditions, the network emphasized the features
learned from the infrared sub network. In well-illuminated
conditions, it focused on the visible light subnetwork. Our

work is closely related to the conclusions drawn in [14]. We
employed YOLOv7 [15] as our baseline and investigated the
positive impact of low-light image enhancement techniques on
the performance of multispectral pedestrian detection.

C. Attention Mechanism

In deep learning, the attention mechanism emulates the
human visual and cognitive system, enabling neural networks
to focus attention on relevant parts. Due to its outstanding
performance, the attention mechanism is widely utilized in
machine vision. Squeeze-and-Excitation Networks (SENet)
[16] achieved adaptive channel-wise feature recalibration by
modeling interdependencies between channels. Convolutional
Block Attention Module (CBAM) [17] combined a channel
attention module with a spatial attention module, allowing
channel attention and spatial attention to operate sequentially.
This enabled the network to simultaneously learn dependen-
cies between channels and positional information. Non-Local
neural network [6] combined self-attention with the general
non-local mean method, establishing a long-range dependency
model for transmitting long-range information. Non-Local
maintained consistent feature scales between input and output,
so it can be employed without modifying the network architec-
ture. Criss-Cross Attention Network (CCNet) [18] and Global
Context Network (GCNet) [19] were improvements derived
from Non-Local. Similarity-based Attention Module (SimAM)
[20] suggested that attention in the human brain often work
in synergy, thus a unified attention mechanism was more in
line with the working mechanism of neurons in the human
brain. This paper introduces a new attention mechanism that
combines the ideas of SimAM and Non-Local.

III. PROPOSED METHOD

The structure of this paper is depicted in Fig. 1. This
model utilizes YOLOv7 as the baseline and integrates it with
an illumination compensation module, a multiscale fusion
module, and a detection module, forming a unified detection
architecture. Our model consolidates the methods of image en-
hancement and differential fusion into a cohesive framework,
thoroughly addressing the redundancy and complementarity
across different modalities.

A. Illumination Compensation Network

The atmospheric scattering model is commonly employed
to represent the degradation process of hazy images and is
sometimes used for image enhancement tasks in low-light
conditions as well [21]. Original image captured by the camera
can be expressed as:

I = tJ +A (1− t) (1)

where, I is original image, J is restoration function of the
image, A is environmental light description function, and t is
medium propagation description function.

Wang [22] demonstrated that well-exposed images have at
least some pixels with high illumination, unless these pixels
are in shadow or covered by a black object. We visualize the
Bright Channel on the KAIST dataset in Fig. 2. Most visible
light images on the KAIST dataset are in underexposed scenes.
We adopt unsupervised low-light Image enhancement network
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Fig. 1. The overall structure of proposed method. The network takes multispectral images of color-thermal pairs as inputs.

Fig. 2. The bright channel visualization of KAIST. We selected several
low-light images and calculated the brightest pixels in R, G, B channels for

each image, denoted as bright channel.

for outputing adjusted image that is guided by a unsupervised
loss LBCP . The parameters in Eq. (1) are reinterpreted as Eq.
(2):

Ip = tpJp +A (1− tp ) (2)

where, A and tp is environment light and the illumination map,
respectively. Jp represents enhanced output images and Ip is
observed images. According to BCP [22], We adopted Eq. (3)
as the brightest intensity:

Jbright
p = max

c∈r,g,b

(
max
q∈Φ(p)

Jc
q

)
(3)

where, Jbright
p represents the brightest intesity in r,g,b chan-

nels, q is the pixels centered at p, and c is different channels
in RGB images. Additionally, the brightest intesity becomes
Jbright
p → 1. Assuming that A is known, t̃ represents the

illumination map, which is considered as a constant within
a patch.

By taking the maximum operator between the left and
right sides of Eq. (3), we obtain an initial illumination map
formulation as shown in Eq. (4):

t̃p = 1−max
c,q

(
1− Icq
1−Ac

)
. (4)

where t̃p is the illumination value at pixel p, Icq is observed
image, q is pixel centered at p, and c is different channels in
RGB images. Under the supervision of the initial illumination
map, we obtain enhanced illumination map tp through Illu-
mination Compensation Network. Substituting tp into Eq. (2),
we get enhanced output images as Eq. (5):

Jp =
Ip −A

tp
+A (5)

The darkest pixels in the bright channel of the image can be
considered as environment light. To adjust dark spots and black
objects in real life, we take the average value of the darkest
0.1% pixels (denoted as K) in the bright channel of the image
as the environment light, as shown in Eq. (6):

A =
1

|K|
∑
p∈K

Ip (6)

To address oversaturation, this paper similarly utilizes the
output from Eq. (7) as the attention map:

Tattention = T γ (7)

where T is thermal image, and γ(γ > 1) controls the curvature
of the attention map.

The enhancement network alters the feature scale and
utilizes the attention map to optimize spatial weights. In
summary, our final illumination compensation network is il-
lustrated in Fig. 3. The visible light features are compensated
by the infrared images, effectively enhancing the distinguisha-
bility of the RGB images.

B. Multiscale Fusion Module

In all weather conditions, visible light images provide more
information about pedestrians in well-illuminated conditions
while in low-light conditions, thermal images provide more in-
formation. Most multispectral approaches extract features from
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Fig. 3. The structure of Illumination Compensation module. Tattention fed
to five convolutional layers to adjust visible light feature. t̃ is an initial

illumination map.

two streams and directly combine them either by element-wise
addition or by channel concatenation. However, these mehods
overlook the complementarity between the two modalities.
The propagation of redundant information between modalities
through the network also have adverse effects.

Inspired by the differential modality information [23], we
propose a fusion module: Differential Fusion Module(DFM),
to enhance the mutual suppression and enhancement, as shown
in Fig. 4. The features obtained by element-wise subtraction
of the two modalities reflect their complementary information,
ingeniously excluding redundant information from feature fu-
sion. This element-wise subtraction also prevents interference
from features learned from another modality in the previous
fusion from affecting the next fusion. Integrated within the
architecture of YOLOv7, we perform multiscale feature fusion
at the position illustrated in Fig. 1. In multispectral pedestrian

Fig. 4. The structure of differential fusion module. FR and FT are visible
light features and thermal features. We obtain FD by subtracting

element-wise.

detection task, it is crucial to effectively integrate valuable in-
formation between modalities and mitigate interference caused
by redundant information.

We applied DFM at Conv3, Conv4, Conv5 layers of the
Backbone. The outputs feed into multiscale feature fusion
network. To further enhance crucial features, we employ the
Dual Non-Local attention mechanism before pyramid feature
network. This helps to improve pedestrian feature expression
effectively. DFM involves using a differencing mechanism,
where FR and FT are subtracted element-wise to obtain the

feature FD. The equation for FD is as follows:

FD1 = FR − FT (8)

FD2 = FT − FR (9)

where, FR and FT represent the extracted features from the
visible light image and infrared image, respectively. FD is the
difference between FR and FT .

Subsequently, FD is obtained through a global average
pooling layer(GAP) and a tanh activation layer in order to get
the attention map in the channel direction. That attention map
is multiplied with the input visible light features and infrared
features separately, producing DR and DT . The cross addition
is applied to FT and DR, as well as FR and DT . Differential
features yields the output features.

GAP computes the mean of the two-dimensional images
within each channel, obtaining an attention map in the channel
direction that contains global information. DR is present in the
visible light features but absent in the infrared image features
while DT is present in the infrared image features but absent
in the visible light features. The formulation of differential
feature is as follows:

F
′

R = FR +DT (10)

F
′

T = FT +DR (11)

where F
′

R is the output of FR, and F
′

T is the output of FT .

After cross-complementary feature fusion at three scales in
the Backbone, the deep semantic information is concatenated.
The deep semantic information needs to be fed into the Dual
Non-Local module to enhance crucial information before the
feature pyramid network. There is a high degree of correlation
between pedestrian features, so establishing long-range depen-
dencies is beneficial for modeling the similarity relationships
between pedestrian features.

C. Dual Non-Local Attention Mechanism

Capturing long-range dependencies is crucial in pedestrian
detection task. Long-range dependencies in image can only be
formed through the successive convolutional layers in deep
neural networks, named large receptive field. Inspired by
SENet and Non-Local, we proposed a 3D attention mechanism
called Dual Non-Local, as illustrated in the Fig. 5. Does long-
range dependency work effectively in multi-pedestrian scenes?
Undoubtedly, there is some correlation among the extracted
features of pedestrians. The feature similarity matrices between
each pixel and the feature similarity matrices between each
channel assist in providing blurred pedestrian features with
the weights of clear pedestrian features. Spatial attention and
channel attention were applied concurrently for enhancing
pedestrian feature. Dual Non-Local Network consists of a
Spatial Attention Module (SAM) and a Channel Attention
Module (CAM), which share the same input, denoted as
x ∈ RC×H×W . There is a similar attention map computed
for each position in Non-Local Network [19], thus, we use
global attention maps to reduce computational cost.

In spatial attention module, we reshape the input into m,
m ∈ R1×C×(H∗W ). A 1×1 convolutional operation is imposed
to x for getting global information of channels, denoted as n,
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Fig. 5. The structure of dual non-Local network consists two branch attention mechanisms. SAM uses a shared attention map δ(n
′
) globally for reducing

computation, while CAM calculates attention maps in different dimensions.

n ∈ R1×H×W . Before multipling with m, n
′

passes through
a softmax function. Global channel information was reshaped
to n

′ ∈ R1×(H∗W )×1. In order to get the similarity between
H ∗ W pixels, we multiply m and n

′
. ys is the output of

spatial attention module, ys = m
⊗

δ(n
′
), where δ is softmax

function. ys is formulated as follows:

ys =

N∑
j=1

xjδ (n
′) (12)

where, N is the number of pixels and ys is shared globally as
a spatial attention map.

In channel attention module, this paper innovatively per-
forms pooling operations separately in the x and y dimensions,
injecting positional information into channel attention map.
After pooling in the x dimension, features are denoted as
Fx, Fx ∈ RC×H×1, and in the y dimension are denoted as
Fy , Fy ∈ RC×1×W , correspondingly. Fx performs a 1 × 1
filter, followed by a reshape function, to obtain θx, φx, where
θx ∈ RC×1×H and φx ∈ RC×H×1. Dot product is carried out
between θx and φx to obtain the weights between channels
refered to Wx, Wx ∈ RC×C in dimension y. In a similar way,
Wy , Wy ∈ RC×C , represents the weights between channels in
dimension x.

We suggest x and y dimensions play the same important
role in channel attention, so the total channel weight distri-
bution is considered to be the sum of the weight distribu-
tion in both dimension x and dimension y, denoted as W ,
W = Wx + Wy . Followed by a 1 × 1 filter and reshape
operation, x generates gx, gx ∈ RC×(H∗W ), in order to obtain
the final channel attention output yc by applying the learned
channel attention weights (W ). To recover the features to their
original input dimensions, we use a 1 × 1 filter to generate

weights Wz . The final channel attention output is formulated
as follows:

yc = Wz(W
⊗

gx) (13)

Finally, there is a shortcut between input and output as a
residual structure. The network retains the input x, only learns
the difference between output and input, and the data flows
across layers to avoid the gradient disappearing during the
training process. We denoted the final response of x as z,
and we summarized the formulation between every pixel as
follows:

zi =Wz

NC∑
j=1

(
f (CWi , CWj) + f (CHi, CHj)

NC

)
(gx · xj)

+m
⊗

δ(n
′
) + xi

(14)
where i represents a position in image, and j is all possible
positions. NC is number of channels, f (CWi

, CWj) and
f (CHi, CHj) are the similarity between channels calculated
by dot product.

The total loss is defined as (16):

LBCP =
1

N

∑
p

{
(
tp − t̃p

)2
+ λ

∑
i,j∈Φ(p)

wij (ti − tj)
2}

(15)

L = LBCP + αLY OLOv7 (16)

where N is the number of pixels, Φ(p) is the pixels within a
3×3 patch centered at p, wij represents affinity matrix between
Φ(p), and λ controls balance between the data term and
the smoothing term. Integrating detection and enhancement
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loss during training is beneficial for obtaining image with
prominent pedestrian features for pedestrian detection.

IV. EXPERIMENTS

In order to demonstrate the effectiveness of the model we
proposed, we present the detection results on two datasets,
cleaned KAIST and LLVIP.

A. Dataset

1) KAIST: The KAIST dataset, proposed by Hwang [12]
et al., consists of multispectral pedestrian data captured by
specialized hardware with a beam splitter. It comprises 95,328
pairs of color and thermal images. However, this dataset is
derived from consecutive frames of a video causing a high
similarity in adjacent images, so we perform data clean.
Finally, we get 7601 pairs of images as training set, and 2252
pairs of images as testing set. Additionally, we adopted the
re-annotated labels by Li [24] and Hangil [25] for the training
and test sets, respectively, to enhance label quality.

2) LLVIP: The LLVIP [26] dataset consists of rigorously
aligned pairs of images in both time and space, which is used
for pedestrian detection in low-light conditions. The entire
dataset comprises 15,488 pairs of color-thermal images.

B. Evaluation Metrics

We use the Recall and Average Precision (AP) as evaluation
metrics to evaluate the proposed model effectively. Here, we
use TP (True Positive), FP (False Positive) to represent true
positive predictions and false positive predictions, respectively.
Recall is the ratio of detected pedestrians in ground truth.
Recall = TP

TP+FP .

C. Implementation Details

In this paper, we built our network based on YOLOv7 and
added a illumination compensation network at the input, which
enhances the visible light by using the bright channel prior.
In the Backbone, differential fusion module was performed
on the feature inputs of Conv3, Conv4, and Conv5 to reduce
redundancy in modal fusion. Finally, an innovative attention
mechanism was added for long-term dependencies, facilitating
direct transmission of high-level semantics.

The experiments were conducted on an NVIDIA GeForce
RTX 4080 GPU, Intel(R) Core(TM) i7-13700F CPU, using
the PyTorch framework and public code YOLOv7. We set the
batch size to 8, epoch to 100, and resize input images to 640×
640. K-means clustering provided nine anchor boxes for the
KAIST dataset: [44,65], [26,111], [33,141], [41,117], [43,153],
[58,116], [52,146], [59,178], [71,152]. We used some training
tricks such as mosaic augmentation and random cropping to
enhance the network’s generalization.

D. Results Analysis

We conduct a comparison between our algorithm, Halfway
Fusion and IAF R-CNN on the cleaned KAIST dataset. Here,
we primarily discuss the potential advantages of our method,
such as how our framework utilizes a Halfway Fusion ar-
chitecture for integration, and we identify key methodologies

that are beneficial in enhancing detection performance. The
pedestrian detection results are presented in Table I. For the
cleaned KAIST dataset, proposed method achieves the best
detection performance in terms of Recall 64.17%.

TABLE I. COMPARISON ON CLEANED KAIST DATASET IN TERMS OF
RECALL

Method DAY NIGHT ALL

Halfway Fusion [13] 59.98 50.77 58.27
IAF R-CNN [5] 65.22 56.62 62.14
YOLOv7 [15] 66.11 49.89 60.98

Ours 68.23 57.17 64.17

Compared to IAF R-CNN, our method is equally compet-
itive, maintaining a high recall rate while our inference time
is only 0.096s/image, as opposed to 0.210s/image for IAF
R-CNN. We record comparison of inference time using an
NVIDIA GeForce RTX 4080 GPU in Table II. This advantage
is attributed to the real-time nature of the single-stage object
detection algorithm, but the improvement in recall rate is
due to our differential fusion module effectively mining the
complementary features of pedestrian characteristics, reducing
redundant noise interference in feature propagation. However,
the effectiveness of DFM is limited by the requirement that
the input pairs of visible and infrared images must be strictly
aligned. Misaligned image pairs transmit incorrect differential
information, and the noise is amplified by the network. This
limitation calls for the use of more sophisticated image acqui-
sition instruments to be adequately addressed.

TABLE II. COMPARISION OF INFERENCE TIME USING AN NVIDIA
GEFORCE RTX 4080 GPU

Method IAF R-CNN [5] YOLOv7 [15] Ours

Time(s.) 0.210 0.041 0.096

In Table III, IV and V, we compare our algorithm with
YOLOv7. Moreover, we explored three versions input of
YOLOv7: a) RGB branch; b) thermal branch; c) concat thermal
image and visible light image as input. Directly concatenat-

TABLE III. COMPARISON ON CLEANED KAIST DATASET FOR
NIGHTTIME SCENES IN TERMS OF AVERAGE PRECISION, RECALL, AND

ACCURACY.

Method AP/% Recall/% Accuracy/%

YOLOv7 RGB 39.73 35.54 88.03
YOLOv7 T 49.24 18.74 92.65

YOLOv7 T+RGB 55.58 49.89 80.35
Ours 64.20 57.17 86.50

TABLE IV. COMPARISON ON CLEANED KAIST DATASET FOR DAYTIME
SCENES IN TERMS OF AVERAGE PRECISION, RECALL, AND ACCURACY

Method AP/% Recall/% Accuracy/%

YOLOv7 RGB 60.97 60.26 80.05
YOLOv7 T 44.57 14.68 89.89

YOLOv7 T+RGB 66.05 66.11 72.73
Ours 63.83 68.23 81.47
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(a) some examples (b) detail comparsion

Fig. 6. The visualizations of enhanced features from Illumination compensation network a) some examples; b) detail comparison.

TABLE V. COMPARISON ON CLEANED KAIST DATASET FOR ALL
WEATHER SCENES IN TERMS OF AVERAGE PRECISION, RECALL, AND

ACCURACY

Method AP/% Recall/% Accuracy/%

YOLOv7 RGB 54.30 52.44 81.63
YOLOv7 T 46.01 15.96 90.90

YOLOv7 T+RGB 62.60 60.98 76.01
Ours 63.94 64.17 82.96

ing the visible light image and thermal image did not lead
to a significant improvement. We achieve improvements of
3.19%, 2.12%, and 7.28% on the all weather, daytime, and
nighttime test sets in terms of Recall, respectively. Our method
demonstrate better performance in both accuracy and Recall,
indicating the effectiveness of our fusion strategy. Illumination
compensation network enhances pedestrian features in low-
light scenarios. Thus, we obtained the highest performance in
nighttime scenes.

There are some visualizations for enhancced images as
the outputs of Illumination Compensation Network in Fig.
6. We observed that obstacles in blue boxes have a high
similarity to pedestrians, especially in low-light scenarios.
The illumination compensation network is advantageous in
suppressing background features and enhancing foreground
characteristics. That enables the network to concentrate more
on pedestrian targets, free from background interference. In
the third line of Fig. 6b, pedestrian feature is clearer in blue
box. However, the multispectral images of color-thermal pairs
must be aligned. When misalignments occur, our model leads
to worse results, which requires more sophisticated image
acquisition instruments.

In addition to the quantitative analysis,we also provide
several qualitative results on the cleaned KAIST dataset in
Fig. 7. Upon observation, it is evident that our method excels
in generating precise bounding boxes and accurately detecting
pedestrians, especially in challenging scenarios when com-

pared to the baseline model.

Gradient-weighted Class Activation Mapping (Grad-CAM)
is a method for visualizing the attention mechanisms of deep
neural networks. Our Dual Non-Local module constructs a
unified attention framework based on the similarity of channel
and spatial features, making it particularly suitable for single-
object detection scenarios. The feature similarity between
different types of targets may cause confusion in the attention
map. In single object detection tasks, our Dual Non-Local
module demonstrates superior performance compared to Non-
Local and SimAM. These three similar attention mechanisms
have consistent input and output dimensions. We removed all
other modules in Fig. 1, retaining only the attention module.
We replaced this position with different attention mechanisms
and trained using the RGB images from LLVIP.

Using Grad-CAM, we visualized the outputs of Dual Non-
Local, Non-Local, and SimAM, as shown in Fig. 8. Our Dual
Non-Local model focuses more attention on the entirety of
pedestrians, while Non-Local and SimAM distribute attention
more precisely, but they both have the issue of some pedestrian
regions not receiving attention. Comparatively, although the
attention regions of Dual Non-Local are less precise, all pedes-
trian regions receive attention intensely. This also validates that
features of clear pedestrians can rectify those pedestrians with
blurred features.

E. Ablation Experiment

Our model achieves a leading performance. Nevertheless,
the specific contributions of each module to the results re-
mained uncertain. To address this, we design some ablation
experiments to verify it. The comparsion results are presented
in Table VI.

1) Illumination Compensation Module(IC): To figure out
the impact of the illumination compensation network, we
design a new network that uses the concatenated outputs
of the illumination compensation network as the input of
backbone, by removing the multiscale fusion network and
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(a) visible light images (b) baseline detection results (c) our detection results (d) ground truth

Fig. 7. The visualizations of baseline and our algorithm. It contains a) visible light images; b) baseline detection results; c) our detection results; d) ground
truth. According to the results, our method generate more target boxes correctly. Our method performs better when visible light images are in low-light

condition.

TABLE VI. ABLATION RESULTS ON THE CLEANED KAIST DATASET IN
TERMS OF PRECISION

Method DAY/% NIGHT/% ALL/%

YOLOv7_4c 72.73 80.35 76.01
YOLOv7+IC 73.98 84.09 79.90

YOLOv7+MFM 74.20 84.61 78.45
YOLOv7+DNL 73.10 80.53 76.56

YOLOv7+IC+MFM 79.87 86.11 81.39
YOLOv7+IC+DNL 74.41 84.05 80.04

YOLOv7+DNL+MFM 74.57 85.26 79.48
YOLOv7+DNL+MFM+IC(Ours) 81.47 86.50 82.96

attention mechanism. Thanks to the (15), the proposed LBCP

loss also has contributions to performance improvement, by
distinguishing foreground from background as effectively as
possible.

2) Multiscale Fusion Module (MFM): As shown, the one-
branch methods are undoubtedly inferior to the two-branch

approach. However, the crucial factor is fusion stage while
halfway fusion structure achieves the best performance. For
the two-branch method, we created two separate backbones to
process visible and infrared images. It’s worth noting that, dur-
ing this experiment, we omitted the illumination compensation
network. Both modalities were fed directly into their respective
backbones. According to the results, it is evident that DFM
plays a crucial role in improving detection performance, which
resonates with our initial conjecture. Although DFM requires
strictly aligned image pairs as input, this outcome provides
strong experimental support for future research on pedestrian
detection in more challenging environments.

F. Other Dataset

To demonstrate the generalization capability of our algo-
rithm, we conducted experiments not only on the cleaned
KAIST dataset, but also on another multispectral pedestrian
detection benchmark called LLVIP. The majority of the LLVIP
dataset were captured in low-light nighttime conditions. We
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(a) original
image

(b) Dual
Non-Local

(c) Non-Local (d) SimAM

Fig. 8. The Grad-Cam visualizations between non-local, SimAM, and our
dual non-local.

recorded the performance of the LLVIP dataset in Table VII,
with mAP as the evaluation metric.

TABLE VII. COMPARISON ON LLVIP DATASET FOR ALL WEATHER
SCENES IN TERMS OF AVERAGE PRECISION, RECALL, AND ACCURACY

Method AP/% Recall/% Accuracy/%

YOLOv4 T+RGB 50.90 57.10 74.00
YOLOv7 T+RGB 79.60 71.89 94.34

Ours 83.76 78.16 97.81

V. CONCLUSION AND FUTURE WORK

In this paper, we investigated to integrate color-thermal
image pairs effectively, leveraging the complementarity and
exclusivity between modalities to enhance detection perfor-
mance. We proposed an algorithm based on multiscale feature
fusion. Specifically, we performed image enhancement on the
input visible light image and simultaneously improved the
Backbone network through integrating two modalities using
differential information in Conv3, Conv4, and Conv5 convolu-
tional layers. Our approach demonstrated outstanding perfor-
mance on the cleaned KAIST and LLVIP datasets. Particularly
in nighttime scenarios, we achieved a improvement of 7.28%
in terms of Recall compared to the baseline on the cleaned
KAIST dataset. We suggested that the proposed Dual Non-
Local attention mechanism is also effective for other single
object detection tasks, which is part of our future work. The
findings of this paper offer a novel approach to combine image
enhancement techniques and feature fusion for multispectral
pedestrian detection, with potential applications beyond pedes-
trian detection. In our future work, we aim to further explore
the complementarity between modalities and reduce redundant
information between modalities in more challenging weather
conditions, such as rain and snow scenarios.
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Abstract—The COVID-19 pandemic has imposed significant
challenges on healthcare systems globally, necessitating swift
and precise screening methods to curb transmission. Traditional
screening approaches are time-consuming and prone to errors,
prompting the development of an innovative solution - a mobile
application employing machine learning for automated COVID-
19 screening. This application harnesses computer vision and
deep learning algorithms to analyze X-ray images, rapidly de-
tecting virus-related symptoms. This solution aims to enhance
the accuracy and speed of COVID-19 screening, particularly in
resource-constrained or densely populated settings. The paper
details the use of convolutional neural networks (CNNs) and
transfer learning in diagnosing COVID-19 from chest X-rays,
highlighting their efficacy in image classification. The trained
model is deployed in a mobile application for real-world testing,
aiming to aid healthcare professionals in the battle against
the pandemic. The paper provides a comprehensive overview
of the background, methodology, results, and the application’s
architecture and functionalities, concluding with avenues for
future research.

Keywords—COVID-19 diagnosis; computer vision; deep learn-
ing; X-ray images; mobile application.

I. INTRODUCTION

The COVID-19 pandemic has brought unprecedented chal-
lenges to healthcare systems worldwide. Early and efficient
screening is crucial to prevent the spread of the virus. However,
traditional screening methods such as manual assessments
and laboratory tests are time-consuming and often have a
high error rate [1]. Therefore, there is an urgent need for
a more effective and rapid screening solution. To address
this challenge, we propose an innovative solution - a mobile
application that leverages machine learning for automatic
screening for COVID-19. The application uses computer vision
and deep learning algorithms to analyze X-ray images of
patients and detect symptoms of the virus in real-time. The
proposed application has the potential to improve the accuracy
of screening results and reduce the time required for patient
diagnosis by automating the screening process.

The proposed solution aims to overcome the limitations
of traditional COVID-19 screening methods, especially in
settings with limited resources or high population density. By
leveraging the capabilities of machine learning, the screening
process is broken down into smaller components that can be
easily updated and maintained. The ultimate objective of this
solution is to enhance the speed and accuracy of COVID-19
screening and support healthcare professionals in their efforts
to combat the pandemic.

Over the last few decades, Computer Vision (CV) and Deep

Learning (DL) have been widely used in various Computer
Aided Diagnosis (CAD) applications especially in radiology,
where CAD system is used to help radiologists analyze
and interpret medical images like mammography, X-ray, CT-
scan, etc. Recently, radiologists have noted that chest X-
ray images show distinctive marks of pneumonia caused by
COVID-19 [2]. Several studies investigated automatic COVID-
19 detection from chest X-ray images [2], [3]. However,
despite the promising results achieved in the reported works,
the deployment of the developed DL models has not been
comprehensively studied [4]. Deploying DL models in mobile
applications will allow the scientific community to experiment
those models in real conditions by reaching a large population.
On the other hand, the proposed application will be highly
portable, simple to use, and inexpensive. Thus, such software
will allow primary screening for COVID-19 in areas where
medical expertise and test kits are not available or insufficient
(rural and remote areas, hot spots, and clusters of at-risk
populations).

Our study had the objective of assessing the use of deep
learning, in particular convolutional neural networks (CNNs),
in the context of chest X-rays for patients suspected of having
COVID-19 pneumonia. This included its capability for directly
diagnosing COVID-19 and its ability to distinguish COVID-
19 from other community-acquired types of pneumonia. The
overarching goal was to introduce an effective tool that could
aid in COVID-19 pneumonia diagnosis, either by offering a
second opinion to radiologists or by providing a preliminary
assessment when a radiologist is not readily accessible.

To achieve these objectives and considering the existing
body of research that consistently demonstrates the superior
performance of CNNs in image classification tasks, we un-
dertook the training and cross-validation of an Inception-V3
based architecture. We assessed the model’s performance using
two distinct sets of independent datasets. This model was then
deployed in a mobile application to assist in the differentiation
of COVID-19 cases.

The paper is structured as follows: Section II presents
background and related works. Materials and methods are
presented in Section III followed by results and discussion
in Section IV. Section V describes the software, including its
architecture and functionalities. Finally, Section VI concludes
the paper and discusses future directions for research.

II. BACKGROUND AND RELATED WORKS

Multiple studies have been conducted to explore the au-
tomatic detection of COVID-19 from CT-scan and chest X-
ray images, showing encouraging outcomes. The initial set
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of research focuses on CT-scan images [3], [5] which can
effectively identify to detect deep-rooted changes in lung
tissue. Despite their promising detection rates, these methods
involve higher costs and expose patients to potentially harmful
radiation doses [6].

The second group of studies revolves around the investi-
gation of chest X-ray radiographs [7], [8], [9]. These images
are the most commonly used radiographs in the medical field.
Besides detecting changes in the lungs, they are valuable
for swiftly assessing breathing or heart-related issues without
causing discomfort to the patient.

Due to these advantages, our paper specifically focuses on
the second group of approaches that utilize chest X-ray images.
This type of medical images is prioritized because it offers the
lowest cost and are widely accessible in medical institutions
for detecting thoracic pathologies.

To date, numerous methods have been developed and
introduced for the automatic detection of COVID-19 using
X-ray Images. In our prior publication [10] we presented a
comprehensive summary of the most significant works in this
area. It is evident that the majority of the proposed approaches
rely on Transfer Learning (TL), where models are pre-trained
on external large datasets and adapted to the target task. The
use of this training technique is mainly due to the lack of
COVID-19 data available for the community.

Recently, Cohen et al. [11] conducted a study investigating
the cross-domain performance using Densenet [12]. They
found that the model’s performance was unsatisfactory when
evaluated on datasets from different sources. On the other
hand, several researchers have utilized various datasets from
multiple origins. For example, Narin et al. [9] proposed a pre-
trained convolutional neural network based on Res-Net50 with
a binary classification approach (COVID-19 and Normal). The
dataset they used was obtained from the open-source GitHub
repository proposed by Cohen et al. [13] and the “ChestX-
ray8” database proposed by Wang et al. [14]. For evaluation,
they employed a 5-fold cross-validation method and achieved
an accuracy of 98%.

Apostolopoulos et al. [8] conducted a study where they
gathered X-ray images from different sources [13], [15].
They assessed the performance of state-of-the-art convolu-
tional neural network architectures using a Transfer Learning
strategy. They demonstrated that VGG19 and MobileNetV2
could extract significant biomarkers related to COVID-19 with
accuracies of 98.75% and 96.78%, respectively, using binary
classification.

In another work, Wang et al. [16] introduced a tailored
convolutional network architecture called COVID-Net for de-
tecting COVID-19 cases from chest X-ray images. They col-
lected a dataset of 13,975 chest X-ray images from 13,870
patient cases to train and evaluate their model, achieving
an accuracy of 93.3Meanwhile, Zhang et al. [17] conducted
their experiments on two combined datasets [13], [14]. They
proposed a deep learning model for COVID-19 detection,
comprising a backbone network for high-level feature extrac-
tion, a classification head, and an anomaly detection head.
Their model achieved a sensitivity of 96% and a specificity
of 70.65%.

Consequently, existing studies have focused on using trans-
fer learning for the COVID-19 detection from medical images.
Moreover, they present potential limitations, including:

• Limited Data Availability: Many existing works suf-
fer from a scarcity of labeled data, making it challeng-
ing to train accurate and robust models. COVID-19
X-ray images are relatively rare, and obtaining large
datasets for training can be difficult;

• Data Imbalance: The datasets used for training often
suffer from class imbalance, with a disproportionate
number of negative cases (non-COVID-19) compared
to positive cases (COVID-19). This can lead to biased
models that are better at detecting the majority class
but perform poorly on COVID-19 cases;

• Generalization Issues: Models developed in one re-
gion or using specific equipment may not generalize
well to other regions or types of X-ray machines.
There can be significant variability in how X-ray
images are captured and processed;

• Evaluation Bias: Some studies may suffer from eval-
uation bias, where models are tested on the same
datasets from which they were trained or on datasets
that are too similar. This can result in overly optimistic
performance metrics;

• Limited Clinical Validation: While models may
achieve high accuracy in identifying COVID-19 from
X-ray images in research settings, their clinical val-
idation and real-world performance may be less cer-
tain. More rigorous clinical testing and validation are
needed;

• Ethnic and Age Bias: Some models may not perform
equally well across different ethnic groups or age
ranges. Bias in the training data can lead to disparities
in model performance;

• Overfitting and Noise: Overfitting to noise or irrele-
vant features in the data can be a problem, particularly
when dealing with small datasets. Models may learn to
exploit artifacts in the images rather than true COVID-
19 patterns;

• Resource Intensive: Deep learning models for image
classification, particularly those used in healthcare can
be computationally intensive and require substantial
hardware resources, limiting their practical deploy-
ment in resource-constrained settings;

• Continuous Updates: The evolving nature of the
COVID-19 virus and the emergence of new variants
may require continuous updates and retraining of
models to maintain their effectiveness.

Addressing these limitations is crucial for the development
of reliable and clinically viable automatic COVID-19 detection
solutions from X-ray images. Along this direction, and to
overcome these limitations, the main contributions of this work
can be summarized as follows:

• The experiments in this paper utilize a fairly large and
balanced dataset in terms of classes, collected from
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different data sources, including various ethnic groups
and age ranges;

• The model’s performance was evaluated using two
distinct sets of independent datasets to assess its
generalization capabilities.

• The CLAHE histogram equalization method was ap-
plied to enhance data quality;

• The trained model was deployed in a mobile/web
application, offering the potential for rigorous clini-
cal testing and validation. This application will also
facilitate the collection of other clinical data related
to COVID-19.

III. MATERIALS AND METHODS

A. Dataset

In order to assess the model’s predictive ability and gener-
alization capability, we established two distinct datasets. The
first dataset gathers 3429 X-ray images from the COVID-
19 Radiography Database [18], [19], and Chest Imaging data
collection [20] sources. This dataset is divided into three
subsets: training, development, and test1. While for the second
dataset, we used images from the RSNA Pneumonia Detection
Challenge [21] and Chest X-rays Radiopaedia [22] including
758 X-ray images. This set, named test2, will be used to make
a double evaluation of the model in order to check the model’s
ability to generalize.

For both datasets, we consider three classes: Normal,
COVID-19, and other pneumonia, given that the last class
gathers bacterial and viral pneumonia. Data distribution over
training, evaluation, and both test sets is presented in Table I.

TABLE I. LABEL DISTRIBUTIONS IN TRAINING, DEVELOPMENT AND
TEST SETS

Train Dev Test1 Test2 Total
NORMAL 804 112 227 236 1379
COVID-19 799 116 230 132 1277
OTHER PNEUMONIA 798 115 228 390 1531

B. Model Architecture

The experimental dataset used in this study consists of
4,187 X-ray images, which is considered insufficient for train-
ing a neural network with a deep architecture. Consequently,
the COVID-19 detection system proposed in this research
relies on the Inception-V3 model architecture that is pre-
trained on the ImageNet dataset [23].

The original Inception-V3 architecture is composed of
two main sections: feature extraction and classification. The
feature extraction part includes five convolutional layers, each
followed by batch normalization, two pooling layers, and
11 inception modules. Each inception module consists of a
combination of parallel convolutional and pooling layers. The
second part of the architecture comprises fully-connected and
softmax layers, responsible for the final classification task.

To customize the Inception-V3 model for our specific task,
we made modifications by removing its original classification
part. Instead, we constructed a custom classification section to

Fig. 1. The customized Inception-V3 architecture.

suit the number of classes in our dataset. The customized part
consists of an average-pooling layer, followed by two fully
connected layers. To prevent overfitting during training, each
of these three added layers is accompanied by a dropout layer,
randomly deactivating activations with a probability of 0.4.

Finally, as the output for classification, a softmax layer
was incorporated, providing the probabilities for each class.
The model architecture is visually depicted in Fig. 1.

C. Performance Evaluation

In addition to measuring classification accuracy, we also
employed sensitivity in Eq. (1) and specificity in Eq. (2) as
metrics for evaluating the COVID-19 detection performance.
Sensitivity, also known as True Positive Rate or Recall, repre-
sents the model’s ability to correctly identify COVID-19 cases,
and can be calculated using Eq. (1):

Sensitivity =
TP

TP + FN
(1)

While Specificity measures the model’s ability to correctly
identify normal (non-COVID-19) cases and can be calculated
using Eq. (2):

Specificity =
TN

TN + FP
(2)

Where:

• TP (True Positives) refers to the number of correctly
identified COVID-19 cases;

• FN (False Negatives) refers to the number of actual
COVID-19 cases that were incorrectly classified as
non-COVID-19 cases by the model;

• TN (True Negatives) refers to the number of correctly
identified normal cases;

• FP (False Positives) refers to the number of normal
cases that were incorrectly classified as COVID-19
cases by the model.
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IV. RESULTS AND DISCUSSION

In the first set of experiments, we investigated the fine-
tuning of the Inception-V3 model. Table II shows the cus-
tomized Inception-V3 model’s performance of the test set
with and without adaptation of the Inception-V3 convolution
part. In the first line, the Inception-V3 model was pre-trained
on ImageNet dataset and only the customized layers were
trained on the chest X-ray images as explained in Section III.
While in the second line, the pre-trained Inception-V3 model
is fine-tuned by gradually unfreezing the top layers of the
convolutional part of the model on the chest X-ray images
and the customized layers are trained from scratch.

The results, in Table II, show that using Inception-V3
convolution parts without any adaptation on the new task give
acceptable results with an accuracy of 95.62%. However, when
the model is fine-tuned (adapted) on the new task the results
are even better with an accuracy of 98.98% and a sensitivity
and specificity of 98.25% and 99.34%, respectively.

TABLE II. COVID-19 DETECTION RESULTS USING INCEPTION-V3 WITH
AND WITHOUT ADAPTATION ON THE TEST1 SUBSET

Accuracy Sensitivity Specificity
Inception-V3 without adaptation 95.62 92.11 97.37
Inception-V3 with adaptation 98.98 98.25 99.34

In the next experiments, we look at the effect of data
preprocessing on the model’s generalization while preserving
fine-tuning when training our model. We apply the well-known
Contrast Limited Adaptive Histogram Equalization (CLAHE)
on our X-ray images while analyzing the model’s performance
on the second test set (Test2). The results reported in Table III.

TABLE III. COVID-19 DETECTION RESULTS USING INCEPTION-V3
WITH AND WITHOUT CLAHE PREPROCESSING ON TEST2 SUBSET

Accuracy Sensitivity Specificity
Inception-V3 with adaptation 16.62 40.91 11.50
Inception-V3 with adaptation + CLAHE 81.27 93.18 78.75

It can be seen by comparing the classification accuracies
achieved when evaluating the model on the second test set
that without data preprocessing, the model shows a pore
generalization, where the classification accuracy drops from
98.98% on the first test set to only 16.62% on the second
one. On the other hand, adopting data preprocessing leads to a
significant improvement in performance generalization on the
second test set, with an accuracy of 81.27%.

This improvement in the model’s generalization could be
explained by the consistent quality of X-ray images from each
class coming from the same sources. Therefore, the model is
very sensitive to image quality, and when re-evaluated in a real-
world test set (test2) where it encounters images of varying
quality, it may not perform as well as it did during the initial
evaluation.

In summary, experiments show that the adaptation of the
CNN layers of the pre-trained Inception-V3 model on COVID-
19 X-ray images leads to better results as compared to using
the model without any adaptation. Furthermore, the results
confirmed that image preprocessing is essential in medical
image analysis as it enhances the quality of medical images,

improves the performance of classification models, and ensures
the accuracy and reliability of diagnostic and analytical results.

V. SOFTWARE DESCRIPTION

We embedded the trained Inception-V3 model into a web
and Android mobile application for automated COVID-19
screening. The proposed application is called CovidChecker
and it is publicly available on GitHub [24].

The app is designed to identify anomalies and estimate the
extent of lung infection in real-time, and automatically detect
high-risk patients with pneumonia or other COVID-19 related
pulmonary symptoms.

The app enables users to complete a questionnaire and
submit chest X-ray images for COVID-19 screening. The
images and accompanying metadata will be used to augment
the training dataset of DL models, thereby improving the
accuracy and reliability of COVID-19 tests over time. To
protect privacy, the data collected from users will be stored
on secure servers for research purposes only.

A. Software Architecture

The software architecture, as shown in Fig. 2, illustrates
the implementation of the web and mobile application utilizing
Flask, MongoDB, and the DL module in the backend, jQuery
Ajax in the web frontend, and Retrofit for the Android mobile
application. The architecture is designed as follows:

Web Frontend: The web frontend is developed using
jQuery Ajax to communicate with the Flask backend. Through
the web user interface, the users can capture images using their
computer’s webcam and complete a questionnaire to assist the
decision-making.

Backend: The backend is built using Flask, a RESTful
API for the Python web server. It receives requests from the
frontend and process them. MongoDB is used as a database
to store images, classification results, and user data. All data
transferred to the application is fully anonymized, including
metadata. It has been hypothesized that an individual is not
identifiable from their chest radiographs.

DL Module: The best DL module trained in section IV
is loaded into the Flask backend and used to process images
submitted by users.

Android Mobile Application: The Android mobile appli-
cation uses Retrofit to communicate with the Flask backend.
The mobile user interface allows the user to take images via
their smartphone camera and fill out a questionnaire, similar
to the web application.

The architecture is designed to be fast, scalable, and user-
friendly for both web and mobile users. It can also handle
scenarios where the mobile application loses connectivity to
the backend.

B. Data Privacy Policy

The information that is collected will be transmitted from
the user’s phone, when they are connected to the Internet, to
a secure database server. Once the data has been successfully
transmitted, it will be deleted from the user’s device. We do not
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Fig. 2. Software architecture.

collect any personally identifiable information such as email
addresses or other explicit personal identifiers. Since the data
collected is sensitive and contains demo-graphic information,
all data transferred to the database server is fully anonymized,
including metadata. Furthermore, we established a sharing
agreements for the data under the terms and conditions agree-
ment of the mobile app.

C. Illustrative Example

The main functionality of this app is self-screening, which
provides an automatic and rapid computer-aided diagnosis of
COVID-19 from chest X-ray images. During this stage, the
app will collect some basic demographic and medical history
data, as well as the X-ray image through a quick questionnaire
(see Fig. 3).

Before proceeding with the self-screening, users are re-
quired to accept the terms and conditions governing the app’s
use and agree to the data privacy policy that outlines how
data is collected, stored, and managed. Second, after providing
basic demographic information, such as their gender, age,
region, and smoking history, the users will be asked whether
they have previously tested positive for COVID-19. Then, they

will be prompted to enter their medical history and any current
symptoms they may be experiencing.

Finally, the user uploads his/her X-ray image and would
be able to find the results within a matter of seconds. The
uploaded image is sent to the backend server for analysis,
where it undergoes preprocessing before being passed to a
pre-trained image classification model. The model determines
whether the input image shows signs of COVID-19 or not,
and sends the results back to the mobile app in real-time. The
app user receives the screening results and guidelines based
on the X-ray analysis results. The results are presented as the
probability of having COVID-19, which is determined by the
output of the DL module. If the probability is less than 50%,
the results page will appear in green to indicate safety (see Fig.
4), while a probability exceeding 50% will cause the results
page to turn red (see Fig. 5).

D. Software Impact

The study on using transfer learning for COVID-19 de-
tection from X-ray images can have a significant impact on
various parties involved in healthcare.

For patients, this system could provide a faster and more
accessible diagnosis, which could lead to earlier treatment and
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(a) (b) (c) (d)

Fig. 3. Mobile App Self-screening survey interfaces.

Fig. 4. Screening result and guidance page: Non-infected case.

better outcomes. Additionally, the use of X-ray images can be
less invasive than other diagnostic methods, such as RT-PCR
testing, and can be done onsite, reducing the need for patients
to travel to a medical facility.

For healthcare providers, the proposed system could serve
as an aid in the diagnosis process, reducing the time and effort
required for manual analysis of chest radiographs and allowing
healthcare professionals to focus on tasks that are more critical.
This could also help to improve the accuracy and consistency
of COVID-19 diagnoses, as the system can provide a second
opinion when a radiologist is not immediately available.

Moreover, the successful implementation of this system

Fig. 5. Screening result and guidance page: Infected case.

in the larger healthcare industry could lead to the wider
adoption of computer vision and deep learning techniques
in the diagnosis of various diseases. This could significantly
improve the efficiency and accuracy of medical diagnoses,
ultimately leading to better patient outcomes and reduced costs
for the healthcare system.

Overall, the proposed system has the potential to improve
the efficiency and accuracy of COVID-19 diagnoses, providing
benefits to patients, healthcare providers, and the broader
healthcare industry.
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VI. CONCLUSION

In conclusion, this research paper presents an innovative
solution in the form of a mobile application that employs ma-
chine learning, computer vision, and deep learning to analyze
X-ray images for the rapid detection of COVID-19 symp-
toms. The study focuses on the use of convolutional neural
networks (CNNs) and transfer learning to diagnose COVID-
19 from chest X-ray images, showcasing their effectiveness
in image classification. The results demonstrate that adapting
the Inception-V3 model with fine-tuning leads to superior
accuracy, sensitivity, and specificity in COVID-19 detection.

The paper addresses various challenges and limitations
encountered in the development of automatic COVID-19 de-
tection solutions, such as data availability, data imbalance,
generalization issues, and the need for clinical validation. It
also highlights the importance of data preprocessing, such as
CLAHE histogram equalization, in enhancing the quality of
medical images and improving classification model perfor-
mance.

The research introduces “CovidChecker”, a mobile appli-
cation that enables users to self-screen for COVID-19, submit
chest X-ray images, and provide valuable data for improving
the accuracy of COVID-19 tests over time. The application is
designed with a strong focus on data privacy, ensuring that
user data is anonymized and securely stored.
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Abstract—This work is focused on the proposal and de-
velopment of an interface system model, based on natural
language processing, immersive technologies and natural user
interfaces, for the interaction with Explicit Knowledge databases.
Five phases were proposed: The user testing characterization,
the establishment of the state of the art and the theoretical
foundation, the design and development of software, the system
implementation and the functional tests and evaluation of the
usability of the interface model. In order to establish the user
testing characterization and the corresponding theoretical frame-
work, the expert guide on Knowledge Management and Virtual
Reality was followed, based on the approach of Usability and
Computer Ergonomics compatible with the ISO 9241 standard.
The traditional interfaces and the proposal in this work were
evaluated for each of the metrics defined by the ISO 9241
standard, considering the dimensions of effectiveness, efficiency
and satisfaction. The statistical test of “T-Student” established
that there is enough evidence to confirm the existence of the
following significant differences: Effectiveness is lower using the
proposed interface model; efficiency and satisfaction is higher
using the proposed interface model. Based on the conducted
tests, it can be established that the proposed interface model
is superior to the traditional interface in terms of the “Efficiency
and Satisfaction” dimensions and inferior in terms of “Effec-
tiveness.” Consequently, it can be concluded that the scientific
article exploration model using VR and NLP is superior to the
traditional model.

Keywords—Knowledge management; explicit knowledge
databases; natural language processing; natural user interfaces;
Immersive technologies

I. INTRODUCTION

Knowledge Management (KM) is one of the emerging
academic disciplines which responds to the growing demands
of the information society [1]. It is the result of the conflu-
ence or intersection of the areas of business administration,
communication technologies and information systems, and is
defined as the process of creation, storage and exchange of or-
ganizational knowledge. With the existence of a wide variety of
modern organizations, objectives and cultures, KM becomes an
extremely interdisciplinary area of operation which develops
its own objectives and professional approach.

The knowledge-based vision asserts that knowledge man-
agement can facilitate innovative practices by transforming
knowledge assets into new products and services through a
series of management processes and activities. It can promote
the exchange and distribution of knowledge necessary for

innovation activities, thereby stimulating the generation of new
ideas and ultimately enhancing innovation performance.

For [2], an important activity of the organizations is the
integration of individual knowledge into collective knowledge.
Today, there is a need to properly manage tacit and explicit
business knowledge [3], which, in the latter case, may be
document-based, having a direct relationship with the produc-
tivity of the workforce and the efficiency of the organization.
In many organizations, much of the business documents are not
structured and do not have an adequate management system.
These documents take many forms, such as office documents,
images, reports, e-mails, drawings [4].

The contemporary organizations have a large number of
documents which can be located in various containers or
repositories. These documents can be lost, misplaced or even
stored by someone without the knowledge of other collabora-
tors. Since the files may have been stored on several separate
computers, locating and retrieving them can be a complex task.
To this end, Web-based applications can be equipped with the
ability to manage various types of documents, such a business,
process and research documents, which can be explored with
immersive technology resources [5], as well as other types
of documents in public and private organizations. Likewise,
web-based applications are much more accessible and share
some common characteristics. They are distributed, which
means that storage and access takes place in different physical
locations. Similarly, for [6], Scientific data repositories have a
key role in science.

Tasks of exploration, search, and information collection are
carried out using computer systems with traditional interfaces,
which may include forms, menus, windows, and hyper medial
or hypertextual elements. Typically, these tasks involve using
the author’s name, keywords, publication year, and/or digital
files, along with some additional search parameters. The results
are presented in a text list format [7].

The information indexed in a repository can grow rapidly,
and when using traditional interfaces, there can be difficulties
in exploring and selecting different types of documents. This
can impact the search processes conducted by collaborators,
making them tedious and resulting in unexpected outcomes.

The originality and motivation of this research lie in an
attempt to contribute to the design and exploration of tools for
optimizing the review tasks of explicit documents within pri-
vate, public, and research-based organizational settings. These
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tools aim to facilitate the work of executives, collaborators,
and researchers through novel forms of representation and
interaction with textual information. The approach involves
utilizing efficient and agile system models for searching and
selecting from the extensive variety and diversity of explicit
documents stored in organizational repositories.

In this paper, Section II, describes methodology, Section
III describes the theoretical framework; Section IV explores
and analyses immersive technologies; Section V explores and
analyzes the works related to the development of interaction
systems with Textual Web-based repositories using Virtual Re-
ality (VR) and NLP; Section VI describes the proposed model;
Section VII evaluates the model in relation to a traditional one;
Section VIII evaluates the results. In conclusion, the Section
IX presents the conclusions and recommendations for future
work.

II. METHODOLOGY

For the development of the theoretical framework, the
required elements for a systematic literature review and meta-
analysis (PRISMA) were also utilized. Consequently, a search
string was defined concerning the topics of interest, identi-
fying relevant keywords to construct the search string. This
search string was applied to recognized databases such as
IEEE Xplore, Science Direct, Web of Science, and Scopus,
considering that the studies were articles from journals and
conferences published in the last 20 years. Duplicate studies
were removed, those that did not contribute to the study were
excluded, and applying inclusion and exclusion criteria, a total
of 43 studies were used in the research.

Five phases were proposed for the development of the
model, as described in Fig. 1.

Fig. 1. Proposed methodology.

In the “Using Testing Characterization” phase, the theo-
retical framework was established, incorporating Knowledge
Management, Web-Based Repositories, Natural Language Pro-
cessing, and Immersive Reality along with their technological
resources. This phase also involved the design and develop-
ment of software, as well as the criteria required for evaluating
the model, referred to as the usability interface.

In the “System Design” phase, the system was designed
by establishing the background and reviewing related works.

It was noted that there are various approaches to addressing
and resolving the problem.

Moving on to the “System Implementation” phase, the
different components of the system were implemented in the
following steps: Physical environment setup for immersive ex-
periences, Natural Interaction System Model, Implementation
of Web Crawler for information retrieval from the model,
Speech recognition and text-to-speech engine and Implemen-
tation of the syntactic analyser.

For the categorization of user tests, the expert guidelines
in Knowledge Management (KM) and Virtual Reality (VR)
were considered. These guidelines were based on the usability
and ergonomics of computer science, aligning with the ISO
9241 standards. After configuring the interconnected devices
and initializing the software modules, the evaluation of the
model for exploring scientific articles using VR and NLP was
conducted, alongside the traditional model of the scientific
database ALICIA. Five users participated in the experiment,
a number recommended by Nielsen [43] for evaluating inter-
faces, a criterion considered for obtaining the required dataset.

Participants were assigned the task of exploring scientific
articles for a duration of 30 minutes using the interfaces
of both models. During the experiment, users could request
assistance from an expert who observed and documented the
proceedings. Subsequently, the results were tabulated based on
the metrics of ISO 9241, specifically efficiency, effectiveness,
and satisfaction. These results are discussed in Section IX.

III. THEORETICAL FRAMEWORK

In this section, a historical review and state-of-the-art
analysis are conducted to explore the theoretical foundation
required for the research.

A. Knowledge in the Organizations

The Knowledge Management System (KMS) is focused
on information and enterprise social media, as well as on the
connection and communication between employees. These two
perspectives correspond to the categorizations of knowledge
theory and KM. KM recognizes that virtually all jobs involve
“knowledge work,” and employees are “knowledge workers” to
some extent. Therefore, it places more emphasis on knowledge
than on manual skills. Consequently, the creation, sharing, and
use of knowledge are among the most important activities in
nearly every organization.

Existing research provides the theoretical framework for
carrying out these activities, and it is proposed that knowledge
sharing can contribute to companies achieving innovation
objectives, thereby improving organizational performance [8].
The positive impact of KM capabilities on organizational
performance has also been studied [9], considering that KM
contributes to a company’s innovation capacity [10].

Demuner-Flores and Nava-Rogel [11] emphasize a close
relationship between knowledge and action, which also in-
volves understanding and comprehension. The knowledge that
an individual possesses is a product of their experience and
incorporates the norms for evaluating novel contributions from
their environment. For [12], knowledge involves framed expe-
rience, values, contextual information, and informed intuition.
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It provides a framework for evaluating and incorporating new
experiences and information. Knowledge originates and is
applied in the minds of knowledge workers, but it can also be
integrated into organizations through documents, repositories,
practices, routines, and organizational standards.

KM is based on the concept of collecting, organizing,
analyzing, and sharing knowledge in a way that employees
can easily access and use it [13]. Therefore, a competitive
organization relies, among other things, on the effectiveness
of its workforce in creating new knowledge, sharing it within
the organization, and using it to gain a competitive advantage.

Ultimately, KM aims for a positive impact on business
value generated from knowledge. This is achieved through the
creation of processes, culture, and technology in an environ-
ment where knowledge exchange is considered essential and
occurs seamlessly. Thus, this research work can contribute to
the exploration of textual documents in repositories of explicit
web-based knowledge.

On the other hand, in the KMS, the following types of
knowledge are defined:

1) Explicit Knowledge [14]: It classified as structured or
unstructured, can be symbolically transferred, meaning it can
be conveyed through linguistic or computational mediation,
and can be documented and stored in databases. Some exam-
ples include written procedures, instructional manuals, lessons
learned, best practices, as well as research results in the form
of indexed scientific articles in repositories such as Web of Sci-
ence, Scopus, Scielo, etc., or in academic data repositories of
universities and other institutions, for the exploration, search,
and collection of information [15]. Some databases, document
types, and spreadsheets are examples of structured data and
information, which are organized to allow for future retrieval.
This work is focused on the exploration of emails, images,
training courses, and audio and video selections, which are
examples of unstructured knowledge because there is no clear
way to reference them for retrieval.

2) Tacit Knowledge: It is knowledge hidden from the
consciousness of the individual who possesses it [15]. It resides
in the minds of human beings, and capturing or encoding it is
not easy because it involves a complex process. Knowledge
in its entirety resides in a tacit dimension. It is expressed
through human actions, stories, as well as competencies,
skills embedded in an individual’s worldview, experiences,
attitudes, evaluations, and perspectives that are often taken for
granted. It can be observed through action and is less concrete
compared to explicit knowledge. It can be described as a “tacit
understanding” of something, which is difficult to document in
writing or in databases. It is considered more valuable because
it provides context for people, ideas, and experiences.

Managing both types of knowledge requires applying var-
ious methods and approaches, taking into consideration their
unique characteristics. Some other types of knowledge in the
context of corporate KM: (1) Individual knowledge, in which
only one entity owns it; (2) Collective knowledge, whose
transfer is focused on interaction and goal achievement.

Finally, the aim of KM’s contribution to positive business
value generated from knowledge and its management will
be achieved by creating an environment that encompasses

processes, culture, and technology for seamless knowledge
sharing. Hence, the importance of this research work, which
can contribute to the investigation and exploration of textual
documents in web-based repositories of explicit knowledge.

B. Web Based Repositories

Information systems designed to preserve and organize
commercial, scientific, and academic materials are referred to
as repositories. They are used to support operations, research,
and learning, while also ensuring access to information [16].
Institutional repositories also consist of interoperable web-
based services, dedicated to disseminating the resources of
the results and analysis of institutional, scientific, academic,
or business operations of institutions, based on the listing
of a specific set of data (metadata), so that these resources
can be collected, catalogued, accessed, managed, disseminated
and preserved. Respect for compatibility and interoperability
standards makes it possible for the content of a repository to
be more easily retrievable, not only for the institution itself,
but also for the scientific community and society.

Scientific databases consist of components that include
information related to library materials such as books and other
types of documents, including journals and other scientific
publications. These materials encompass scientific articles,
research papers, conference proceedings, books, among others.
Scientific databases are typically in electronic format and are
accessible via the internet. They contain abstracts, biblio-
graphic citations, references, and often the full text or links
to the full text.

The government institution of the National System of
Science and Technology and Technological Innovation of
Perú (CONCYTEC), has subscriptions to various scientific
databases, to which it provides free access and makes avail-
able to the scientific and academic communities and general
population. The repository of scientific and technological in-
formation and innovation, called ALICIA, provides free access
to intellectual production and research in science, technology
and innovation, developed in the public sector and private
institutions, with public funds.

The bibliographic review carried out in this part of the
work, allows us to establish that the research in the design
and development of friendly interfaces, from a unique and
original perspective, resulting from the confluence of the use
of methodologies and techniques, such as NLP, Natural Users
Interfaces and VR, that facilitate the search and exploration
in Explicit Knowledge database, can be very useful for the
collaborators of the business organizations, researchers, aca-
demics, scientists and professionals in general, since it will
not only facilitate the tasks that these carry out, but will also
shorten the time spent, as well as diminish the costs, a fact
that can undoubtedly contribute with the capacity of research.

C. Natural Language Processing (NLP)

NLP refers to the hardware and/or software elements of a
computer system focused on analyzing or synthesizing spoken
or written language [17]. NLP contributes to the retrieval
of texts for user reading, which can vary in size from a
paragraph to a book. Innovations in emerging technologies
have made tasks such as storage, searches, and the retrieval
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of complete texts or parts of them from online documents
relatively straightforward [18].

Many academic libraries have implemented various ser-
vices to support users in their learning and research activities
through chat. Chat serves as an important channel for accessing
resources and services in university repositories. Repositories
and libraries have accumulated a significant amount of data
in the form of chat transcripts. Analyzing the content of
these transcripts can help library officials understand user
information needs, allocate library resources more efficiently,
and improve the quality of chat reference services [3].

Conversational agents (chatbots) are programs that uti-
lize natural language processing with a question-and-answer
system, aiming to simulate intelligent dialogue with human
interlocutors. This can be implemented through text messages
or voice as a tool created to support the customer-company
relationship, enabling virtual interaction through technology
in the most human-like manner possible [19].

Recent applications of explicit database interfaces include
two works by [20], who propose a Natural Language Query
(NLQ) database query system (NADAQ) as an alternative solu-
tion. In their design, they introduce new models for translation,
seamlessly merging deep learning with traditional techniques
for database analysis and developing new techniques to allow
the neural network to reject queries irrelevant to the content
of the target database, and recommend that candidate queries
be translated back into a tuned natural language. According
to [21], the slow development of Natural Language Interfaces
for Databases (NLIDB) stems from linguistic issues (such as
language ambiguity) as well as domain portability. Brad et al.
[21]assert that there is a demand for non-expert users to make
queries to relational databases using their natural language
instead of utilizing specified attribute values for the database
domain. According to [22], the use of natural language instead
of SQL-based queries enabled the development of NLIDB,
a new type of processing that represents an approach to
developing intelligent database systems aimed at improving
the performance of flexible queries in databases.

Among the most important applications of NLP, we can
mention human-machine interaction by voice, becoming one
of the most successful applications with multiple uses, infor-
mation retrieval and extraction, morphological, syntactic and
semantic tagging, NLP for automatic responses to questions,
text sentiment analysis, automatic text summarization, docu-
ment classification, among others.

The review of the literature in NLP allows establishing the
requirements of the users who demand the use of interfaces in
their natural languages, making the research and development
of research projects necessary, which contribute with the
development of a model of interface systems for the interaction
with Explicit Knowledge databases, which simplify and reduce
the costs referred to the search and research tasks.

IV. IMMERSIVE TECHNOLOGIES

A. Virtual Reality (VR)

VR as defined by [23], is a system used to describe 3D
environments generated by computers that can be explored and
allow interaction with users. Users become part of a virtual

world in which they are immersed and can interact with and
manipulate objects, as well as perform various actions. VR is
a simulated reality constructed using digital elements through
computational systems. The construction and visualization of
alternative reality require powerful hardware and software
resources (e.g., immersion headsets, head-mounted displays,
exoskeletons, power globes, 3D software, etc.) to make the
creation of realistic immersive experiences in VR environments
possible [24]. After many years of research and development,
VR hardware and software are now available for use by the
general public, researchers, and entrepreneurs.

VR can be classified into various categories, including
virtual worlds, augmented reality (AR), mixed reality (MR),
and extended reality (XR) [25]. Several researchers argue
that VR and associated technologies contribute to stimulating
creativity and enhancing various competencies. Furthermore,
their presence has increased in the entertainment industry, gen-
erating interest in research areas such as education, knowledge
management, psychology, engineering, architecture, among
others. VR can be associated with Artificial Intelligence (AI)
techniques to drive innovations in various fields, especially to
enhance learning experiences by enabling direct experiences
of real or imaginary phenomena [?]. As the design and devel-
opment of VR and AI become more accessible to institutions,
the levels of usage and dissemination could increase.

Liu et al. [27] argue that the essential elements characteriz-
ing VR are: Sensory immersion, through which users immerse
themselves in a virtual world and can see their surroundings by
using a Head Mounted Display. Interactive simulation involves
recreating a virtual world and digitally representing physical
objects through a computer, enabling implicit interaction that
allows users a degree of control over their experiences using
sensors and input devices like joysticks, keyboards, head-
mounted displays, among others.

Immersive VR applications, where the user’s perception
is mediated entirely by visual and audio devices used in
the virtual world. In this case, external information must be
entirely isolated for the experience to be fully immersive. This
technology can be costly and has some drawbacks, such as
lower-definition images, computer overload, and environmen-
tal issues associated with simulators [28].

VR allows users to feel as if they were inside a simulated
virtual world. Psotka [29] asserts that this contributes to a
significant emotional factor, which facilitates cognition and
improves information retention. The user’s range of movement
can also be expanded, allowing for navigation (useful for
virtual tours). Immersion can be achieved in various config-
urations, such as using a large screen and anaglyph glasses, or
in CAVE environments with a room containing four walls and
a projector for each. Head-mounted displays (HMDs) are also
used to project images that will be viewed by the user.

In this research, a VR immersion headset is used, which is
comfortable for immersion due to its minimal space require-
ments compared to other devices. It also provides a greater
sense of presence that contributes to memory retention and
various cognitive processes [30]. However, it’s important to
note that in some users, VR can cause motion sickness, which
is considered a significant disadvantage.
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B. Natural User Interfaces (NUIs)

NUIs study new forms of human-computer interaction
[31]. They are characterized by interactions that users find
natural, common, and familiar. The design includes the use
of new devices that make this type of interaction possible,
not limited to just the use of a mouse and keyboard. They
allow for gesture-based, touch-based, transduction-based, or
body movement-based interactions, as well as voice command
communication, among others. Innovations in input peripherals
demand changes in the way we interact with digital screens
and traditional interfaces like the mouse and keyboard, which
are replaced by touch-based and motion-based interfaces [32].

NUIs represent a revolution in the field of computing, not
only because they replace existing and widely used traditional
interfaces but also because they enable the creation of new
types of applications and original and innovative forms of
interaction. These can be applied in various fields such as en-
gineering, management, marketing, library science, and more.

C. Natural Devices Interaction

For [33], the emergence of new devices and interaction
paradigms enables new forms of human-computer interaction,
allowing users to interact with systems using body movements
or transduction. Users can operate systems through intuitive
actions such as gestures, touches, haptics, or speech. This
offers a significant opportunity to enhance user experiences.

This literature review and the establishment of the state
of the art have made it possible to recognize the immense
potential of resources and elements in immersive technologies.
Their use in proposals for interfaces with explicit knowledge
databases will enable the conception and design of original
and innovative models.

V. RELATED WORKS OF INTERACTION MODEL SYSTEMS
BASED ON IMMERSIVE TECHNOLOGIES

The lack of flexibility in information systems has led
users to employ their own strategies to carry out their daily
activities in alignment with business objectives. Users fulfill
their functions, enhance their performance, and save resources,
especially time [34]. With the aim of formalizing the intentions
of users of enterprise information systems for the execution of
their daily tasks in line with their job roles and to improve their
performance, Khodabandelou et al. [35] propose a method to
discover the strategies users employ to achieve their personal
objectives, aligned with business objectives.

The method is based on a supervised machine learning
algorithm developed using general business activities and
specific business rules. According to the authors, the model
could be used to determine user behavior and enhance their
performance. An advantage of this method is that it provides
the option to work with flat or structured files. Additionally,
the method allows for the structuring of a knowledge base that
could be generalized for various types of businesses.

From another perspective, there is a considerable number
of applications for exploring explicit knowledge databases that
are designed to interact with traditional resources such as
scientific databases [36]. However, there are some difficulties
associated with the traditional environment. In the literature,

several problems that hinder the search for scientific articles
are reported, such as:

1) Traditional Devices: mostly have limited display space.
It is assumed that newer generation LCD monitors have
improved features [37], and they are currently the most
commonly used means. Additionally, the visibility of LCD
screens is lower when using an anti-reflective filter, so it is
recommended for use when there is glare, a risk of visual
fatigue, or when the user is performing tasks that do not depend
on the detection of stimuli with low RGB values [38].

2) RepoVis: adopts the metaphor of visualizing source code
listings hanging on a wall from a distance [39]. The complete
visual description is the central piece of the structure (folders,
files, and code) at a given moment in a software project. Source
code files are represented as boxes with rows of colors that
represent one or more lines of code.

3) Al-Amawi et al. [40]: propose the creation of a database
to store explicit knowledge derived from lectures at a univer-
sity. This database resembles a cognitive memory that grows
and evolves over time, serving as a reference and repository of
knowledge generated in the educational process. This is part
of an e-learning system that provides benefits to students.

In the literature review, various works with different ap-
proaches were found, some of which make proposals that can
contribute to the development of this research project.

VI. MODEL SYSTEM DEVELOPMENT

Below, the processes used for developing the different
elements for building the model of the web repository interac-
tion system based on immersive technologies and natural user
interfaces are described.

A. Physical Environment Setup for Immersive Experiences

The equipment is configured, and the first step can be seen
in Fig. 2 [15]. The Leap Motion was connected to the Oculus
Rift, and then both devices were connected to a laptop using
USB and HDMI ports. The installation software used was the
Unity3D graphics engine.

(a) Schema setup (b) Actual operation

Fig. 2. Immersive environment configuration [5]

B. Usability for the Development of the Virtual Interface

Some usability principles should be considered for the
design of the model in order to facilitate its use and proper
handling of errors in its usage. Taking these principles into
account in the design according to the defined and identified

www.ijacsa.thesai.org 1265 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

target audience should contribute to maintaining product us-
ability quality to achieve maximum user satisfaction. One of
the most important criteria for evaluating the usability of a
virtual environment is the sense of presence. VR environments
have the advantage of generating simulations that can act on
the imagination of the participant, creating the sensation of
psychologically transporting him/her to another place, which
can be real or imaginary. Immersion in a VR environment
with a high degree of presence will be an experience close
to reality and even more pleasant. Tasks with a 2D interface
use interactive output devices such as: keyboard and mouse,
and interact with 2D objects and various tools (Marsh, 1999).
Interaction in a VR system is carried out in a different way,
with resources whose ergonomic evaluation criteria of the
interfaces they use, is different from what most users are used
to, helmets, glasses, gloves, virtual rooms, to mention a few.

Jordan [41] established usability principles, describing how
and why they influence usability. Klevjer (2006) argues that the
sense of presence in an environment can be enhanced through
the use of an Avatar, which is a digital character that can
resemble a real person, an animal, or take on another appear-
ance as required, considering the model’s requirements and
user preferences [15]. The image shown in Fig. 3 corresponds
to the avatar developed for this work, a resource that can
enable user engagement, allowing them to perceive it as an
assistant with whom they can interact using voice commands.
The avatar assumes basic functions for exploring explicit
knowledge documents contained in web-based databases.

Fig. 3. Avatar of the model system.

C. Natural Interaction System Model

After the immersive environment was set up, different
techniques for interaction in immersive environments were
investigated and explored:

1) Direct Manipulation: Technique implemented using a
virtual hand to accurately emulate human hand movements.
The selection of an element involves holding an object in the
same way as in the real world. In this technique, elements
are required to possess solid and physical properties for better
interaction. Fig. 4, shows the selection of a node through direct
manipulation; which as can be seen, is similar to holding a
physical object in the real world.

2) Gestural manipulation: Immersive VR elements can be
selected with virtual hand gestures. Holding an object with
the pinch metaphor involves performing the ’Pinch’ gesture
and releasing it by performing the ’Stop’ gesture using the

Fig. 4. Direct manipulation node selection.

(a) Item Selecting (b) Element releasing

Fig. 5. Gesture of a node selection example.

open palm. In Fig. 5a, the node is selected by pinching, and
in Fig. 5b, the palm is opened to stop selecting. This technique
is not completely intuitive, because both gestures may mean
something different to the user.

3) Artificial Manipulation: Winn [42], mentions the con-
cepts of “Dimension”, “Transduction” and “Reification”,
which allows the development of the corresponding metaphor,
such as the crossing of objects. To leave the selection of the
element, it is only necessary to go through it again. In Fig. 6a,
a selected cube is visualized, changing color, and in Fig. 6b,
the cube is visualized returning to its previous state.

(a) Item Selecting (b) Element releasing

Fig. 6. Artificial node manipulation example.
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D. Implementation of Web Crawler for Information Retrieval

In order to carry out the tests, the interface model was
connected to the ALICIA of Concytec scientific database and
to enable the information retrieval, a program of the tracking
type was developed and implemented, which allows automatic
communication with the ALICIA and extracts the information
required in the VR based interface through analysis of the
source code of viewing concerning the respective visualization.
The implementation involved investigating the pattern for
performing the tracking and extraction for automated recovery.

E. Speech Recognition and Text-to-speech Engine

Intel Perceptual Computing features a library of raw audio-
to-text conversion functions used to develop the recognition
engine. To achieve accurate voice recognition, a certified
wireless microphone was integrated into the prototype. A C#
.Net library was developed to continuously capture user audio
and then transmit it to Unity3D via Socket. A listening port
was implemented to receive user voice commands.

F. Implementation of the Syntactic Analyzer

The Freeling library was used to perform the interpretation
of the syntactic analysis of voice commands, taking into
consideration the quality of the attributes of the functions
for the treatment of the Spanish language. This process of
syntactic analysis first involves breaking down the words in a
sentence or phrase, to perform content analysis and add type
labels: noun, verb, adverb, adjective, article, pronoun, etc. Fig.
7 shows an example of the analysis of a sentence, generating
its respective syntactic tree.

Fig. 7. Syntactic tree for a voice consultation generation.

The process diagram of the Proposed Model for document
exploration in explicit knowledge databases, based on VR and
NLP techniques, is presented in Fig. 8. The proposed model
starts with a verbal query by a user who wants to search for a
document in a web-based explicit knowledge database, then the
speech recognition engine captures the speech signals and con-
verts them into plain text. After the information is processed by
the semantic analyzer, a syntactic tree is generated. Interaction
and query commands are differentiated by the analyzer and
then sent to the crawler, which establishes a connection with
the virtual assistant to retrieve the information requested by
the user. The results are visualized so that the user can begin

Fig. 8. Process diagram of the proposed model [5].

to interact. The process is concluded when the user agrees;
otherwise, a new search is initiated.

VII. EVALUATION OF PROPOSED MODEL REGARDING
THE TRADITIONAL

Usability is defined as the degree of satisfaction with
which a product can be used by specific users to achieve
specific goals, linked to effectiveness, efficiency, and satisfac-
tion, within a particular context of use. The results of tests
obtained using the proposed model in comparison to traditional
models will be evaluated using the ISO 9241 standard, which
pertains to interface usability. The dimensions to be evaluated
include user-interface interaction, effectiveness, efficiency, and
satisfaction.

A. Choice and Measurement of Variables

The following metrics are used:

1) Effectiveness: The accuracy achieved by users in rela-
tion to specified objectives also implies the absence of system
errors and ease of learning and remembering. The metrics used
include the number of important tasks executed, the number
of relevant functions used, the number of tasks completed on
the first attempt, the number of support requests, the number
of accesses to help, and the number of functions learned.

2) Efficiency: This is the relationship of the resources
employed (time, effort, etc.) with the accuracy and integrity
with which the users achieve the specified objectives. The
metrics used are: Time spent in the first attempt, time spent in
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relearning functions, productive time, time to learn character-
istics, time to relearn, time spent in error correction.

3) Satisfaction: it is a subjective factor that takes into ac-
count the positive attitude towards the use of the product. The
metrics used are: qualification of satisfaction with important
features, qualification of ease of learning, qualification of error
handling and the rate of voluntary system usage.

4) Preparation of Experiments with users: Once the de-
vices are interconnected and the software modules are initiated,
the evaluation of the document scanning model for explicit
knowledge databases using the VR and NLP model, and
the model with traditional interfaces of ALICIA (Web) were
conducted. These evaluations were performed with five users,
following Nielsen’s [43] recommendations for interface evalua-
tion. Each user was assigned the task of searching for scientific
articles for thirty minutes using both interface models. During
the experiment, users could request assistance from an expert,
who was also responsible for documenting the experiment.

The first model evaluated was the exploration of scientific
articles using the VR, NLP, and NUI-based model. In this
model, the user immersed in the interface communicates with
the article search mechanism through voice commands and can
also interact with the elements being queried through touch.
Fig. 9 shows a user utilizing the interface model, and Fig. 10
displays the information content presented to the user on the
video monitor.

Fig. 9. Evaluation of the VR, NLP and NUI interface model.

Fig. 10. View of the user with the model.

The second model to be evaluated is the traditional docu-
ment exploration model, utilizing the Alicia scientific database
interface. In this case, the user has a monitor for query
visualization and uses the mouse and keyboard solely for
interactions. Fig. 11 illustrates a user utilizing the traditional
Alicia-Web interface, and what the user sees on the monitor
is shown in Fig. 12.

Fig. 11. Evaluation of the traditional model of interface - Alicia Web.

Fig. 12. View of the monitor with the information shown by the traditional
interface.

VIII. RESULTS

The observations made on users using both types of inter-
faces allowed for the assessment of the effectiveness of each
interface using the metrics outlined in ISO 9241. Effectiveness
is defined as the achievement of goals or task completion, and
it is represented by the number of goals accomplished. Various
metrics count the goals achieved, tasks completed, functions
used, etc. The results are tabulated in Table I.

The data from the results of using both interfaces for evalu-
ating their effectiveness according to ISO 9241 are presented.
Effectiveness is defined as the optimal use of the necessary
resources to achieve a goal, where time is an important factor
for the user of a software interface. The longer the time taken
by the user to complete tasks using the interface, the lower the
effectiveness. Conversely, if the time is shorter, the interface
is considered more effective. The results are shown in Table I.

The satisfaction evaluation for each interface, considering
the metrics defined by ISO 9241, takes into account that it
is the degree or level of conformity of the user; it is their
personal appreciation when evaluating the software interface.
In order to measure software satisfaction in different aspects,
the user must choose from five assessment alternatives: (1) Not
at all satisfied, (2) Not very satisfied, (3) Fairly satisfied, (4)
Very satisfied, (5) Completely satisfied. After each alternative
of satisfaction there is a percentage of valuation corresponding
to each alternative of satisfaction; these are respectively: 0.2,
0.4, 0.6, 0.8, 1.0. By averaging the levels of satisfaction, we can
ultimately obtain the percentage of overall satisfaction required
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TABLE I. COMPARISON OF EFFECTIVENESS USING THE TWO INTERFACES
[15]

Metrics: Effectiveness Measure
- ISO 9241

Proposed model
(Mean Quantity)

Web (Mean Quan-
tity)

Tasks performed 2.0 4.2
Functions used 3.8 7.8
Completed successfully Tasks at
the first attempt

1.2 2.2

Important tasks performed 2.2 2.8
Calls for support 3.4 0.6
Access to help 0.4 0.2
Metrics: Measure of efficiency
- ISO 9241

Proposed model
(Mean Quantity)

Web (Mean Cuan-
tity)

First attempt time 35.6 47.3
Time to relearn functions 31.2 16.6
Productive time 54.0 78.6
Learn characteristics time 16.6 31.2
Relearn characteristics time 54.0 78.6
Error correction time 55.8 54.6
Metrics: Measure of satisfac-
tion - ISO 9241

Proposed model
(Mean %)

Web (Mean %)

Qualification of satisfaction 0.72 0.32
Qualification of ease of learning 0.64 0.44
Error treatment qualification 0.24 0.28
Voluntary product use rate 0.92 0.64

in each metric.

IX. DISCUSSION

After processing the data obtained in the evaluation of
the interfaces for each of the metrics following the ISO
9241 standards, allowing the assessment of the system in
the dimensions of effectiveness, efficiency, and satisfaction,
the “T-Student” statistical test was applied. This test revealed
sufficient evidence that significant differences exist in the
comparison of the evaluated dimensions:

• The proposed VR and NLP-based model showed low
effectiveness compared to the traditional model of the
scientific database ALICIA.

• The VR and NLP-based model exhibited higher effi-
ciency compared to the traditional ALICIA database.

• Users expressed greater satisfaction with the VR and
NLP-based model.

• The efficiency of the VR and NLP-based model was
higher compared to the traditional ALICIA model.

The results obtained from the empirical analysis, based on
user experiences with the VR and NLP-based model, generated
considerable interest among users. They perceive it as a novel
approach to interacting with explicit documents in institutional
repositories, a proposal with significant development poten-
tial. Users faced initial difficulty with both types of models.
Specifically, users who had never used ALICIA only utilized
basic functions and not the tools and features available in the
system. In contrast, users utilizing the VR and NLP-based
interface initially struggled to adapt to the three-dimensional
nature of immersion headsets. However, after a few minutes
of adaptation, they expressed a desire to explore all available
options and functionalities.

For exploration and document retrieval tasks, users em-
ploying the VR and NLP-based interface completed these tasks
in less time than those using traditional web-based interfaces.

It is noteworthy that a significant issue with VR immersion
headsets is user discomfort.

X. CONCLUSION

An interface system model for explicit knowledge
databases has been proposed and developed, based on natural
language, natural users interface and immersive technologies
processing techniques, which were successfully tested and
found to be successful.

The scientific database ALICIA, was used for the evalu-
ation of the proposed traditional model, using the ISO 9241
standard, considering Effectiveness, Efficiency and Satisfac-
tion. The statistical test T-Student was applied to evaluate the
data obtained by means of inferential statistics. The results
allow to establish that the proposed model based on VR, NLP
and NUI is superior to the traditional one in the dimensions of
“Efficiency and Satisfaction” and is inferior in the dimension
of “Effectiveness”. Therefore, it is concluded that the model
of exploration of scientific articles with VR, NLP and NUI is
better than the traditional model.

It is important to point out that currently, users of large
databases have traditional interfaces based mainly on the
mouse and keyboard. In the opinion of the authors, a greater
effort should be made to research new interface models that
are more efficient and effective and that have ergonomic and
usability features to facilitate user interaction with the systems.
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[16] E. Duperet and D. Pérez and M. Rodrı́guez and A. Ramı́rez and
L. Montoya, Importance of repositories for preserving and recovering
information. Medisan, vol. 19, no. 10, pp. 1283-1290, 2015.

[17] P. Jackson and I. Moulinier, Natural Language Processing for Online
Applications. Text retrieval, extraction and categorization, vol. 5, 2007.

[18] D. Lewis and K. Jones, Natural language processing for information
retrieval. Communications of the ACM, vol. 39, no. 1, pp. 92-101,
1996, doi:10.1145/234173.234210

[19] J. Gratch and J. Rickel and J. Cassell and E. Petajan, Creating
Interactive Virtual Humans: Some Assembly Required. IEEE Intelligent
Systems, vol. 17, no. 4, pp. 54-63, 2002.

[20] B. Xu and R. Cai and Z. Zhang and X. Yang and Z. Hao and Z. Li
and Z. Liang, NADAQ: Natural Language Database Querying Based
on Deep Learning. IEEE Access, vol. 7, pp. 35012-35017, 2019,
doi:10.1109/access.2019.2904720

[21] F. Brad and R. Iacob and I. Hosu and T. Rebedea, Data set for a Neural
Natural Language Interface for Databases (NNLIDB). 8th International
Joint Conference on Natural Language Processing, Taipei, Taiwan, 2017.

[22] N. Nihalani and S. Silakari and M. Motwani, Natural language Interface
for Database: A Brief review. International Journal of Computer Science
Issues, vol. 8, no. 2, 2011.

[23] A. Bhat and G. Bhagwat and J. Chavan, A Survey on Virtual reality
platform and its Applications. International Journal of Advanced
Research in Computer Engineering & Technology (IJARCET), vol. 4,
no. 10, pp. 3775-3778, 2015.

[24] J. Martı́n-Gutiérrez and C. Mora and B. Añorbe-Dı́az and A. González-
Marrero, Virtual technologies trends in education. EURASIA Journal
of Mathematics Science and Technology Education, vol. 13, no. 2, pp.
469-486, 2017.

[25] L. Alfaro and C. Rivera and J. Luna-Urquizo and E. Castañeda and
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Abstract—Hackers use the vulnerability before programmers
have a chance to fix it, which is known as a zero-day attack.
Zero-day attackers have a variety of abilities, including the
ability to alter files, control machines, steal data, and install
malware or adware. When a series of complex assaults uses one
or more zero-day exploits, the result is a zero-day attack path.
Timely assessment of zero-day threats might be enabled by early
detection of zero-day attack pathways. To detect this zero-day
attack, this paper introduced a Chaotic Enriched Salp Swarm
Optimization (CESSO) with the help of a hybrid Convolutional
Recursive Neural Network (HCRNN) is implemented. The
input data is retrieved from two datasets called IDS 2018
Intrusion CSVs (CSE-CIC-IDS2018) and NSL-KDD. The data is
pre-processed with the help of data cleaning and normalization.
A unique hybrid feature selection method that is based on the
CESSO and Information Gain(IG) is introduced. The CESSO
is also used to improve the Recursive Neural Network (RNN)
performance to produce an optimized RNN. The selected features
are classified, and prediction is performed using the hybrid
Convolutional Neural Network (CNN) with RNN called HCRNN.
The implementation of the zero-day attack is performed using
MATLAB software. The accuracy achieved for dataset 1 is
98.36%, and for dataset 2 is 97.14%.

Keywords—Hackers; vulnerability; zero-day attack; chaotic en-
riched salp swarm optimization; data cleaning; normalization; and
MATLAB software.

I. INTRODUCTION

An online assault that targets a software vulnerability that
neither the programmed developer nor antivirus vendors are
aware of is known as a zero-day (0-day) exploit. Before
anybody else interested in resolving the issue can identify
the software vulnerability, the attacker does, writes an exploit
rapidly and then utilizes it to launch an attack [1], [2].
Particularly in today’s environment, a zero-day vulnerability
poses a major and possible threat to many enterprises. When
a software flaw is a zero-day vulnerability, it goes beyond the
expected immediate or almost daily instantaneous detection
and remains unnoticed for a considerable amount of time [3].
Before the manufacturer even notices the issue or rushes to
patch it, this security flaw is frequently exploited by hackers
[4], [5]. This exploit is, hence, often referred to as a zero-day
assault. Zero-day attacks might evade detection by traditional
defenses for a considerable amount of time since network

managers’ primary focus is to stop assaults before they happen
[6]. This makes dangerous agents more likely to penetrate
the networks and makes the administrator’s job more difficult.
Preventing zero-day attacks is one of the most challenging
aspects of risk management.

Risk management requires knowledge of the potential
threats to be faced as well as the strength of the attack surface
[7]. Zero-day attacks make use of vulnerabilities that have
already been identified but of which the vendor or developer of
the application is ignorant. The vulnerability’s recent discovery
may take weeks for identification and patching, leaving the
program vulnerable to exploits. All kinds of intrusion detection
systems are thought to face their greatest threat from zero-day
(unknown) assaults [8], [9]. Various studies have dealt with
the challenge of identifying unidentified assaults. Applying
unsupervised anomaly detection algorithms is one way to find
new attack kinds. Despite how difficult this issue is, resolving
it would significantly improve the security of our computer
system [10]. When additional safeguards are put in place to
identify zero-day attacks, the difficulties listed below must be
addressed. Not all zero-day vulnerabilities result in zero-day
attacks [11].

The players without adequate security measures to thwart
all potential attacks lose and are taken advantage of [12]. These
weaknesses in security mechanism implementation by an or-
ganization or a person allow hackers an exploitation window
that might result in zero-day attacks. Zero-day vulnerabilities
can be challenging to identify since they can manifest in a
variety of ways, including a lack of data encryption, a lack
of authorizations, a weakness in an algorithm, a vulnerability
in the password security system, etc. [13], [14]. Due to the
nature of these security flaws, detailed information on zero-
day exploits may only be accessed after the exploit has been
discovered [15]. An enterprise may notice suspicious scanning
activity or unexpected traffic originating from a customer or
service due to a zero-day vulnerability.

The foremost contribution of the paper is as follows-

• The filter technique IG is used before initializing the
population in the SSO model. Then, the CESSO ap-
proach is used to choose the optimum feature subset.

• Salp Swarm Optimization is improved by incorpo-
rating the Chimp Optimization algorithm’s strategy,
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i.e., its Chaotic Map, named Chaotic Enriched SSO
(CESSO).

• This CESSO model is used to improve the perfor-
mance of the RNN to produce an optimized RNN.

• The optimized RNN is a hybrid with the CNN called
HCRNN, which will enhance the prediction accuracy
of the zero-day attack.

The organization of the paper is as follows: Section II explains
the literature review of the paper, Section III describes the
problem statement, Section IV is the detailed description of
the proposed methodology, Section V discusses the result and
discussion, and finally, Section VI concludes the paper with a
detailed conclusion.

II. LITERATURE REVIEW

In this section, the recent papers related to the zero-day
attack are discussed, and their drawbacks are also discussed.

In 2016, Zhang et al. [16] suggested a security metric for
assessing network resilience to Zero-Day Attacks. By creating
and assessing several diversity measures, this research takes
the first step toward formally characterizing network diversity
as a security parameter.

In 2018, Sun et al. [17] proposed the probabilistic iden-
tification of zero-day attack paths, and Bayesian networks
were used. This research suggested a probabilistic method
and developed a prototype system called ZePro for identifying
zero-day attack paths.

In 2019, Afek et al. [18] suggested the extraction of zero-
day signatures for high-volume attacks. The key contributions
of this research are the method created to extract the neces-
sary signatures, together with the concept of the string-heavy
hitters’ issue and the technique for solving it.

In 2021, Zoppi et al. [19] presented the strategy and
application of unsupervised algorithms for detecting zero-
day attacks. The article uses a question-and-answer format
to highlight common problems encountered when performing
quantitative studies for zero-day detection, and it demonstrates
how to build up and test unsupervised algorithms using the
proper equipment.

In 2022, Mbona and Eloff [20] recommended machine
learning approaches for the semi-supervised detection of zero-
day intrusion attacks. The method suggested in this paper
shows that Benford’s rule, the law of anomalous numbers, is
a workable technique that may successfully discover major
network aspects that are suggestive of abnormal behavior and
can be utilized for identifying zero-day assaults.

In 2022, Popoola et al. [21] examined federated deep
learning for IoT-edge devices to detect zero-day botnet attacks.
To protect IoT edge devices from leaking personal data, this
study presented the federated DL (FDL) approach for zero-
day botnet attack detection. This approach uses an ideal deep
neural network (DNN) model to classify network traffic.

In 2022, Bar and Hajaj [22] proposed the SimCSE for
the prediction of encrypted traffic and zero-day attacks. The
simple contrastive learning of sentence embedding (SimCSE)

proposed in this study serves as the embedding model for a
novel method for traffic identification at the packet level.

In 2021, Kumar and Sinha [23] proposed an effective
method for detecting zero-day cyberattacks. This study sug-
gests an innovative, robust, and intelligent cyber-attack de-
tection model that makes use of the heavy-hitter idea and a
graphical approach to identify zero-day assaults.

III. PROBLEM STATEMENT

Traditional intrusion detection approaches are no longer
enough for identifying zero-day attacks, which may exploit
security vulnerabilities that may exist in a network due to
the fast expansion of network-based cyberattacks. With the
advancement and new development of systems, cyber security
vulnerabilities, and technology, existing approaches in intru-
sion detection have not been sufficient to defend systems
from cyber security vulnerabilities. There is a need for more
proactive ways to identify known and new vulnerabilities to
stop zero-day attacks from taking advantage of such network
security weaknesses. If a hacker is successful in exploiting a
vulnerability in software before the developers of the affected
system can find a solution, this is known as a zero-day attack
[24]. Zero-day vulnerabilities can take on practically any form
since they can be disguised as any type of more generic
software flaw.

IV. PROPOSED METHODOLOGY

Detecting zero-day threats is one of the most challenging
responsibilities of an IDS. An attack that makes use of a
network vulnerability that has not yet been found is known
as a zero-day attack. The first step in the life of a zero-day
assault is the identification of a software vulnerability. Once an
exploit has been made, the vulnerability is utilized to attack the
targets. After the initial assaults are carried out, the vendors
distributing the weak software learn about it and produce a
patch to fix it. This project will design a fresh, optimized deep
learning system to address the difficulties of detecting zero-day
ransomware. Fig. 1 shows the proposed approach for detecting
zero-day attacks.

From Fig. 1, the input data is received from the two datasets
called CSE-CIC-IDS2018 and NSL-KDD. Then, the input data
is cleaned and normalized in the pre-processing stage. The
statistical features and higher-order features are extracted in
the feature extraction stage; the required features are selected
using the improved IG using the CESSO model. Then, the
same CESSO will enhance the features of the RNN, and it is
hybrid with the CNN to produce HCRNN, which is used for
zero-day attack detection.

A. Dataset Description

In the Zero-day attack model, two datasets are used.

1) IDS 2018 Intrusion CSVs (CSE-CIC-IDS2018): This
dataset was created by the University of New Brunswick
initially for research on DDoS data. This dataset won’t be
modified in the future because it was totally compiled in 2018.
The dataset was indeed based on logfiles kept by the institu-
tion, which revealed several DoS assaults during the course of
the period that were made accessible to the public. Because
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Fig. 1. Block diagram of the Zero attack detection mechanism.

it specifies whether or not the sent packets are malicious, the
Label column is possibly the essential information for building
machine learning algorithms for this dataset.

Based on date, data is separated into several files. Each
file is imbalanced; the notebook creator is responsible for
partitioning the dataset into a balanced shape for more accurate
predictions. This dataset contains a total of 80 columns, each
of which corresponds to a record in the IDS logging system
used by the University of New Brunswick. Both columns for
forward and backward traffic are present because their system
distinguishes between the two. The following are the columns
in this dataset that are most important: Label, Destination
port, Protocol, Flow Duration, Total forward packets, Total
backward packets, and Total forward packets [25].

2) NSL-KDD: As compared to the original KDD data set,
the NSL-KDD data set is better in the following aspects:

The classifiers won’t be skewed in favor of a more promi-
nent impact since similar data are excluded from the train set.
Due to the lack of duplicate data in the proposed test sets,
methods with greater diagnostic accuracy for frequent records
have no impact on the learners’ outcomes. The proportion of
records selected from each class of difficulty levels in the
original KDD data set is inversely proportional to the total
number of entries in each class.

As a result, there is a wider range of variance in the
classification rates of different machine learning techniques,
making it simpler to assess different learning approaches
correctly. With a manageable number of records in both the

train and test sets, it is possible to run the tests on the complete
set without having to choose a subset at random. Therefore,
the assessment results from different research initiatives will
be comparable and consistent [26].

B. Pre-processing

The raw dataset gathered during the prior step must be
cleaned and normalized during this stage. It is possible to
access the dataset’s raw log data set. To assist in identifying
online assaults, the data is normalized, encrypted, and stripped
of duplicate and missing information during this phase of the
evaluation process.

1) Data Cleaning: Finding duplicate data is a common
need of data cleaning operations. Duplicates should be elim-
inated since deep learning produces the same patterns when
non-duplicate variables are used. The cleaned dataset has been
obtained after some columns have been cleared of duplicate
and missing values. This dataset contains no duplicates.

2) Normalization: By transforming them into unique pat-
terns, data are normalized. The process of converting raw data
into a format that can be handled effectively is known as data
transformation. Normalization focuses mostly on reducing or
even getting rid of redundant data. Because of this crucial
problem, managing data in relational databases that store
similar data in several places is getting harder.

C. Feature Extraction

The features such as statistical features (Harmonic mean,
median, standard deviation), higher order statistical features
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(skewness, Variance), Improved Information gain (Proposed),
and based features will then be retrieved from the pre-
processed data.

1) Statistical Features:

a) Harmonic Mean: Numerical averages include the
harmonic mean. It is determined by multiplying the number of
observations, or series elements, by the inverse of each integer
in the series. The harmonic mean is, therefore, the inverse of
the arithmetic mean of the reciprocals, as shown in Eq. (1)

µH =
T∑n

i=1
1
αi

(1)

where, αi a series with T numbers.

b) Median: The median, which is the midpoint in a list
of numbers arranged either ascending or descending, may be
more representative of the set of data than the average.

Median =

{
l+1
2 , for odd numbers

l
2 , for even numbers

(2)

where, l is the last number.

c) Standard deviation: The term “standard deviation”
(σ) refers to a measurement of the data’s dispersion from the
mean. The values are centered all around the mean whenever
the standard deviation is small and widely scattered when it is
high.

SD(σ) =

√∑n
i=1(αi − µ)2

N
(3)

where αi is the input value, µ is the mean and N is the total
number of elements.

2) Higher-order statistical features:

a) Skewness: A distribution’s skewness can be mea-
sured to see how asymmetrical it is. A distribution is asymmet-
ric whenever its left and right sides do not reflect each other
in the same way. A distribution may have right (or positive),
left (or negative), or zero skewness.

Skewness =
3(µ−Median)

σ
(4)

b) Variance: Variance is the analytical evaluation of
the numerical variation inside a data set. More specifically,
variance determines how far apart every integer in the set is
from the mean and, thus, from the other numbers in the set.

V ariance =

∑n
i=1(αi − µ)2

N
(5)

D. Feature Selection

This section introduces a unique hybrid feature selection
method that is based on the CESSO algorithm and IG. Let’s
start by outlining the IG algorithm and then describe how the
CESSO technique was implemented in detail.

E. Improved Information Gain

Information gain uses correlations between features and
classifications to distribute feature weights statistically. Let
F = {f1, f2, f3, . . . , fn} be the group of n data points in
a dataset, X = {x1, x2, x3, . . . , xp} be the collection of p
features, and Y = {y1, y2, y3, . . . , ym} be a group of m type
label. The number P (Cli) denotes the percentage of classes in
F with the label Pi where i = 1, 2, 3, ...,m. Eq. (6) provides
the dataset’s entropy.

H(Y ) = −
m∑
i=1

P (Cli) log2 P (Cli) (6)

Each feature in the data classification system has an infor-
mation gain (IG). Where Q = {Q1

j , Q2
j , , . . . , Q

p
j} represents

the pth(p = 1, 2, . . . , n) a data set feature. Regarding the
characteristic, Q = {Q1

j , Q2
j , , . . . , Q

p
j} the corresponding

conditional entropy is:

H(Y |Qj) = −
k∑

p=1

P (Qp
j )

m∑
i=1

P (Cli|Qp
j )log2P (Cli|Qp

j )

(7)
where, P (Qp

j ) denotes the categorical variable Cl’s prior prob-
ability and Qp

j is the value of Qj , an attribute with k different
kinds of values. The P (Cli|Qp

j ) represents the conditional
probability of the variable Cl after the attribute Qj is fixed.
Consequently, the formula below states that the value of the
information gained from the attribute Qj is provided by the
difference between H(Y ), H(Y |Qj), which is given by Eq.
(8).

IG(Qj) = H(Y )−H(Y |Qj) (8)

An increased IG often denotes the importance of the feature
for the categorization.

F. IG-CESSO for Optimal Feature Subset Selection

The CESSO algorithm finds the optimal feature subset with
the fewest features and highest classification accuracy, which
is what feature selection seeks to do for a given dataset. It is
utilized for giving each component a binary string to represent
whether an attribute is picked; for example, the feature is
chosen when the binary value is 1, whereas a binary 0 denotes
that it is not.

Each of these two indications uniquely impacts the clas-
sifier’s classification performance. In this instance, just merge
them into a single weighted indicator and use the same fitness
function as in Eq. (9).

Fi = δ1 ∗Aclasifier + δ2 ∗ (1−
N

T
) (9)

where T stands for the total number of characteristics and N
for the number of attributes that were selected; here, δ1 and
δ2 have values of 1 and 0.001, respectively[27]. Eq. (10) may
be used to determine the classification accuracy derived from
the HCRNN classifier.

Aclassifier =
Kc

Kc +Ki
(10)
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In this example, the numbers Ki and Kc stand for the
cases that were classified wrongly and properly, respectively.
With the help of the fitness value, it is possible to ensure that
the chosen features have a limited amount of features while
yet providing the highest possible classification accuracy[27].
The following section provides a detailed description of the
CESSO algorithm with basic Salp Swarm Optimization (SSO)

1) Salp Swarm Optimization: The Salp Swarm Optimiza-
tion (SSO) imitates the behavior of salps, a kind of planktonic
tunicate belonging to the Salpidae family with a barrel-like
structure. Additionally, their tissues resemble those of jellyfish,
and they move similarly to jellyfish, and a large portion of their
weight is made up of water. Pumping water through their jello-
like bodies causes them to move by contracting, which alters
their locations. Salps in the seas engage in a swarm activity
known as the salp chain, which may aid salps in better mobility
by employing rapid, coordinated shifts and feeding. Based on
this behavior, they created a mathematical model of the salp
chains and evaluated it using optimization issues. The leader
and the followers are the two groups that are initially separated
out in SSO [28]. The leading Salp in a chain is referred to
as the leader, while the trailing Salps are referred to as the
followers. In n-dimensions, where n stands for the variables in
the issue, and n denotes the search space, the salps’ location
is established. These salps look for food sources since they
can identify the swarm’s goal. The position should be updated
often. Thus, the salp leader updates the position using Eq. (11)
below-

a1j =

{
Sj +K1((Uj − Lj) ∗K2 + Lj), K3 <= 0

Sj −K1((Uj − Lj) ∗K2 + Lj), K3 > 0
(11)

where, a1j is the position of the leader within jth dimension,
where the food source in this dimension is Sj , the upper
and the lower bounds are Uj and Lj , respectively. The
K2 and K3 are generated randomly in the range [0, 1] to
maintain the search space. Additionally, the parameter K1 is
a crucial coefficient in this method since it helps to balance
the exploration and exploitation phases [29]. It is derived as
follows:

K1 = 2e−( v
vmax

)2 (12)

where, the letters v and vmax stand for the current iteration
and the maximum number of iterations, respectively. Using
Eq. (13), the SSA begins updating the followers’ position after
changing the leader’s position.:

aij =
1

2
(aij + ai−1

j ) (13)

where aij is the ith position of the follower within jth

dimension and i > 1.[28]

However, the SSO has the limitation of falling into the local
optima problem. Therefore, the proposed work has introduced
a new SSO variant based on the Chimp Optimization Algo-
rithm, i.e., the Chaotic Map. Therefore, chaotic enriched SSO
provides high-level efficiency in optimization performance.
The following shows a detailed description of the CESSO
algorithm.

2) CESSO-based on COA Algorithm: Salp Swarm Opti-
mization is improved by incorporating the strategy of the COA.
The COA enhances the performance of the SSO due to the
incorporation of the chaotic map strategy. The COA is mainly
focusing on hunting its prey based on determining the prey and
the chimp. In the CESSO algorithm, this step is reformulated
by considering the current best solution, and the next solution
is respectively represented as aij and a

(
ji−1). The mathematical

derivation of the Chaotic map based on the COA [30] is shown
in Eq. (14) and Eq. (15).

d = |K.aij − Cv.a
i−1
j | (14)

aij(t+ 1) = aij − p.d (15)

where t denotes the current iteration, p, Cv , and c are the
coefficient vectors, ai−1

j is the position vector of the targeted
solution, and aij is the position vector of a current best solution.
The coefficient vectors p, Cv , and K are determined using Eq.
(16).


p = 2.f.r1 − f

K = 2.r2
Cv = Chaoticvalue

(16)

In the aforementioned equation, the variable f has a specific
range, i.e., drastically minimizing from 2.5 to 0 in every
iteration process [30]. Therefore, exploitation and exploration
have maintained the equilibrium. On the other hand, the
random vectors are set between the range of 0 and 1. At
last, the chaotic vector is illustrated as m, i.e., a strategy
of the COA. This strategy is executed based on executing
several chaotic map processes. This strategy can enrich the
optimization performance, and the chaotic enriched chimp-
based salp optimization can provide higher performance than
the traditional SSO and the COA. This hybrid model, Chaotic
Enriched SSO (CESSO), can provide better performance.

The proposed work uses the CESSO algorithm to improve
the feature selection, especially on Information Gain (IG).
The IG-CESSO provides a high-level feature that helps to
improve the classification performance. Apart from feature
selection, the CESSO algorithm is utilized for improving the
prediction performance; therefore, the parameters of the RNN
are optimized using CESSO, which is discussed in section
IV.G.2.

G. Prediction of Zero-day Attack

The optimized hybrid classifier that makes the zero-day
attack detection will be trained using the selected optimal
features. The hybrid classifier will be a combination of op-
timized RNN and CNN. To enhance the prediction accuracy
of the zero-day attack detection model, the activation function
of RNN is fine-tuned via a new CESSO.
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1) CNN: The suggested model’s structure is discussed
in this part, along with specifics on its underlying motives.
The proposed model has developed based on a set of layers,
including the Input layer, Convolutional Layer, Max Pooling,
and Recurrent Layer or Output Layer. Here, the CNN ar-
chitecture has the fully connected layer that is replaced by
Recursive Neural Networks (RNN); therefore, the proposed
model has concatenated the Convolutional and recurrent layers
for detecting zero-day attacks. These layers are discussed in
their respective sections as follows.

In the architecture of the HCRNN for Zero Day attack
detection, the CNN executes the layer-wise feature extraction
using convolution layers and pooling layers [31]. The short-
comings of conventional machine learning methods, which
need to extract data features manually, are overcome by CNN
because it does not call for preprocessing or reconstruction
of the original data. Furthermore, the model’s complexity is
substantially reduced by its weight-sharing characteristics.

The CNN’s structure is depicted in Fig. 2, and the kernel
function transforms the input data, which must be in two-
dimensional form. The hidden layer comprises several con-
volution layers and pooling layers, where the input of one
layer becomes the output of the following layer. There are not
many restrictions on the input data using this structure, and it
can accurately retrieve the hierarchical expression of the input
data.

a. Convolutional Layer The convolution layer—which in-
cludes several feature matrices—is used to extract the local
characteristics of the input data. Each feature matrix is capable
of parallel processing since it can be thought of as a plane,
which can significantly reduce the number of free parameters.
Additionally, because convolution kernels vary depending on
the plane, it is possible to display the extracted features
completely. The following Eq. (17) and Eq. (18) determine
the size of the output feature map following the convolution
procedure:

ho = [
hi − fi + pc

si
+ 1] (17)

wo = [
wi − fi + pc

si
+ 1] (18)

Where the resulting feature map’s height is ho, wo is the
feature map’s width at the output side, the input image’s height
is represented as hi, wi is the representation of input image’s
width, the size of the filter is denoted as fi, the convolution
operation’s padding is represented as pc, and the convolution’
stride is denoted as si.

b. Max Pooling

The typical pooling technique known as max pooling (MP)
operates on the feature map side and picks the largest value
from a small n×n patch of the input feature map. The output
feature map is then created by MP by combining the chosen
values. The following Eq. (19) and Eq. (20) may be used to
determine the output feature map size following the pooling
procedure:

ho = [
hi − fi

si
] (19)

wo = [
wi − fi

si
] (20)

where, fi is the size of the pooling area, the output feature
map’s height is indicated by the symbol ho, The output feature
map’s width is indicated by the prefixwo, the width of the input
feature map is indicated by the letter w, the height of the input
feature map’s is indicated by the symbol hi, and the width of
the input feature map is denoted as wi.

2) Recurrent Layer For Prediction: In the HCRNN archi-
tecture, the RNN layer joints the CNN by replacing the fully
connected layer for prediction. The reason behind the selection
of the RNN layer is for selecting temporal features, whereas
CNN is for dealing with spatial features. However, the RNN
has a drawback in that phrase parsing can be complex and slow.
Interestingly, different parse trees may exist for the same text.
Additionally, labeling the training data for recursive neural
networks takes more time and effort than building recurrent
neural networks. It takes more time and effort to manually
break down a statement into smaller parts than it does to give
it a label. To overcome this drawback, the parameters of the
RNN are optimized using the CESSO algorithm.

The trees are symbolized by the letter T, and N samples
are indicating the leaves of a tree. The neural network receives
concatenated data containing a tree’s possible child nodes.
A combined score and a parent feature are produced by the
neural network, which are the two features combined after
being learned by a nonlinear mapping. A parent is created
mathematically by applying a non-linear projection on the
concatenated of the child characteristics, that is

PAx,y = ρ[Wi(chx + chy) +Bp] (21)

Where (chx + chy) is the result of concatenating the child
features x and y, Wi is the neural network’s weight matrix, Bp

is its bias parameter, ρ is a function that may be continually
changed, and PA(x, y) is the last parent attribute [32]. The
sign for this work was the logistic sigmoid since its derivative
may be stated in terms of the primary equation. The neural
network’s learned merging score is used to determine whether
samples are suitable for merging on the tree, as well as if they
are neighboring when appropriate. To produce a binary tree,
combining just the samples with the top score is permitted.
The parent feature’s score is calculated using Eq. (22)

PAs = W k
scorePAx,y (22)

While the tree’s score can be increased K, it is possible
to determine the parameters W , Bp, and WK

score of the neural
network,

argmax
k∈N

PAs(RNN(θ, x, k)) (23)

where θ is the representation of neural network parameters
to calculate a score PAs, and T are any potential trees pro-
duced by the aforementioned merging procedure. Finally, the
RNN provides the outcome with respect to zero-day attacks.
Moreover, the prediction performance is further improved by
using the CESSO algorithm. The CESSO algorithm utilizes the
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Fig. 2. Hybrid CNN with RNN architecture.

parameters of the RNN such as BATCH SIZE, MINI-BATCH,
MOMENTUM, and LEARNING RATE. The prediction per-
formance is further improved by this strategy. In this process,
the CESSO algorithm evaluated the prediction performance of
the RNN using the RMSE algorithm Eq. (24)

RMSE =
1

n

n∑
i=1

wi(yi − ŷi)
2 (24)

The n Number of samples, yi Original value, yi cap: Predicted
outcome.

In the process, the RNN generates the value that is
evaluated through the RMSE value. The minimal RMSE is
considered the best solution. In each outcome, the parameter
values are changed and updated with new solutions. Finally,
the prediction performance of the RNN will be reached higher
results. The overall flow of the proposed model is shown in
Fig. 3.

V. RESULT AND DISCUSSION

The performance of the proposed strategy is compared
to that of well-known methods such as CESSO-RNN,
RNN, CNN, Bidirectional Long Short-Term Memory (Bi-
LSTM), and Long Short-Term Memory (LSTM). The proposed
CESSO-HCRNN model is compared with all existing models
and performance for this is tabulated. The performance of the
proposed is better than the other existing models because of
improved IG using CESSO used in feature selection. Optimal
RNN combined with CNN resultant the HCRNN also produces
more accurate results. In this part, the performance measure-
ments are also covered.

A. Performance Metrics

A number of matrices are used to measure the performance,
including sensitivity, specificity, accuracy, recall, F-score, NPV,
MCC, FPR, and FNR.

Sensitivity

The sensitivity value is obtained by just dividing the total
positives by the proportion of true positive predictions

Sensitivity =
TP

TP + FN
(25)

Specificity

Specificity is calculated by dividing the number of accu-
rately anticipated negative outcomes by the total number of
negatives

Specificity =
TN

TN + FP
(26)

Accuracy The accuracy is the ratio of correctly classified
data to all of the data in the log. The precision is described
below-

Accuracy =
TP + TN

TP + FP + TN + FN
(27)

Precision By employing the entire number of samples used
in the classification process, precision is the representation of
the total number of genuine samples that are appropriately
taken into consideration during the classification process.

Precision =
TP

TP + FP
(28)

Recall

Recall rate is a measure of how many genuine samples
overall are considered when categorizing data using all samples
from the same categories from the training data.

Recall =
TP

TP + FN
(29)

F- Measure
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Fig. 3. Overall architecture of the proposed CESSO-HCRNN model.

The definition of the F-score is the harmonic mean of recall
rate and accuracy.

Fmeasure =
2precision ∗Recall

Precision+Recall
(30)

Negative Prediction Value (NPV)

NPV describes the effectiveness of a diagnostic test or other
quantitative metrics.

NPV =
TN

TN + FN
(31)

Matthews correlation coefficient (MCC) Below is a repre-
sentation of the two-by-two binary variable association mea-
sure known as MCC.

MCC =
(TP ∗ TN − FP ∗ FN)√

(TP + FN)(TN + FP )(TN + FN)(TP + FP )
(32)

False Positive Ratio (FPR) The number of negative occur-
rences divided by the number of negative events that were
incorrectly classified as positive yields the false positive rate
(false positives).

FPR =
FP

FP + TN
(33)

False Negative Ratio (FNR) The likelihood that an actual
positive may be overlooked by the test is known as the false-
negative rate, sometimes referred to as the “miss rate”.

FNR =
FN

FN + TP
(34)

B. Comparative analysis for the performance metrics

1) CSE-CIC-IDS2018 Dataset: Using the CSE-CIC-
IDS2018 Dataset, the performance metrics for the proposed
CESSO-HCRNN approach were computed and contrasted with
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Fig. 4. Comparison of sensitivity, specificity, and accuracy of
CSE-CIC-IDS2018 dataset for the proposed CESSO-HCRNN and existing

techniques.

Fig. 5. Comparison of the precision, recall, and F- Measure of
CSE-CIC-IDS2018 dataset for the proposed CESSO-HCRNN and existing

techniques.

those of CESSO-RNN, RNN, CNN, Bi-LSTM, and LSTM.
The suggested CESSO-HCRNN strategy’s efficacy is evaluated
here using the other metrics, whilst the proposed model’s effi-
cacy is evaluated here using measures like accuracy, sensitivity,
precision, recall, and F-Measure. Table I compares the CSE-
CIC-IDS2018 Dataset’s performance metrics.

The metrics in the table are analyzed and their values are
combined. Comparing the suggested CESSO-HCRNN model
against older methods reveals that it is quite accurate. Graphs
are used to show the difference in performance. The suggested
and current models are contrasted using the graph in Fig. 4 in
terms of metrics like sensitivity, specificity, and accuracy.

Fig. 4 displays performance metrics, such as sensitivity,
specificity, and accuracy, for both the proposed and current
approaches. Sensitivity values are 0.9571, 0.9180, 0.8861,
0.8784, 0.8079, and 0.7529 for the proposed CESSO-RNN,
RNN, CNN, Bi-LSTM, and LSTM. The accuracy values are
0.9714, 0.9617, 0.9411, 0.9389, 0.8941, and 0.8699, respec-
tively, while the specificity values are 0.9785, 0.9835, 0.9686,
0.9692, 0.9373, and 0.9285. The proposed model performs
better in terms of sensitivity, specificity, and accuracy than
the widely used methods.

Precision, recall, and F-Measure performance characteris-
tics for the proposed CESSO-HCRNN and current techniques
are shown in Fig. 5. Precision values for the proposed CESSO-

Fig. 6. Comparison of the NPV and MCC of CSE-CIC-IDS2018 dataset for
the proposed CESSO-HCRNN and existing techniques.

Fig. 7. Comparison of FPR and FNR of CSE-CIC-IDS2018 dataset for the
proposed CESSO-HCRNN and existing techniques.

RNN, RNN, CNN, Bi-LSTM, and LSTM are 0.9571, 0.9653,
0.9339, 0.9344, 0.8656, and 0.8403 respectively. Recall values
for the proposed CESSO-HCRNN and current approaches
are 0.9571, 0.9180, 0.8861, 0.8784, 0.8079, and 0.7529, re-
spectively. The F-measure values are 0.9571, 0.9410, 0.9093,
0.9055, 0.8358, and 0.7942. The suggested CESSO-HCRNN
model provides higher precision, recall, and F- Measure than
the current approaches.

Fig. 6 illustrates the performance metrics, including NPV
and MCC, for the proposed and existing techniques. The
proposed CESSO-HCRNN and current models like CESSO-
RNN, RNN, CNN, Bi-LSTM, and LSTM have NPV values of
0.9785, 0.9600, 0.9445, 0.9071, and 0.8826, respectively. The
MCC values are 0.9356, 0.9133, 0.8664, 0.8614, 0.7588, and
0.7018 as well.

Fig. 7 visually represents the FPR and FNR performance
indicators for both the proposed CESSO-HCRNN and the
existing methods. The CESSO-HCRNN model has a lower
FPR and FNR when compared to the approaches currently in
use. The suggested CESSO- HCRNN and current approaches
like CESSO-RNN, RNN, CNN, Bi-LSTM, and LSTM have
the FPR and FNR are 0.0215, 0.0165, 0.0314, 0.0308, 0.0627,
and 0.0715; and 0.0429, 0.0820, 0.1139, 0.1216, 0.1921, and
0.2471.

2) NSL- KDD Dataset: Performance metrics for the pro-
posed CESSO-HCRNN approach are compared to those for
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TABLE I. COMPARISON OF PERFORMANCE METRICS OF CSE-CIC-IDS2018 DATASET FOR THE PROPOSED CESSO-HCRNN AND EXISTING
TECHNIQUES

Techniques Sensitivity Specificity Accuracy Precision Recall F-Measure NPV MCC FPR FNR
Proposed CESSO -
HCRNN

0.9571 0.9785 0.9714 0.9571 0.9571 0.9571 0.9785 0.9356 0.0215 0.0429

CESSO-RNN 0.9180 0.9835 0.9617 0.9653 0.9180 0.9410 0.9600 0.9133 0.0165 0.0820
RNN 0.8861 0.9686 0.9411 0.9339 0.8861 0.9093 0.9445 0.8664 0.0314 0.1139
CNN 0.8784 0.9692 0.9389 0.9344 0.8784 0.9055 0.9410 0.8614 0.0308 0.1216
Bi-LSTM 0.8079 0.9373 0.8941 0.8656 0.8079 0.8358 0.9071 0.7588 0.0627 0.1921
LSTM 0.7529 0.9285 0.8699 0.8403 0.7529 0.7942 0.8826 0.7018 0.0715 0.2471

Fig. 8. Comparison of the sensitivity, specificity, and accuracy of NSL-KDD
dataset for the proposed CESSO-HCRNN and existing techniques.

existing techniques like CESSO-RNN, RNN, CNN, Bi-LSTM,
and LSTM. In this case, the loss values are evaluated using
the FNR and FPR error measures, and the effectiveness of
the suggested strategy and the chosen dataset for zero-day
attack prediction are determined using the other metrics. A
comparison of the performance metrics is shown in Table II.

From the table, the metrics values are calculated and
contrasted. The proposed model is quite accurate when com-
pared to previous approaches. To show the performance con-
trast, graphs are utilized. Utilizing the NSL-KDD dataset, the
CESSO method is used to improve the prediction of zero-day
attacks.

For both the proposed and current methodologies, Fig.
8 shows the graphical depiction of performance parameters
including sensitivity, specificity, and accuracy. In comparison
to previous methods, the CESSO-HCRNN model has good
accuracy, sensitivity, and specificity.

Fig. 9 displays performance characteristics such as preci-
sion, recall, and F-measure graphically for both the proposed
and existing techniques. When compared to earlier approaches,
the CESSO-HCRNN model offers high precision, recall, and
F- Measure.

Fig. 10 illustrates the performance metrics, including NPV
and MCC, for the proposed and existing techniques. The
CESSO-HCRNN model has a higher NPV and MCC when
compared to the methods currently in use.

Fig. 11 visually represents the FPR and FNR performance
metrics for the proposed and current techniques. The CESSO-
HCRNN model exhibits lower FPR and FNR when compared
to currently employed approaches, according to the compari-
son.

Fig. 9. Comparison of precision, recall, and F- Measure of NSL-KDD
dataset for the proposed CESSO-HCRNN and existing techniques.

Fig. 10. Comparison of the NPV and MCC of NSL-KDD dataset for the
proposed CESSO-HCRNN and existing techniques.

Fig. 11. Comparison of FPR and FNR of NSL-KDD dataset for the
proposed CESSO-HCRNN and existing techniques.
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TABLE II. COMPARISON OF PERFORMANCE METRICS OF NSL-KDD DATASET FOR THE PROPOSED CESSO-HCRNN AND EXISTING TECHNIQUES

Techniques Sensitivity Specificity Accuracy Precision Recall F-Measure NPV MCC FPR FNR
Proposed CESSO -
HCRNN

0.9509 0.9902 0.9836 0.9509 0.9509 0.9509 0.9902 0.9410 0.0098 0.0491

CESSO-RNN 0.8819 0.9764 0.9606 0.8819 0.8819 0.8819 0.9764 0.8582 0.0236 0.1181
RNN 0.8569 0.9714 0.9523 0.8569 0.8569 0.8569 0.9714 0.8283 0.0286 0.1431
CNN 0.8200 0.9640 0.9400 0.8200 0.8200 0.8200 0.9640 0.7840 0.0360 0.1800
Bi-LSTM 0.7589 0.9518 0.9196 0.7589 0.7589 0.7589 0.9518 0.7107 0.0482 0.2411
LSTM 0.7134 0.9427 0.9045 0.7134 0.7134 0.7134 0.9427 0.6560 0.0573 0.2866

VI. CONCLUSION

As a zero-day attack is a random assault that cannot
be anticipated, the zero-day attack has recently taken on
highly dangerous consequences. The zero-day threat takes
the use of a software vulnerability to access the system or
do significant harm, and system developers have no time to
fix this vulnerability to reduce the threat. The input data is
received from the two datasets, the missing values are removed,
and the data normalization is performed in the pre-processed
section. A unique hybrid feature selection method that is based
on the CESSO and Information Gain(IG) are implemented.
The CESSO is also used to improve the Recursive Neural
Network (RNN) performance to produce an optimized RNN.
The improved RNN is hybrid with the CNN to produce the
HCRNN, which is used to predict the zero-day attack. The
results of the proposed CESSO-HCRNN are compared with
the existing models with reduced error values.

In two test cases, the performance of the proposed method-
ology is examined. The NSL-KDD dataset is used as the
initial test case for the proposed system. The DoS module
of the CSE-CIC-IDS2018 is utilized as the source dataset in
the second test scenario, where the framework is employed
to identify zero-day attacks on the NSL-KDD dataset. In this
case, both domains have unique feature spaces and probability
distributions. Although there is significant variation between
the source and target domains, the experimental findings show
that the suggested strategy is effective in identifying zero-day
attacks with no tagged occurrences.

REFERENCES

[1] P. Anand, Y. Singh, and A. Selwal, “Learning-based techniques for
assessing zero-day attacks and vulnerabilities in iot,” Recent Innovations
in Computing: Proceedings of ICRIC 2021, Volume 1, pp. 497–504,
2022.

[2] M. Nkongolo, J. P. Van Deventer, S. M. Kasongo, S. R. Zahra, and
J. Kipongo, “A cloud based optimization method for zero-day threats
detection using genetic algorithm and ensemble learning,” Electronics,
vol. 11, no. 11, p. 1749, 2022.

[3] R. Kumar and G. Subbiah, “Zero-day malware detection and effec-
tive malware analysis using shapley ensemble boosting and bagging
approach,” Sensors, vol. 22, no. 7, p. 2798, 2022.

[4] R. Vinayakumar, M. Alazab, K. Soman, P. Poornachandran, and
S. Venkatraman, “Robust intelligent malware detection using deep
learning,” IEEE Access, vol. 7, pp. 46 717–46 738, 2019.

[5] A. Mihoub, O. B. Fredj, O. Cheikhrouhou, A. Derhab, and M. Krichen,
“Denial of service attack detection and mitigation for internet of things
using looking-back-enabled machine learning techniques,” Computers
& Electrical Engineering, vol. 98, p. 107716, 2022.

[6] B. I. Hairab, M. S. Elsayed, A. D. Jurcut, and M. A. Azer, “Anomaly
detection based on cnn and regularization techniques against zero-day
attacks in iot networks,” IEEE Access, vol. 10, pp. 98 427–98 440, 2022.

[7] A. Abeshu and N. Chilamkurti, “Deep learning: The frontier for
distributed attack detection in fog-to-things computing,” IEEE Com-
munications Magazine, vol. 56, no. 2, pp. 169–175, 2018.

[8] A. Fatima, S. Kumar, and M. K. Dutta, “Host-server-based malware
detection system for android platforms using machine learning,” in Ad-
vances in Computational Intelligence and Communication Technology:
Proceedings of CICT 2019. Springer, 2021, pp. 195–205.

[9] I. A. Khan, N. Moustafa, D. Pi, W. Haider, B. Li, and A. Jolfaei, “An
enhanced multi-stage deep learning framework for detecting malicious
activities from autonomous vehicles,” IEEE Transactions on Intelligent
Transportation Systems, vol. 23, no. 12, pp. 25 469–25 478, 2021.

[10] M. Ali, A. Siddique, A. Hussain, F. Hassan, A. Ijaz, and A. Mehmood,
“A sustainable framework for preventing iot systems from zero day
ddos attacks by machine learning,” Int. J. Emerg. Technol, vol. 12, pp.
116–121, 2021.

[11] W. Haider, N. Moustafa, M. Keshk, A. Fernandez, K.-K. R. Choo,
and A. Wahab, “Fgmc-hads: Fuzzy gaussian mixture-based correntropy
models for detecting zero-day attacks from linux systems,” Computers
& Security, vol. 96, p. 101906, 2020.

[12] V. Sharma, K. Lee, S. Kwon, J. Kim, H. Park, K. Yim, and S.-Y. Lee, “A
consensus framework for reliability and mitigation of zero-day attacks
in iot,” Security and Communication Networks, vol. 2017, 2017.

[13] S. Venkatraman and M. Alazab, “Use of data visualisation for zero-day
malware detection,” Security and Communication Networks, vol. 2018,
pp. 1–13, 2018.

[14] F. Alhaidari, N. A. Shaib, M. Alsafi, H. Alharbi, M. Alawami, R. Aljin-
dan, A.-u. Rahman, and R. Zagrouba, “Zevigilante: Detecting zero-day
malware using machine learning and sandboxing analysis techniques,”
Computational Intelligence and Neuroscience, vol. 2022, 2022.

[15] W.-S. Choi, S.-Y. Lee, and S.-G. Choi, “Implementation and design of
a zero-day intrusion detection and response system for responding to
network security blind spots,” Mobile Information Systems, vol. 2022,
2022.

[16] X. Sun, J. Dai, P. Liu, A. Singhal, and J. Yen, “Using bayesian
networks for probabilistic identification of zero-day attack paths,” IEEE
Transactions on Information Forensics and Security, vol. 13, no. 10, pp.
2506–2521, 2018.

[17] Y. Afek, A. Bremler-Barr, and S. L. Feibish, “Zero-day signature extrac-
tion for high-volume attacks,” IEEE/ACM Transactions on Networking,
vol. 27, no. 2, pp. 691–706, 2019.

[18] T. Zoppi, A. Ceccarelli, and A. Bondavalli, “Unsupervised algorithms
to detect zero-day attacks: Strategy and application,” Ieee Access, vol. 9,
pp. 90 603–90 615, 2021.

[19] I. Mbona and J. H. Eloff, “Detecting zero-day intrusion attacks using
semi-supervised machine learning approaches,” IEEE Access, vol. 10,
pp. 69 822–69 838, 2022.

[20] S. I. Popoola, R. Ande, B. Adebisi, G. Gui, M. Hammoudeh, and
O. Jogunola, “Federated deep learning for zero-day botnet attack
detection in iot-edge devices,” IEEE Internet of Things Journal, vol. 9,
no. 5, pp. 3930–3944, 2021.

[21] R. Bar and C. Hajaj, “Simcse for encrypted traffic detection and zero-
day attack detection,” IEEE Access, vol. 10, pp. 56 952–56 960, 2022.

[22] M. Zhang, L. Wang, S. Jajodia, A. Singhal, and M. Albanese, “Network
diversity: a security metric for evaluating the resilience of networks
against zero-day attacks,” IEEE Transactions on Information Forensics
and Security, vol. 11, no. 5, pp. 1071–1086, 2016.

[23] V. Kumar and D. Sinha, “A robust intelligent zero-day cyber-attack
detection technique,” Complex & Intelligent Systems, vol. 7, no. 5, pp.
2211–2234, 2021.

www.ijacsa.thesai.org 1281 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

[24] A. Blaise, M. Bouet, V. Conan, and S. Secci, “Detection of zero-day
attacks: An unsupervised port-based approach,” Computer Networks,
vol. 180, p. 107391, 2020.

[25] “Data set1 collected from:,” https://www.kaggle.com/datasets/solarmainframe/ids-
intrusion-csv” , dated on 29/11/2022.

[26] “Data set2 collected from:,” “https://www.kaggle.com/datasets/hassan06/nslkdd”
, dated on 29/11/2022.

[27] G. Zhang, J. Hou, J. Wang, C. Yan, and J. Luo, “Feature selection
for microarray data classification using hybrid information gain and
a modified binary krill herd algorithm,” Interdisciplinary Sciences:
Computational Life Sciences, vol. 12, pp. 288–301, 2020.

[28] S. Kassaymeh, S. Abdullah, M. A. Al-Betar, and M. Alweshah, “Salp
swarm optimizer for modeling the software fault prediction problem,”
Journal of King Saud University-Computer and Information Sciences,

vol. 34, no. 6, pp. 3365–3378, 2022.
[29] N. Singh, S. Singh, and E. H. Houssein, “Hybridizing salp swarm

algorithm with particle swarm optimization algorithm for recent op-
timization functions,” Evolutionary Intelligence, pp. 1–34, 2022.

[30] M. Khishe and M. R. Mosavi, “Chimp optimization algorithm,” Expert
systems with applications, vol. 149, p. 113338, 2020.

[31] S. U. Amin, M. Alsulaiman, G. Muhammad, M. A. Bencherif, and M. S.
Hossain, “Multilevel weighted feature fusion using convolutional neural
networks for eeg motor imagery classification,” Ieee Access, vol. 7, pp.
18 940–18 950, 2019.

[32] J. Ma, W. Gao, S. Joty, and K.-F. Wong, “An attention-based rumor
detection model with tree-structured recursive neural networks,” ACM
Transactions on Intelligent Systems and Technology (TIST), vol. 11,
no. 4, pp. 1–28, 2020.

www.ijacsa.thesai.org 1282 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

Triggered Screen Restriction: Gamification
Framework

Majed Hariri1, Richard Stone2
HCI Department, Iowa State University, Iowa State University, Ames, USA1

Industrial and Manufacturing Systems Engineering Department, Iowa State University, Ames, USA2

Abstract—The prevalence of sedentary lifestyles is increasingly
becoming a significant public health concern, with numerous
health risks ranging from obesity to heart disease. Several
gamified interventions have been employed to counter sedentary
behavior by promoting physical activity. However, the existing
approaches have yielded mixed results, making it crucial to
explore new methodologies. While existing approaches have
utilized gamification elements to encourage activity, they often
need a comprehensive blend of psychological elements and
advanced technology to drive a meaningful behavioral alteration.
This paper introduces the Triggered Screen Restriction (TSR)
framework, an interdisciplinary approach integrating behavioral
psychology, gamification, and screen-time restriction technologies.
The TSR framework aims to elevate gamified physical activity by
leveraging the psychological Fear of Missing Out phenomenon,
encouraging users to meet specific activity goals to unlock
social media applications. The TSR framework presents a
promising avenue for future research. The proposed framework’s
unique approach is designed to motivate users to be more
physically active. The proposed framework fills a literature
gap in the current implementation of the gamified physical
intervention. Further studies are needed to empirically validate
the framework’s effectiveness and potential to contribute to the
gamification ecosystem.

Keywords—Gamification; physical activity; sedentary behavior;
Triggered Screen Restriction (TSR) framework

I. INTRODUCTION

Engaging in regular physical activity is not just a lifestyle
choice; it is a cornerstone for a high-quality life. Physical
activity positively impacts not only your physical health but
also enhances your mental well-being, enriches your social
interactions, and boosts your self-confidence [1]. Despite the
wide-ranging benefits, alarming data shows a global drop in
levels of physical activity [2]. One factor amplifying this
decline is the widespread use of smartphones. While these
devices have made life easier in many ways, they have also
unintentionally encouraged a lifestyle that involves minimal
movement [3]. The issue is especially severe in countries with
both high smartphone usage and alarming rates of obesity,
such as Saudi Arabia [4]. For instance, in Saudi Arabia, a
staggering 41.5% of young men are not engaged in any form
of regular physical activity, contributing to an obesity rate that
is higher than the global average [5], [6]. This trend is not
just a national crisis but a global one, necessitating swift and
effective solutions to promote active lifestyles [4]. Despite
the continuous development, most of the existing gamified
physical interventions still have untapped potential. Many of
the current methods using gamification to encourage physical
activity overly rely on positive rewards [7]. These constant

rewards can eventually wear out a person’s motivation, making
these strategies unsustainable [8].

Gamified physical interventions are often perceived by
users as either excessively complex or insufficiently supportive,
leading to decreased levels of interaction [9]. Even the most
popular fitness interventions available on Apple or Google
stores are often too narrow in focus [10]. The proposed
framework, aiming to leverage the Fear of Missing Out,
addresses these limitations by motivating users to engage
in physical activity using gamified intervention to access
their social media applications. By leveraging insights from
current research and integrating novel activity tracking with
motivational game-like elements, the framework might offer
a comprehensive solution in gamified physical interventions.
The paper seeks to serve as a foundational framework for
future gamified physical interventions. The following sections
will explore the limitations of current frameworks and the
potential of the novel approaches proposed in this framework.
The remainder of this paper is organized as follows:

• Objective - Presents the main objective, which
is to propose a theoretical framework that might
enhance the application of gamification in encouraging
physical activity.

• Literature Review - Examines existing gamification
strategies and their application in diverse domains,
particularly focusing on their role in enhancing
physical activity.

• Previous Frameworks - Examines and evaluates
popular gamification frameworks, including Octalysis,
MDA, SGD, and FRAGGLE.

• Introducing the TSR Framework - Introduces the
TSR framework, which outlines its interdisciplinary
components for promoting physical activity through
gamification.

• Components of the TSR Framework - Explores the
four key pillars of the TSR framework: screen
time restriction, notification triggers, computer vision
model, and reward engine. Describes how these
aspects work together to help encourage physical
activity through gamified intervention.

• Conclusion - Summarizes the study, emphasizing the
TSR framework’s potential as a gamified framework
to promote physical activity. The conclusion highlights
the necessity for empirical validation and proposes
future research directions.
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II. OBJECTIVE

The main objective is to propose a theoretical framework
that might enhance the application of gamification in
encouraging physical activity. This enhancement could be
achieved by exploring innovative intersections between
behavioral psychology and current technological approaches.
The paper seeks to identify novel tools and methods that might
increase the effectiveness of gamified interventions, with a
particular focus on the potential application of the fear of
missing out phenomenon.

The significance lies in the potential impact of gamified
physical interventions. By offering a novel perspective on
gamification, this paper desires to address the limitations of
motivating physical activity in various settings. Its insights
are especially relevant in societies where traditional methods
to promote physical activity have had limited success,
highlighting the need for more innovative and engaging
approaches.

This paper’s contribution is laying down a theoretical
groundwork for a new approach to gamification, focusing on
behavioral and technological aspects rather than empirical data.
The exploration of the fear of missing out phenomenon as a
motivational tool represents a fresh perspective in gamification
research. The paper seeks to inspire further academic inquiry,
discussion, and development. Ultimately, the proposal in
this paper might open up new possibilities for research
and application, leading to the creation of more effective
and engaging gamified physical interventions for promoting
physical activity in the future.

III. LITERATURE REVIEW

The idea of gamification, which incorporates game design
elements into non-gaming contexts, offers an innovative
method to foster behavioral change. By including elements
such as points, rewards, and challenges, gamification has been
observed to elevate user engagement and motivation [11].

Further, within the context of gamification, components
like badges, progress indicators, and stages hold a pivotal role.
These elements, far from being just aesthetic enhancements,
act as central motivational tools. Their presence invigorates
users, encouraging sustained interaction and consistent effort
towards reaching defined objectives [12].

Moreover, the utilization of gamification strategies has
been examined across various sectors, including educational
institutions, professional environments, and health-related
centers. The efficacy in enhancing the user experience by
making products and services more engaging has received
substantial empirical support [13], [14]. For instance, a study
that employed a randomized design explored the impact of
a gamified intervention strategy. This strategy was further
enhanced by adding elements of social support and financial
incentives framed as potential losses. The study demonstrated
a moderate yet promising increase in levels of physical
activity among veterans who are struggling with weight issues,
including obesity [15].

Another study focused on the efficacy of immediate
financial rewards given out on a variable schedule.
This study found that such financial incentives could

significantly encourage people to engage more with mobile
health applications [16]. Several studies further corroborate
the sustainability of such interventions, especially when
participants select their own goals [17], [18].

Despite these positive findings, it’s critical to acknowledge
that the effectiveness of gamification is not a one-size-fits-
all solution. A study that used a randomized design with
three different groups showed that although all participants
lost a significant amount of weight, the groups that were
exposed to gamified intervention did not outperform the control
group in a statistically significant manner [8]. Moreover, a
separate study aimed at exploring the role of personalized
goal-setting in gamified mobile health interventions reported
an initial increase in user engagement and performance, but
this positive trend appeared to diminish over time [19]. These
divergent findings clearly indicate an urgent need for more
nuanced investigations to further refine and possibly explain
the variability in outcomes associated with gamification in
physical health interventions.

When examining the specific techniques and
methodologies that are part of gamification, a rich tapestry
of strategies reveals itself. One of these strategies involves
the real-time monitoring of user metrics and the provision
of immediate feedback, which has been shown to elevate
the likelihood of successfully encouraging physical activity
[20]. Similarly, allowing users to set their own physical
activity goals introduces a competitive spirit that invigorates
the user’s motivation to be physically active [7]. Tangible
systems of rewards, often implemented through the use of
badges and points, provide compelling reasons for users to
not only meet their activity goals but also to exceed them
[21]. Creating a sense of community and social interaction
is another essential feature of gamified fitness interventions,
often achieved through leaderboards that enable users to
compare their progress and celebrate their achievements [22],
[23]. Additional strategies include sending out notifications
and text messages as reminders, which act as consistent
nudges to help users stay aligned with their fitness objectives
[24], [25].

Psychological theories also play a significant role in
how gamified interventions are designed. For instance, Self-
Determination Theory is commonly used to ensure that the
needs for competence, autonomy, and social connection are
adequately addressed, thereby serving as a continual source
of motivation [26], [27], [28]. Balancing intrinsic motivations,
such as the innate enjoyment derived from an activity,
and extrinsic motivations, such as rewards, is critical [26],
[27], [28]. Another significant psychological theory that has
been applied in gamified intervention is Flow Theory, which
suggests that the most engaging and motivating experiences
occur when there’s a balance between the challenge at hand
and the individual’s skill level [29], [30]. While the Fear of
Missing Out has been criticized for encouraging potentially
addictive behaviors [31], recent research suggests that it can
also have a positive impact, particularly for individuals who
might otherwise be disengaged [32]. These psychological
theories, although promising, require further study to confirm
their effectiveness in gamified physical interventions.

Conclusively, a systematic review encompassing an
examination of 1680 health applications available on the Apple
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and Google App stores, including (Nike+ Running, Zombies,
Run!, Strava Run, MyFit Fitness, Fitbit, and RunKeeper -
GPS Track Run Walk) [10]. Astoundingly, the research found
that a mere 4% of these applications employed gamification
elements to enhance user engagement and promote healthier
behaviors [10]. This relatively low number represents a
monumental opportunity for advancement and innovation.
Most of the existing gamified applications prioritize self-
monitoring components and combine them with goal-setting
features to maintain user engagement [10].

The current implementation of gamified interventions
mainly relies on positive feedback and personal determination
to encourage users. But this approach has limits. There are
still unexplored ways to use technology and psychology to
keep people interested and involved in physical activities. A
promising avenue in employing on-device computer vision
models that can detect and report user activities, offering a
more immersive and interactive experience while preserving
user privacy [33]. Using gamified intervention could boost
users’ interaction with physical activity applications and
significantly increase user engagement and effectiveness.

Furthermore, there’s a need to evolve beyond merely using
positive reinforcement. The emphasis should shift towards a
balanced approach, incorporating both positive and negative
reinforcement mechanisms to create a more captivating, or
even addictive, user experience [34]. By doing so, there
is an incredible opportunity to develop novel frameworks
that are not only engaging but also effective in battling
sedentary lifestyles and encouraging physical activity among
various population groups. The following subsection will focus
on previous frameworks to provide a more comprehensive
understanding of gamification’s frameworks and their current
state.

A. Previous Frameworks

1) Octalysis Framework: The Octalysis framework
emerged from the realization of the need for a tool to devise
strategies and evaluate the implementation of gamification
[35]. The Octalysis framework identified eight distinct core
drives that propel individuals to engage in certain activities.
The Octalysis framework, visually represented as an octagon,
encapsulates these core drives at each of its corners (see
Fig. 1). The Octalysis framework emphasizes the importance
of identifying whether core drives lean towards extrinsic or
intrinsic motivation.

The Octalysis framework considers the core drives as
essential components, which are defined in the following
manner:

• Epic Meaning and Calling: This drive encapsulates the
desire to be part of something larger than oneself or
to pursue a higher purpose.

• Development and Accomplishment: This is the drive
to improve, overcome challenges, and achieve goals.

• Ownership and Possession: This is the drive to own
or control resources and protect one’s investments.

• Scarcity and Impatience: This drive is about the desire
to obtain rare or exclusive items or act before an
opportunity passes.

Fig. 1. [35] Octalysis framework.

• Loss and Avoidance: This is the drive to prevent loss,
negative outcomes, or maintain one’s status quo.

• Unpredictability and Curiosity: This drive
encapsulates the desire for novelty and unexpected
outcomes.

• Social Influence and Relatedness: This drive
encompasses the need to connect with others and
belong to a group.

• Empowerment of Creativity and Feedback: This drive
covers the desire to express oneself, experiment, and
receive feedback.

The Octalysis framework divides core drives into two
impactful categories: Black Hat Gamification and White Hat
Gamification. White Hat drives, found at the top, motivate
positively, inspiring creativity, control, and purpose. These
include Epic Meaning, Development, and Empowerment of
Creativity.

In contrast, the lower drives, or Black Hat, are linked
to negative motivations like urgency or addiction. They
encompass Scarcity, Unpredictability, and Loss. The side
drives, Ownership, and Social Influence can swing either way
based on context. For effective gamification, the Octalysis
framework recommends balancing both Black and White
Hat techniques. White Hat fosters loyalty but may not
prompt immediate reactions. Black Hat encourages immediate
action but might cause burnout. An ideal gamification design
balances both aiming for sustained motivation and a rewarding
experience.

2) MDA Framework: The Mechanics, Dynamics, and
Aesthetics (MDA) framework provides a comprehensive
approach to game design and analysis, aiming to bridge
different areas like game development, game criticism, and
technical research in the gaming industry [36]. The MDA
framework categorizes games into three main elements:
Mechanics, Dynamics, and Aesthetics (see Fig. 2). These
components represent various aspects of game design and
player involvement [36].

• Mechanics: The core elements of a game that include
data representation and algorithms used to support the
game’s framework.
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• Dynamics: The real-time mechanics of responding to
player inputs, which evolve during gameplay.

• Aesthetics: The emotional reactions players have
while interacting with a game system, emphasizing
the experiential aspect of games.

The MDA framework has been found to be effective in
increasing user engagement in various platforms, including
donation-based crowdfunding. Applying the MDA framework
has resulted in higher levels of interaction from users,
indicating the potential for increased funding for charitable
initiatives [37].Furthermore, the MDA framework has been
used as an educational tool to enhance learning experiences
and comprehension of mathematical concepts in elementary
students [38].

Fig. 2. [36] The MDA framework.

3) Sustainable Gamification Design Framework: The
Sustainable Gamification Design (SGD) framework is a
systematic approach to creating gamified systems with a focus
on sustainability in user engagement, environmental impact,
and social responsibility. The SGD framework emphasizes
ethical and human-centered design principles [39]. The
framework is structured around four key stages:

• Discover: This initial phase involves comprehensively
understanding the setting and the individuals or groups
that the system will impact.

• Reframe: In this stage, designers evaluate the gathered
information to spot opportunities and develop potential
solutions.

• Envision: Decision-making is key in this phase, as
designers choose the most fitting solution for the
system.

• Create: This final step sees the design and
implementation of the gamified system, bringing the
concept to fruition.

The integration of values and ethical considerations is central
to the SGD framework, ensuring that the gamified systems
produced are not only captivating but also responsible
and considerate of broader impacts. The framework guides
designers in creating systems that are beneficial for users (see
Fig. 3).

4) FRAGGLE Framework: The FRAGGLE framework
is an agile methodology tailored for enhancing learning
experiences through gamification. The framework is designed
to align gamified activities with educational goals, content, and
assessment criteria, ensuring that game elements support the
intended learning outcomes [40]. The framework consists of
four phases:

Fig. 3. [39] The SGD framework.

• Declaration: Identifying problems, user stories, and
acceptance tests to define the project’s scope and
requirements.

• Creation: Designing engaging game elements like
players, mechanics, stages, actions, and triggers that
meet user needs.

• Execution: Implementing and deploying the gamified
learning experience to deliver an MVP for user
feedback.

• Learning: Measuring and analyzing the gamification’s
impact on learning outcomes and user satisfaction,
with a focus on continuous improvement.

The framework emphasizes learning experiences rather
than complete gamified systems. The framework-structured
approach is helpful for creating engaging and educationally
effective gamified activities. The step-by-step process of the
framework, from conception to evaluation, facilitates the agile
development of gamified learning experiences that align with
educational goals and respond to learner feedback (see Fig. 4).

B. Overview and Comparison of the Models

Gamification has gained popularity as a strategy to increase
engagement in different fields. Several frameworks guide how
to incorporate game elements into non-game settings. The
MDA framework provides a way to understand the relationship
between game mechanics, dynamics, and aesthetics. However,
the MDA framework has been criticized for focusing too much
on mechanics and not considering other aspects like user
experience and narrative elements in games [41].

The Octalysis framework offers valuable insights into the
various factors that drive people’s engagement in activities.
However, the Octalysis framework doesn’t provide a structured
design process, and the generic approach may not cater to the
diverse motivations and backgrounds of all users.

Similarly, the FRAGGLE framework is agile and learner-
centered, designed to align educational activities with
gamification elements efficiently. However, the FRAGGLE
framework does not address real-world challenges, such as
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Fig. 4. [40] The FRAGGLE framework.

technical issues or navigating organizational culture, that
can arise in the implementation of these systems. These
frameworks provide valuable insight into gamification, but they
also show the need for a more comprehensive model that can
address some of their limitations.

As interest increases in using gamification to encourage
physical activity, there is an exciting chance to develop a
new framework. The novel framework could be customized
to encourage physical activity by considering the specific
needs and motivations of various population groups. The
novel framework has the potential to lead to greater and
more widespread adoption of healthy habits by harnessing
gamification’s ability to create a positive impact on users (see
Table I).

TABLE I. OVERVIEW OF GAMIFICATION FRAMEWORKS

Framework Target Implementation
Octalysis [35] General Transforming into a game-like

process
MDA [36] General Connects game design to

gamified development
SGD [39] Design Conceptual framework focused

on design
FRAGGLE [40] Education Uses gamified agile to enrich

learning
The Proposed Framework (TSR) Physical

Activity
Interdisciplinary approach for
gamified physical intervention

IV. INTRODUCING THE TSR FRAMEWORK: A
MULTIDISCIPLINARY APPROACH

The need for a novel approach to address the growing
issue of physical inactivity is evident [34]. While existing
gamified physical interventions offer a range of features to
promote physical activity, they often fail to achieve lasting
user engagement. Many such interventions rely too much on
continual positive reinforcement, and their heavy reliance on
willpower can deplete the user’s motivation over time [7], [8].

Additionally, current approaches frequently overlook crucial
aspects that could drive engagement [9].

Against this backdrop, the TSR framework is introduced
as a conceptual solution to these pressing concerns. Central
to the TSR framework’s aim is using the Fear of Missing Out
phenomenon to inspire a meaningful change by using gamified
physical activity intervention, combining the latest technology
with fundamental elements of behavioral psychology.

In contrast to existing gamified interventions, the TSR
framework employs a balanced system of both rewards and
restrictions to encourage increased physical activity. At the
core of the TSR framework are four integral components:
Screen Time Restriction, Notification Triggers, Computer
Vision Model, and Reward Engine. These pillars serve
specialized functions that collectively offer a well-rounded user
experience:

• Screen Time Restriction: Restricts access to distracting
social media applications unless specific physical
activity goals are met, thus leveraging the Fear Of
Missing Out phenomenon.

• Notification Triggers: Customizable alerts remind
users of their activity goals and offer motivation at
opportune moments.

• Computer Vision Model: Detects the user’s physical
activity in real-time, providing instant feedback while
ensuring data privacy.

• Reward Engine: Offers tangible rewards like points
and unlocks varying levels of exercise challenges,
making the whole gamified experience more engaging.

The proposed framework builds upon existing research, which
supports the efficacy of these elements. For example, goal-
setting strategies have been proven to increase physical activity,
improve well-being, and lower health risk factors like Body
Mass Index (BMI) [42]. Similarly, studies show that the
balanced use of gamification can indeed boost a person’s
intrinsic drive to exercise [21]. To provide a comprehensive
understanding of the TSR framework’s capabilities and how it
differentiates itself from existing interventions, the following
sections will dive into the technical and psychological aspects
of each foundational pillar in detail (see Fig. 5).

Fig. 5. The Proposed TSR’s Workflow.
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A. Screen Time Restriction: Tackling Physical Inactivity
Through Behavioral Incentives and Technological Limits

The first foundational pillar of the TSR framework is
Screen Time Restriction, a feature designed to balance screen-
based activities with gamified physical activity. The mechanics
of Screen Time Restriction are straightforward yet effective.
Once the user crosses a predetermined time limit on social
media or other distracting applications, the framework triggers
a lockout mechanism. This restriction can be lifted only when
the user achieves certain physical activity goals, which are
recorded and verified in real-time by the framework’s other
components like the Computer Vision Model and Notification
Triggers. This approach turns a usually passive screen time
experience into an active pursuit of physical milestones.

Besides merely cutting off access to applications, the TSR
framework utilizes the Fear Of Missing Out psychological
phenomenon to make this strategy even more compelling.
Users are enticed to achieve their physical activity goals not
just for the sake of better health but also to regain access to
their social circles online. This adds a rich social layer to the
otherwise technology-focused Screen Time Restriction feature,
elevating it beyond a simple tech-based solution.

To ensure user privacy, the framework operates under
stringent privacy policies. The framework only accesses
screen-time data in real-time and does not store any of this
sensitive information, thereby adhering to top-level privacy
standards. By combining technological control with behavioral
psychology, the Screen Time Restriction component creates a
multi-dimensional approach to encouraging physical activity.
The Screen Time Restriction is not just about limiting screen
time but about turning those limitations into a motivational
force that encourages physical activity.

B. Notification Triggers: Steering User Attention Through
Timely Reminders

The second pillar of the TSR framework is Notification
Triggers. The Notification Triggers component is designed
to provide real-time engagement through a system of push
notifications. These reminders serve as nudges that propel users
toward physical activity, filling the spaces in their day with
opportune moments for exercise. The operational backbone of
Notification Triggers is its interoperable system architecture.
By leveraging Firebase Cloud Messaging (FCM) for Android
and Apple Push Notification Service (APNs) for iOS, the
framework ensures that notifications reach users irrespective
of their choice of operating system. This universal approach
guarantees that all users have equal opportunity to benefit
from the framework, regardless of their device preference. The
framework provides a range of pre-set messages, which can be
as simple as a reminder.

While the content of these messages is standardized,
the timing, frequency, and types of notifications can be
personalized according to each user’s needs and lifestyle. This
degree of customization fosters a more personal connection
between the user and the framework, increasing the likelihood
of sustained engagement. Although the Notification Triggers
start as external cues, the ultimate goal is to transition
users from needing these reminders to developing intrinsic
motivation for physical activity. This shift aligns with the

objectives of the TSR framework, combining screen time
restriction and notification triggers to promote gamified
physical activity. By harmoniously integrating the notification
triggers with the Screen Time Restriction component, the TSR
framework might create a continuous loop of motivation and
action, making strides toward more engagement in physical
activity (see Fig. 6).

Fig. 6. The proposed notification workflow.

C. Computer Vision Model: Real-time Tracking and Feedback
for Optimized Physical Activity

Building on the synergy of Screen Time Restriction
and Notification Triggers, the next cornerstone of the
TSR framework introduces an advanced technological
interface—the Computer Vision Model. The Computer Vision
component combines a machine learning model with the
camera capabilities of mobile devices to offer real-time
assessment and feedback on a gamified physical activity.
Employing the power of the computer vision model, the
component can identify and quantify a wide array of exercises,
such as jumping jacks, in real-time. As users execute these
exercises, the model counts the number of repetitions and
assesses them, thus providing immediate, accurate metrics to
inform more effective workout sessions.

What distinguishes the computer vision approach from
traditional methods of tracking physical activities is its
commitment to user privacy. While the traditional method
relies on the usage of GPS data or accelerometer, the
proposed framework performs all data processing directly
on the device, ensuring that user data remains secure and
private. This eliminates the need for data transfer and limits
storage requirements, thus reducing the risk of unauthorized
access and data breaches. The provision of instant feedback
creates an environment of positive reinforcement. The instant
feedback strengthens the user’s engagement, as the immediate
data allows for immediate adjustments, maximizing the
effectiveness of the gamified workout [33]. The computer
vision approach thus might enhance the interactive experience,
making the TSR framework not just a novel approach but an
engaged companion in promoting gamified physical activity.
Integrating this advanced Computer Vision Model might add
another layer of interactivity and personalization to the TSR
framework. It not only advances the framework’s primary aim
of promoting physical activity using gamification but does so
while prioritizing user security and data privacy (see Fig. 7).

Fig. 7. The proposed computer vision workflow.
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D. Reward Engine: An Approach to Sustaining Physical
Activity and Reducing Screen Time

Capping off the TSR framework’s multi-dimensional
approach is the Reward Engine, a dynamic system designed
to foster ongoing user engagement. Unlike traditional
models, which often employ a one-size-fits-all strategy for
physical activity, the Reward Engine employs a responsive
mathematical model to tailor tasks and rewards according to
the user’s specific metrics and performance levels. Utilizing a
two-variable formula, the system calculates task difficulty and
reward value as follows:

Reward = valueReward× difficultyFactor

DifficultyFactor = max(min(numberRepetition ∗
valueReward, 0.9), 0.1)

Through the application of this equation, the reward
engine dynamically adjusts both the challenge and rewards
of each task based on real-time performance metrics. By
doing so, the reward engine might ensure that activities
are optimally engaging—without being overly difficult or
too simplistic—creating an ideal balance that sustains user
motivation over time. What sets the Reward Engine apart
is its focus on providing a highly personalized experience.
It offers a mix of intrinsic and extrinsic motivators, making
physical activity not just a routine but a rewarding pursuit. This
goes beyond merely distributing rewards and plays a crucial
role in sustaining behavioral change. This aspect of the TSR
framework is critical for the potential of encouraging users to
integrate regular physical activities into their lives, potentially
leading to a reduction in screen time and promoting more
physical activity.

V. CONCLUSION

The TSR framework, as discussed in this paper,
is a conceptual gamification framework awaiting actual
deployment. The proposed TSR framework, emphasizing
the Fear of Missing Out phenomenon, presents a potential
comprehensive strategy to encourage physical activity through
gamified activity goals linked to social media application
access. The proposed framework has four main components:
Screen Time Restriction, Notification Triggers, Computer
Vision Model, and Reward Engine. The TSR’s components
initiatives aim to work together in order to bring a potentially
significant change in our approach to gamification and physical
activity.

While this paper outlines the blueprint of the TSR
framework, it remains essential to mention that this is a
concept framework—a proposal that is yet to be brought
to life and measured against real-world scenarios. The
importance of thoroughly evaluating the proposed framework
in future research cannot be overstated. A well-considered
plan for evaluation becomes a cornerstone for future research
to turn this conceptual model into a tangible framework.
This evaluation would leverage both numerical data and
human experiences to provide a full-spectrum analysis of the
framework’s performance. For the numerical data, metrics such
as user engagement, time spent on physical activities, and
program adherence could be good starting points.

On the other hand, understanding human experiences
could be achieved through qualitative methods, like interviews
or surveys, to understand user satisfaction and program
perception in depth. The duality of these methods provides
a well-rounded look at the framework’s effectiveness or areas
requiring refinement. While this is still theoretical, the concept
itself calls for a future academic inquiry that dives into its
practical applicability.

The adaptability and modular design of the TSR framework
serve as a launching pad for future research. The framework’s
capacity to be customized to fit a wide array of user preferences
makes it a strong candidate for various real-world applications.
Potential applications could range from educational settings
targeting younger populations to workplace environments
aiming to boost employee efficiency. Exploring the removal of
boundaries between sectors could also be an interesting area
of study.

To conclude, while the TSR framework remains a
theoretical model at present, its potential applications and
impact need further investigation. This paper does not claim
to have achieved these outcomes but seeks to set the academic
and practical communities a task: rigorously test, refine, and
eventually implement the TSR framework.
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Abstract—Visual object tracking is a crucial research area in
computer vision because it can simulate a dynamic environment
with non-linear motions and multi-modal non-Gaussian noises.
However, This paper presents an overview of the recent devel-
opments in particle filter-based visual object tracking algorithms
and discusses the pros and cons of particle filters, respectively.
There are presentations of many different methodologies and
algorithms in the research literature. The majority of visual object
tracking research at present is on particle filters. In addition,
the most advanced technique for visual object tracking has also
been developed by combining the convolutional neural network
(CNN) and the particle filter. The advantage of particle filters
is that they can handle nonlinear models and non-Gaussian
advancements, sequentially concentrating on the areas of the
state space with higher densities, primarily parallelization, and
simplicity of implementation. Despite this, it offers a robust
framework for visual object tracking because it incorporates
uncertainty and outperforms other filters like the Kalman filter,
Kernelized correlation filter, optical filter, mean shift filter, and
extended Kalman filter in recognition tests. In contrast, this
study provided information on various particle filter features and
classifiers.
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I. INTRODUCTION

In the last decade, object tracking has been a difficult re-
search challenge in computer vision for video sequences, with
applications including video surveillance, human-computer in-
teraction, augmented reality, and robotics. However, particle
filters (PFs) have recently gained popularity in visual object
tracking. The ability to resolve non-Gaussian and non-linear
problems allowed them to establish a reliable tracking method.

Tracking visual objects involves object recognition, clas-
sification, and frame-by-frame tracking. Identifying moving
objects in a video stream is the first essential step in tracking.
However, in addition to deep learning and CNN, various tech-
niques such as background reduction, statistical models, and
specific temporal techniques are applied for object detection.
In order to keep track of and analyze observed objects, it is
necessary to classify them, such as people, vehicles, animals,
debris, etc. The second tracking stage is the creation of tempo-
ral connections between detected objects from frame to frame.
The segmented regions can be identified temporally using this
method, which also generates coherent information about the
objects in the observed region, including their trajectory with
direction and speed. Typically, the output of the tracking phase

is used to assist and improve higher-level activity analysis,
object classification, and motion segmentation.

Consequently, deterministic or stochastic frameworks can
be used to classify object-tracking techniques. In addition
to stochastic approaches, the Bayesian framework for state
estimation incorporates stochastic approaches. In the stochastic
framework, the Kalman filter [1], the extended Kalman filter,
and the unscented Kalman filter [2] were used to estimate
linear and Gaussian states. However, the particle filter (PF) [3],
the condensation filter [4], and the bootstrap filter were used
to estimate nonlinear and non-Gaussian states. Deterministic
frameworks, such as mean shift [5], fragment-based tracker,
and multi-stage tracker [6], use objective search in each frame
to increase the similarity between the objective and search
space. These techniques typically rely on less spatial informa-
tion regarding the object, which makes them more susceptible
to occlusion and background clutter [7]. However, stochastic
approaches were able to address the problems caused by
identical backgrounds and occlusion as well as large variations
of a pose by decreasing target sampling patches throughout the
track [8], [9].

Particle filters, a stochastic method, surpassed other meth-
ods for tracking objects in complex environments such as
occlusion, background clutter, and illumination. These are used
to estimate system states in state-space models; the system’s
various states are then tracked over time. By employing
sequential Monte Carlo sampling, which uses a collection of
samples known as particles to perform numerical approxima-
tion, particle filters can also solve the estimation problem.
Additionally, particle filters demonstrate their effectiveness in
overcoming various challenges associated with object tracking
by performing exceptionally well with nonlinear and non-
Gaussian estimation problems [4].

This paper’s main contributions are summarized as follows:

(a) We present a comprehensive survey of particle filter-
based visual object tracking techniques from different
perspectives.

(b) We addressed the large-scale benchmark datasets for
various visual object tracking approaches.

(c) We also summarize the state-of-the-art visual object
tracking research over the past decade, including its
advantages, limitations, and future directions.

(d) Finally, we offer some insightful observations and
conclusions regarding the tracking of visual objects.
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The remaining sections of the paper are organized as
follows: The theoretical explanation of particle filters is briefly
introduced in Section II. Visual object tracking with particle
filter is discussed in Section III. However, in Section IV,
benchmark datasets are detailed for visual object tracking. In
Section V, the comparison techniques of visual object tracking
using various PF. Finally, an extensive conclusion is outline in
Section VI.

II. PARTICLE FILTER

Particle filter is a Monte Carlo and recursive Bayesian
estimation-based filtering algorithm [10]. Particle filters exhibit
superior performance compared to conventional methods such
as the Kalman filter when applied to non-linear or non-
Gaussian conditions. In addition, Particle filter is widely used
in surveillance cameras, robotics, and navigation to track
multiple objects using visual, geometric, and motion features,
including color, texture, shape, outlines [13].

A particle filter is a Monte Carlo sampling approach for
creating a recursive Bayesian filter [11], [12]. Particle filtering
is a sampling technique that begins with a population of parti-
cles, each of which assigns no value to any variables. The goal
of particle filter is to represent the posterior density with a set
of random particles and weights, and then compute estimates
the state variables’ posterior density given the observation
variables using these samples and weights. The particle filter is
intended for use in a hidden Markov Model with both hidden
and observable variables. The particle filter, sometimes known
as the condensation filter, is a low-quality filter [15], [16].

The fundamental concept is that particle density distribu-
tion occurs when particles are sampled randomly. It is the most
general Bayesian strategy since it has no restrictions on the
state vector when dealing with nonlinear and non-Gaussian
problems. The following is a description of how particle filters
function. Based on a measure of probability, the state space is
split into several parts, and each part is filled with particles.
The higher the likelihood, the higher the particle concentration,
according to the state equation, a particle system changes over
time with the FPK equation determining the evolving pdf . By
randomly selecting states from the state space, we produce a
large number of particles that reflect the evolving pdf , because
the point-mass histogram can approximate the pdf .

Particle filter technology’s adaptability is a result of its
dominance in nonlinear and non-Gaussian systems. The multi-
modal processing abilities of the particle filter are another
factor in the particle filter’s widespread use. Particle filtering
has been applied to numerous fields around the world. Fig. 1
below illustrates the core concept of the particle filtering (PF)
technique.

Let, consider a system whose state changes over time,
Ct= g(Ct−1, Xt), where Ct represents the current state of
the system at time t. The state transition model g determines
whether or not the system is Markovian. Ct is therefore
dependent on the preceding state Ct−1 as well as Xt is
the system (process) dynamics, this enables the system to
evolve over time. Imagine that part of the system is being
observed using a set of noisy sensors St = z( Ct, Yt). Where
z describes the relationship between the sensor observations
St, and current system state Ct with sensor noise Yt of the

Fig. 1. The Workflow of the particle filter algorithm.

observation model. Hence, Xt and Yt’s unpredictability is
believed to be known and captured using pdfs [14].

The particle filter algorithm consists of three major steps
including selection, prediction, and measurement.

In first, we construct a new particle set in the selection step
by picking the particles from the previous particle set with the
highest posterior probability. By passing an object via a dy-
namic model, the prediction step tries to forecast how its state
will change. The dynamic model has two functions: firstly,
it disperses the state density through stochastic diffusion, and
secondly, it causes the state density to drift in a deterministic
fashion. Each particle is updated according to the state model
during prediction, which includes the insertion of random noise
to simulate the effect of the noise on the state. The weight
of each particle is re-evaluated based on the new data in the
measurement stage, and we estimate likelihood probability. In
summary, the following is a description of the particle filter:

(a) The following are the system and measurement equa-
tions:

Ak+1 = gk(Ak,Wk) and Bk = hk(Ak, Vk) (1)

Where the state variables vector Ak at time t are
determined by a function g, with Wk and Vk being separate
white noise processes with known pdf ′s. A function h
connects the observations Bk with Ak.

(b) Let consider, the initial state of pdf P (A0) is known,
produce N initial particles at random on the surface based
on the pdf P (A0), where A0,1 + (j = 1, ..., N) is the
symbol for these particles. The user selects the parameter N
as a compromise between computing effort and estimating
precision.

(c) For k = 1, 2,..., do the following:

(1) Apply the known pdf with the known process equation
of the process noise to the time propagation step to
obtain the a priori particles ak:

A−
k,j = gk−1(A

+
k−1,j ,W

j
k−1)(j = 1, . . . .N) (2)

where each W j
k−1 noise vector is created at random

using the known pdf of Wk−1.
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(2) Calculate each particle’s relative likelihood qj , Ak,j

and conditional on Bk measurement. This is accom-
plished by calculating the pdf p(BK/A−

k,j) using the
non-linear measurement equation and the measure-
ment noise pdf .

(3) In the preceding step, scale the relative likelihoods as
follows:

qj =
qj∑N

i=1(qi)
(3)

Now add up all of the likelihood numbers is one.

(4) Using the relative likelihoods qj , generate a collection
of a posterior particles A+

k,j . It is also called the re-
sampling stage.

(5) Now that we have a collection of particles A+
k,j

that are dispersed in accordance with the pdf of
p(Ak/Bk), any required statistical measure of the pdf
can be calculated. However, calculating the mean and
covariance is typically of significant concern.

III. VISUAL OBJECT TRACKING WITH PARTICLE FILTER

Visual tracking is a significant issue with many applica-
tions in surveillance, behaviour analysis, and human-computer
interaction areas. It has a growing number of uses [17]. There
are two classifications of visual tracking methods, deterministic
and stochastic tracking. Mean their most familiar representa-
tives are shift and particle filter, respectively [18].

However, particle filtering is the process of combining
particles at a single location. A specific point into a single
particle, resulting in weight for each particle to indicate the
number of particles. It was created by combining various
elements. Which eliminates the requirement for exact computa-
tions without skewing the results distribution of probabilities.
As a result, the cost will be lower. In contrast, to limit the
number of samples that must be processed, it is necessary
to incur a computational charge that we investigate [19]. The
basic architecture of particle filter-based visual object tracking
is depicted in Fig. 2.

Fig. 2. Block diagram of the particle filter based visual object tracking.

Sequential importance sampling(SIS) is the most critical
stage of the PF . At first, a set of particles is created, and then
the crucial weights are assigned. Calculated in order to find the
state’s estimated worth. The majority of the consequences of
SIS, after multiple iterations, a large number of particles are
ignored, leaving only a small number of particles, possibly
even a single particle [20].

SIS, unlike other methods, is not based on the Markov
chain. One problem with SIS is that it is far too simple
to get to a point where only a few (or one) have non-zero
weights and almost all of the particles have weights of zero.
These actual weights may differ significantly, leading to an
inaccurate estimate. The SIS filter is affected by the so-called
degeneracy problem. The SIS method is applicable to non-
Bayesian computations as well, like figuring out the probability
function in a case of missing data [21].

The following are the different versions of the particle
filter [21], [22]:

(a) Local Linearization Particle Filter

(b) Sequential Importance Re-sampling (SIR) Filter

(c) Rejection Particle Filter

(d) Boosted Particle Filter

(e) Rao-Blackwellization

(f) Kernel Smoothing and Regularization

(g) Mixture Kalman Filter

(h) Interacting Multiple Model (IMM) Particle Filters

(i) MCMC Particle Filter

(j) Mixture Particle Filter.

(k) Auxiliary Particle Filter

(l) Unscented Particle Filter

Local Linearisation Particle Filter: The LLPF employs
banks of Kalman filters with independent variants to generate
credible densities using the most recent measurement.

Sequential Importance Re-sampling Filter: A generaliza-
tion of particle filtering, SIR called Bootstrap Filter incor-
porates the re-sampling steps into the sequential importance
sampling process.

Bootstrap and jackknife approaches serve as inspiration
for sampling importance re-sampling (SIR). Description of
a collection of computationally costly procedures built on
sampling from observable data, the term “bootstrap technique”
is used. The significance distribution is an approximation of
the posterior distribution of states given the values from the
previous stage, and its accuracy determines the effectiveness
of the SIR algorithm. A SIR filter facilitates the examination
of importance weights, importance density, substantial modu-
larity, and generality [23].

SIR has the drawback of causing the particle swarm
to “impoverish”, as the name suggests. When the dynamic
model’s noise is tiny, many of the particle set’s values will
have the same value, which is what we mean by the term “the
same”. The second problem is that a large ensemble size is
required to represent much regions in phase space (outliers
occur), if the posterior distribution has long tails.

However, important Sampling techniques are used in both
SIS and SIR filters. Re-sampling is always performed in the
SIR filter (often between two critical sampling stages). In
contrast, significance weights are calculated sequentially in the
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SSIS filter and only need to be re sampled when necessary.
This makes the SIS filter more computationally efficient.

Rejection Particle Filter: When we have a sufficient upper
limit on the underlying distribution or density, the rejection
particle becomes convenient. The rejection particle filter works
better than the SIR filter when the distribution of proposals is
preferable. The problem with using a rejection particle filter
is that each time step takes a different amount of time to
calculate.

Boosted particle Filter: There are two major issues that
must be addressed in a traditional particle filter: setting up the
particle filter and making sure the importance proposition is
set up correctly. The BPF solves both problems by combining
them with the AdaBoost detection algorithm [29].

Rao-Blackwellization: Since the process noise is formally
zero in pure recursive estimation, the performance of a primary
SIR-based particle filter is expected to be sub-optimal. Rao-
Blackwellization is one method for increasing SIR efficiency.
The fundamental idea behind this filter is to reduce the number
of particles required to obtain the same level of accuracy as a
standard PF filter.

Kernel Smoothing and Regularization: The problem of
insufficient samples was fixed by these filters through the use
of a ad hoc method called jittering. To smooth the posterior
using a Gaussian kernel, Gaussian noise with a small amount
is added to each re-sampled particle at each time step.

Mixture Kalman Filter: The MKF, which simulates a
conditional Gaussian linear dynamic model, can be produced
by Rao-Blackwellization and marginalization on a particle
filter. The MKF represents the target distribution as a random
mixture of normal distributions [27]. Primary benefit of MKF
is the marginalization operation, which improves productivity.

Interacting Multiple Model Particle Filter: To forecast
target behavior, the IMM comprises a range of models and
adaptively chooses the models that are best for the current
time step. It says that one of M modes best describes how a
target behaves when moving with constant velocity, stopped, or
accelerating. There is a probability attached to each mode [24].

Markov Chain Monte Carlo Particle Filter: In the MCMC
sampling framework, samples are generated by a Markov chain
that is ergodic, homogeneous, and reversible, and that has
an invariant distribution. A faster rate of convergence than
the particle filter is achieved by using this filter. Traditional
re-sampling is replaced with MCMC sampling to prevent
diversity loss and provide a re-sampling framework appropriate
for pipeline processing [26].

Mixture Particle Filter: The MPF idea uses EKF/UKF as
an approximation of a Gaussian proposal, and is comparable
to the concepts of partitioned and stratified sampling.

Auxiliary Particle Filter: Pitt and Shephard proposed the
APF in 1999 to address the tail observation density deficiencies
of SIR [25]. As a result, calculating the APF requires more
time. The tails of the distribution have low density because
of sampling inefficiency and the unreliability of empirical
prediction, downsides lack robustness against outliers. For
the aforementioned issue, an auxiliary variable was added to
the particle filter, resulting in a basic but more versatile and

reputable framework with better performance than the SIR
filter, although execution is not guaranteed.

Unscented Particle Filter: A particle filter with a UKF
significance distribution constitutes the UPF. The proposal
distribution in a conventional particle filter, such as CONDEN-
SATION, is transition prior, but UPF was recently proposed to
overcome the difficulties of wasting a large number of particles
in the low likelihood region [28].

IV. BENCHMARK DATASET FOR VISUAL OBJECT
TRACKING

A significant number of benchmark datasets have been
generated for various visual object tracking applications. Most
of them comprise video sequences with short-term (ST) visual
object tracking, although long-term (LT) object tracking has
been developed in recent years as illustrated in the Table I.

CAVIAR (CAVIAR2003) [39]: It includes two datasets
containing several video sequences for various settings, such as
persons walking alone or meeting with others. The first dataset
contains films from INRIA Labs’ entry lobby, whereas the
second is from a shopping mall hallway. Walking, browsing,
relaxing, slumping or fainting, leaving luggage behind, peo-
ple/groups walking together and splitting up, and two people
arguing are among the scenarios covered in the first set. Each
video sequence’s ground truth is delivered in XML format
and includes information such as bounding box locations
and sizes, head and foot positions, and so on. Occlusion,
appearance shifting, appearance, and disappearance are all
issues addressed in this dataset.

Tracking and Surveillance Performance Evaluation
(PETS2009 and PETS2012) [30],[38]: PETS-2009 and
PETS-2012 are two of the most recent editions of PETS.
PETS2017 has the most recent tracking video sequences,
while PETS2012 datasets are identical to PETS2009, mainly
aimed at surveillance applications. PETS 2009-S2 provides
a dataset for people tracking in three crowd types: sparse,
medium, and dense, with L1, L2, and L3 difficulty levels.
Walking, running, and multiple flow merging are among the
activities covered in the datasets. The goal is to monitor every
person in the sequence, with the results being given as a 2D
bounding box location for each person. There are difficulties
in the dataset, such as occlusion, lighting changes, two people
with the same appearance, etc.

Benchmark for online tracking (OTB-13 and OTB-
15) [41]: OTB-13 has just 50 video sequences. The current
version, OTB-15, is an expansion of OTB-13. The benchmark
includes 50 and 100 video sequences, each with features. The
datasets take into account eleven different attributes. Lighting,
scale, occlusion, deformation, motion blur, fast motion, in-
plane rotation, out-of-plane rotation, out-of-view, background
clutters, and low resolution are some of them. The tracker’s
accuracy and location error are the two measures used to
evaluate trackers. For assessing and comparing various tracker
findings, success plots and precision plots are employed.

LITIV (LITIV) [31]: The dataset consists of people’s
heads being tracked in various situations (occlusions, many
distractors, etc.). Ground facts containing the centers, widths,
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and heights of tracked object bounding boxes are delivered
with video sequences.

Benchmark for Multiple Object Tracking (MOT) [40]: The
MOT challenge was initially released in 2015. It comprises
annotated datasets, metrics for evaluating tracking methods,
and a unified framework for multi-object tracking. MOT15,
MOT16, MOT17, MOT20, and many other video sequences
are available on the website. The CLEAR metrics(measures
used in the classification of events, activities, and relationships
workshops) and the collection of track quality measurements
are utilized for evaluation [43]. The video sequences of ETH
Central, TUD Stadtmitte, and TUD crossing can be found in
MOT15.

Visual Object Tracking Challenge (VOT) [42]: The first
tracker challenge for ST tracking was VOT2013. Every year
since then, a challenge has been held. This paper makes use
of VOT2016 [37], VOT2017 [36], and VOT2018 [35] datasets.
It evaluates using two metrics. The first is accuracy, which
is determined by calculating the overlap ratio between the
tracker and ground truth bounding boxes, and the second is
robustness, which is determined by tracking failure frequency.
These measures have been replaced by the predicted average
overlap measure [44] since VOT2015. The current version of
VOT2020 includes video sequences for ST and LT tracking as
well as an assessment platform.

A UAV Tracking Benchmark and Simulator (UAV123 and
UAV20L) [32]: It features video sequences shot from an aerial
perspective, with a subset of these sequences dedicated to
long−term aerial tracking. Bounding boxes have been added
to all sequences and twelve characteristics are used to evaluate
trackers.

Single item tracking on a large scale (LaSOT) [34]: La-
SOT is a long-term tracking benchmark for large-scale single
object tracking. It includes video sequences in which the
target vanishes and reappears. Annotations are supplied for
each frame in the sequences. Lighting variation, full occlu-
sion, partial occlusion, deformation, motion blur, fast motion,
scale variation, camera motion, rotation, background clutter,
poor resolution, viewpoint shift, out-of-view, and aspect ratio
change are among the 14 qualities assigned to each sequence.
It uses three measures for evaluation: accuracy, normalized
precision, and success plots [33].

V. COMPARISON OF PARTICLE FILTER SYSTEM FOR
VISUAL OBJECT TRACKING

Object tracking is a critical issue with the expansion
of computer vision applications such as video surveillance,
human-computer interaction, human behavior analysis, and so
on. The following Table II provides a comparison of various
algorithms for tracking visual objects using particle filters.
Different versions of particle filters are employed with several
features to obtain better tracking results.

TABLE I. BENCHMARK DATASET FOR VISUAL OBJECT TRACKING IN
RECENT YEARS

Dataset Type
Frame

Per
Seconds

Number of
Attributes
used for

Evaluation

Number
of

Videos

CAVIAR (2003) ST 25 – 44
PETS (2009,

2012) ST – – 3(2009),
3(2012)

OTB (2013,
2015) ST 30 11 50(2013),

100(2015)
LITIV (2014) ST 15 – 4
MOT (2015,

2016,
2017,
2020)

ST

30(MOT15),
30(MOT16),
30(MOT17)
25(MOT20)

–

22(2015),
14(2016),
42(2017),
8(2020)

VOT (2013-
2020)

ST,
LT 30 –

16ST(2013),
25ST(2014),

60ST(2015-2017),
60ST & 35 LT(2018),
60ST & 50LT(2019

-2020)

UAV (2016) ST,
LT 30 12 123 ST & 20 LT

LaSOT (2019) LT 30 14 1400
Note: ST means short-term tracking video, – means not mentioned and LT means
long-term tracking video.

VI. CONCLUSION

This article reviewed particle filter-based approaches for
visual object tracking and provided a succinct overview of
related subjects. Due to its many practical applications, visual
object tracking is one of the most researched computer vision
topics. Numerous techniques have been developed for visual
object tracking. Particle filter-based visual object tracking has
been the subject of extensive research due to its capacity to deal
with the complex dynamic environments of real life, random
motions, many objects, and non-Gaussian sensor noises. In
addition, the convolutional neural network and particle filter
have been combined to create the most sophisticated method
for visual object tracking. Several characteristics and classifiers
that are frequently used with particle filters are provided. It
was also found that combining multiple particle algorithms led
to successful tracking outcomes and that each method has a
unique advantage when considering the different visual object
tracking circumstances.
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TABLE II. SUMMARIZING OF VISUAL OBJECT TRACKING USING VARIOUS PF BASED METHODS

SL
No.

Paper Title Year Contribution Remarks

1. “Particle filter-based video object tracking us-
ing feature fusion in template partitions.” [45]

2023 The research provides a novel approach to feature fusion
that aims to improve the target and scene models in order to
effectively partition the tracking template and capture the
object’s local attributes. The proposed strategy combines
two features, namely the local binary pattern (LBP) and the
mean RGB color features, to account for challenges such
as shadows, dynamic background entities, adverse weather
conditions, and variations in illumination.

The effectiveness of the suggested feature fusion strategy
may exhibit variation depending on the various attributes
of the tracked entities and the complex nature of the
background scenes. However, the absence of an exhaus-
tive examination of the trade-off between precision and
computational efficacy may pose limitations in terms of
execution in real-time and efficiency.

2. “Particle Filter Based on the Harris Hawks
Optimization Algorithm for Underwater Vi-
sual Tracking.” [46]

2023 This study introduced a novel tracking algorithm, Harris-
Hawks-optimized particle filters (HHOPF), to address the
problem of low tracking accuracy in conventional particle
filters caused by sample impoverishment. Using the Harris
hawks algorithm, the proposed algorithm generates a non-
linear escape energy that effectively balances the exploration
and exploitation processes. Consequently, the computational
speed of tracking underwater targets is significantly in-
creased.

The paper lacks a comprehensive analysis of the potential
effects of diverse environmental conditions or scenarios
on the algorithm’s effectiveness. It does not address the
difficulties or constraints associated with the use of the
Harris hawks optimization technique for underwater visual
tracking. In addition, the study lacks an exhaustive assess-
ment of various cutting-edge tracking techniques, which
may limit the practical significance of the findings.

3. “Self-scale estimation of the tracking win-
dow merged with an adaptive particle filter
tracker.” [47]

2023 This research presents a new methodology for single-object
tracking that integrates the particle filter algorithm and
kernel distribution. This approach enables the tracking win-
dow to be updated based on changes in the object’s scale,
resulting in improved precision in localizing the object
within a designated area. The proposed method addresses
the difficulty of adapting tracking windows in real-time to
account for variations in the object’s appearance.

The work lacks a comprehensive examination of the com-
puting complexity associated with the suggested approach.
This aspect holds significance for real-time tracking appli-
cations that aim to tackle the difficulties of simultaneously
tracking several objects.

4. “A scale adaptive generative target track-
ing method based on modified particle fil-
ter.” [48]

2023 This study presents a novel approach to enhance the ac-
curacy and sample diversity of target tracking. The pro-
posed method, named Quantum Particle Swarm Optimiza-
tion (QPSO) and Adaptive Genetic Algorithm (QAPF),
integrates an advanced particle filter (PF) algorithm with
the mean shift technique. The objective is to optimize the
robustness and intelligence of the traditional PF algorithm
across various tracking conditions. By improving the posi-
tion estimation of particles, the QAPF algorithm aims to
enhance the overall performance of target tracking.

This study does not address the computational complexity
or resource demands of the QAPF method. Additionally,
the comparison of the QAPF algorithm with several state-
of-the-art tracking techniques is limited in scope.

5. “Robust Bayesian particle filter for space ob-
ject tracking under severe uncertainty.” [49]

2022 This paper proposes a particle filtering-based tracking sys-
tem based on the concept of feature fusion in a complicated
real-world environment with shadows, dynamic objects, ad-
verse weather, and changing lighting. The tracking template
comprises the local binary pattern (LBP) and the mean
RGB color characteristics combined within a probabilistic
framework.

Occlusion and concealment issues in dynamic scenes are
among the limitations of the proposed system.

6. “Multi-Feature Single Target Robust Track-
ing Fused with Particle Filter.” [50]

2022 This work presents a credible particle filter with the corre-
lation filtering framework-based multi-feature algorithm for
tracking single targets in complex scenes. During feature
extraction, depth features and manually extracted target
object features are combined to train a tracking filter.

The proposed algorithm’s high computational cost for
utilizing depth features renders it unsuitable for real-time
applications, necessitating additional research to improve
its speed.

7. “Minimax Monte Carlo object tracking.” [51] 2022 The authors propose a new particle filter-based approach
based on a minimax estimator combined with sequential
Monte Carlo filtering for visual object tracking using a
minimax strategy.

Only a few algorithms are used to compare performance.

8. “An object tracking algorithm based on adap-
tive particle filtering and deep correlation
multi-model.” [52]

2022 The proposed object tracking algorithm solves the significant
number of particles problem by utilizing a deep conventional
correlation multi-model on adaptive particle filtering.

The proposed algorithm’s performance decreases when the
tracking object moves quickly.

9. “Deep convolutional correlation iterative par-
ticle filter for visual tracking.” [53]

2022 This paper proposes a novel iterative particle filter-based
visual tracking framework based on the combination of a
correlation filter and a deep convolutional neural network.
In contrast, the iterative particle filter is used to select the
correct particles and converge on the target position.

Compared to the other algorithms in the proposed work,
the processing rate is lower.

10. “Occluded object tracking using object-
background prototypes and particle fil-
ter.” [54]

2021 This article introduces an object-background prototypes-
based discriminative model to address the shortage of valu-
able observations and the particle filter’s efficient motion. A
discriminative model is built using background and object
knowledge and attempts to distinguish between the object,
background, and any occluded parts of the object.

This algorithm performs well with occluded challenges in
complex environments but is limited to other pose changes,
illumination, and scale variations settings.

11. “Multi-object tracking by mutual supervision
of CNN and particle filter.” [55]

2021 The authors proposed the mutual supervision of the trained
CNN detector to identify the target bounding box in a traffic
scene and the PF tracker to generate the multi-object tracking
trajectory based on this identification.

The proposed algorithm can track rigid targets in con-
trolled environments, like vehicles, but not overall targets
like pedestrians.

12. “Target tracking using a mean-shift occlusion
aware particle filter.” [56]

2021 This research paper aims to overcome the challenge of occlu-
sion in visual tracking by including the mean-shift approach
in a probabilistic filtering framework. This integration allows
for a reduced particle set while still effectively maintain-
ing the state probability density function of the model.
The proposed approach demonstrates superior performance
compared to state-of-the-art tracking algorithms on three
benchmark datasets.

The research lacks a comprehensive examination of the
computational expenses related to reducing the number of
particles for tracking purposes and fails to offer precise
quantitative comparisons with methods that employ larger
quantities of particles.

13. “Robust model adaption for color-based par-
ticle filter tracking with contextual informa-
tion.” [57]

2021 This study introduces a novel algorithm designed to improve
the durability of color-based particle filters. Utilizing envi-
ronmental data, the proposed algorithm dynamically updates
both the scale of the tracker and the reference appearance
model. It addresses the challenges posed by abrupt and
significant changes in the appearance of the target during
object tracking in video sequences.

The work lacks a comparative analysis of the proposed
algorithm to a variety of cutting-edge trackers to provide
a greater understanding of the algorithm’s strengths and
weaknesses. Further analysis that does not fully reflect the
complexity and variability of real-world tracking scenarios
could shed light on the robustness and generalizability of
the proposed methodology.
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14. “Visual Vehicle Tracking via Deep Learning
and Particle Filter.” [58]

2021 The research presented a novel and efficient method for
tracking multiple vehicles by combining the particle filter
technique with the deep learning approach called You Only
Look Once (YOLO). The authors perform an evaluation
of a pragmatic tracking approach that employs the particle
filter and the Bhattacharyya kernel to provide a feasible
resolution for real-time tracking of multiple vehicles in
different situations.

The study does not include a comprehensive examination
of the computational complexity and lacks a comparison of
the proposed approach with other well-recognized vehicle
tracking techniques. As a result, the authors failed to
address shortcomings or difficulties associated with using
the YOLO detector for vehicle detection, such as how well
it functions in different lighting conditions or in occlusion-
prone situations.

15. “Tracking and grasping of moving target
based on accelerated geometric particle filter
on the colored image.” [59]

2021 This study presents a novel approach for tracking and re-
trieval of objects in unpredictable motion by employing a ge-
ometric particle filter tracker. The reduction in computational
expenditure is accomplished by employing edge detection
and morphological dilation methodologies. Furthermore, the
tracking algorithm integrates HSV image features rather than
grayscale image features, thereby improving its capacity to
adjust to changes in illumination conditions.

A novel method for tracking and grasping moving objects
is presented in this paper. Nevertheless, it does not analyze
the handling of complex background scenarios or object
occlusion, which are common challenges in tracking and
grasping tasks in the real world.

16. “A genetic optimization re-sampling based
particle filtering algorithm for indoor target
tracking.” [60]

2021 This study presents a novel resampling technique intended
to address the issue of particle erosion commonly observed
with conventional resampling methods. The distribution of
resampled particles is optimized by employing five opera-
tors, namely selection, roughening, classification, crossover,
and mutation. These operators are employed to decrease
particle depletion and improve particle positioning precision.

The study focuses primarily on indoor target tracking
via wireless sensor networks. Uncertain is the extent to
which the proposed algorithm would function effectively
in outdoor settings or with various sensor types.

17. “Particle filter and entropy-based measure for
tracking of video objects.” [61]

2021 The authors present a novel approach based on the particle
filter for tracking objects in outdoor and indoor video
sequences, using an entropy-based time motion searching
model for selecting the particles to detect objects.

The proposed approach includes a performance compari-
son.

18. “Deep convolutional likelihood particle filter
for visual tracking.” [62]

2021 This paper proposes a novel particle filter for visual track-
ing based on convolutional-correlation particle filters that
estimate likelihood distributions from correlation response
maps.

The weakness of the proposed method is that it does not
fully explain all parts of the algorithm.

19. “Infrared target tracking based on improved
particle filtering.” [63]

2021 To solve the infrared image particle degradation problem,
this paper presents a combination of genetic algorithms and
extended Kalman filter-based particle filter tracking with
improved performance for infrared target tracking.

Utilizing a genetic algorithm and an extended Kalman fil-
ter increases the computational complexity of the proposed
particle filter.

20. “Visual object tracking via iterative ant par-
ticle filtering.” [64]

2020 The author provides a particle filter-based tracking method
with discriminative model-based object background pro-
totypes for identifying objects and occluded portions of
objects. The discriminative model uses prior knowledge of
object and background classes to differentiate between three
categories: object, background, and occluded object parts.

This method overlooked other relevant variables such as
lighting variance, pose change, and scale change.

21. “Tracking objects based on multiple particle
filters for multipart combined moving direc-
tions information.” [65]

2020 This study introduces the mutual supervision of the PF
tracker and CNN detector to create the multi-object tracking
trajectory, whereas a trained CNN is used to identify the
bounding box of the detected target in a traffic scenario.

The main limitation of this study occurs under controlled
conditions, such as tracking people from a traffic scene.

22. “Occlusion robust object tracking with mod-
ified particle filter framework.” [66]

2020 The authors present a particle filter that combines the mean-
shift approach into a probabilistic filtering framework while
using fewer particles to maintain many modes’ state prob-
ability density function. The reference target and candidate
location correlation coefficient, however, detect occlusion.

The proposed MSOAPF technique includes occlusion and
fast motion challenges but fails in extensive situations.

23. “A hybrid algorithm based on particle fil-
ter and genetic algorithm for target track-
ing.” [67]

2020 This paper proposes a crew search optimization-based ro-
bust particle filter re-sampling method for overcoming low-
performing particles identified as outliers by incorporating
multi-cue extracted for each evaluated particle.

This approach is computationally demanding as an outlier
detection is used to categorize unimportant particles.

24. “Robust object tracking with crow search
optimized multi-cue particle filter.” [68]

2020 In this study, an observer marks an object at the beginning of
a video sequence to reduce the image size by selecting par-
ticles with the highest weights to evolve a genetic algorithm
known as the Reduced Particle Filter Genetic Algorithm
during the re-sampling phase of the particle filter.

This algorithm’s performance is not calculated and com-
pared conclusively with other state-of-the-art algorithms.

25. “Intelligent visual object tracking with par-
ticle filter based on Modified Grey Wolf
Optimizer.” [69]

2019 In this paper, the author proposes a visual object track-
ing system based on the Modified Grey Wolf Optimizer
(MGWO) to address the issue of many particles in the
particle filter (PF). Before re-sampling, the PF particles
were optimized using a new variant of Grey Wolf Optimizer
known as Modified Grey Wolf Optimizer (MGWO).

The proposed MGWO-based PF is not fully explained and
is only compared to a few algorithms.

26. “Multiple pedestrian tracking by combining
particle filter and network flow model.” [70]

2019 This paper suggested a novel particle filter tracking system
for multiple pedestrians based on network flow models. To
compensate for the problem of long-term occlusion, the
proposed model combines local and global data association
strategies.

The weakness of the proposed method is that both the
computational complexity and the number of particles
increase as the number of objects increases.

27. “Multi-feature fusion in particle filter frame-
work for visual tracking.” [71]

2019 The authors applied the color distribution, and KAZE fea-
tures with the particle filter (PF) to track a target in a video
sequence of complex environments. The proposed multi-
feature fusion-based PF utilized the Bhattacharya coefficient
for the color distribution model as a similarity metric. At the
same time, KAZE features utilized the Nearest Neighbor
Distance ratio for matching feature points.

In PF experiments, only color and KAZE characteristics
are employed. A set of features that accurately represents
the target in one environment may not do so in another.

28. “Particle filter re-detection for visual tracking
via correlation filters.” [72]

2019 This paper proposes a novel particle filter re-detection
tracker with a correlation filters framework (CFPFT) to solve
the problem of accurate object localization.

Long-term occlusions may still cause the tracking method
to fail, so a strategy that re-detects the target and reuses
the correlation filter tracker was to be implemented in real-
world applications.

29. “Robust object tracking via integration of
particle filtering with deep detection.” [73]

2019 This paper proposes a video object tracker with variable-
rate color particle filtering that incorporates two innovations.
First, a deep region proposal network was used to select the
bounding box based on the dynamic prediction of particle
filtering and a fusion integrating the particle filter and a deep
object detector to enhance object tracking accuracy.

Implementation of the proposed method is slower than
the conventional particle filter method, with only minor
improvements.
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30. “Visual tracking based on adaptive interact-
ing multiple model particle filter by fusing
multiples cues.” [74]

2018 This paper presents a robust tracking system based on the
fusion of a particle filter (PF) with interacting multiple
models (IMM) to overcome various severe challenges, such
as camera motion, fast motion, background clutter, or target
appearance changes.

The performance of the proposed algorithm decreases
while the tracked object moves quickly.

31. “Chaotic particle filter for visual object track-
ing.” [75]

2018 The authors introduced a chaotic particle filter (PF) based
on global motion to enhance the performance of PFs. In two
steps of chaos theory, estimation of the object’s movement
is used to identify its position over frames, followed by the
color-based particle filter technique to find the object in the
local region.

The chaotic PF method outperforms the conventional
PF method and occasionally the tracking by detection
techniques, but only color features are used in all studies.

32. “Robust object tracking via part-based corre-
lation particle filter.” [76]

2018 This paper proposes a part-based correlation particle filter
method for reliable visual tracking. In a particle filter archi-
tecture, correlation filters manage target parts and accurately
represent the target’s appearance by employing overlapping
local parts of varying sizes and locations.

The main downside of the method is that it works better
when tracking nonrigid objects with changing appear-
ances, but it disregards other relevant difficulties.

33. “A box particle filter method for tracking
multiple extended objects.” [77]

2018 This paper proposed a box particle filter-based extended
multiple object tracking technique to address the challenging
problem of multiple object tracking caused by data asso-
ciation. This research also highlights how interval-based
techniques can manage data association concerns effectively
while minimizing computational complexity.

The validation of the proposed approach is limited to
laser rangefinder sensor data in real time and needs to
be expanded and validated in more generic application
settings.

34. “Multi-task correlation particle filter for ro-
bust object tracking.” [78]

2017 This study presented a particle filter based on a multitask
correlation named MCPF for effective visual object tracking.
In contrast, correlation filters jointly learn the interdependen-
cies across numerous features from the multitask correlation
filter (MCF).

Using a multitask correlation filter increases the computa-
tional cost of the proposed MCPF.

35. “Particle Filter Object Tracking Based on
Color Histogram and Gabor Filter Magni-
tude.” [79]

2017 The authors present a novel particle filter-based tracking
method that uses the combination of Gabor filter features
and the color histogram of the detected object, obtained by
background subtraction, to determine the likelihood of the
observation and a state space model based on the Box-Muller
transformation.

The proposed method’s main drawback is that the number
of particles increases when the object’s color histogram
increases, causing computational complexity.

36. “Correlation particle filter for visual track-
ing.” [80]

2017 The authors propose a robust correlation particle filter (CPF)
for visual tracking by combining the strengths of a correla-
tion filter and a particle filter.

The performance metric of the algorithm is not computed
comprehensively.

37. “Deep convolutional particle filter for visual
tracking.” [81]

2017 The integration of a particle filter and deep CNN has been
proposed in which the particle filter predicts the target posi-
tion using motion mode at each frame, and the HCFT-CNN
adjusts the target position using the surrounding particles of
the anticipated position. Finally, the CNN correlation map
was used to calculate the current frame’s particle weight and
target position.

The presented paper contains no accurate experimental
results.

38. “Top-down visual attention integrated parti-
cle filter for robust object tracking.” [82]

2016 This study blends frequency analysis into a particle filter-
based computational of top-down visual attention to address
the challenges of rapid motion and long-term obstruction.

The tracker’s performance suffers slightly if the object
appearance changes and if descriptors calculated directly
from feature maps are used instead of color histograms,
making it more coherent and faster.

39. “Adaptive Cell-Size HoG Based Object
Tracking with Particle Filter.” [83]

2016 The authors proposed an Adaptive cell-size HoG (acHoG)-
based Particle Filter Tracking (PFT) algorithm to handle the
repeating feature extraction problem by applying Adaptive
cell size to HoG.

The main drawback of these approaches is that they reduce
tracker performance due to failure detection.

40. “Object-tracking based on particle filter us-
ing particle swarm optimization with density
estimation.” [84]

2016 The authors analyze the problems of particle filter tracking
degeneracy and impoverishment degradation in the Bayesian
particle filter tracking framework. Particle Swarm Optimiza-
tion (PSO) is employed as a sampling mechanism to address
these two issues.

The proposed solution did not handle other critical chal-
lenges such as backdrop adaption, scene tracking in a
cluttered environment, and object interactions.

41. “Real-time and model-free object tracking
using particle filter with joint color-spatial
descriptor.” [85]

2015 The authors incorporate the Joint Color-Spatial Descriptor
(JCSD) and particle filtering to develop a multiple model-
free object tracking technique that evaluates the hypothesis
step within a particle filtering framework.

However, the method’s accuracy decreases with low com-
putational power and must be implemented with GPU for
high accuracy and real-time applications.

42. “Single object tracking via a robust combi-
nation of particle filter and sparse represen-
tation.” [86]

2015 This author presented a particle filter-based tracking system
that uses a particle filter and reversed sparse representation
(RC-PFRSR) comprehensive combination to reduce drifting
and increase tracking robustness.

In this study, the proposed system tracks only a single
visual object and not multiple visual objects.

43. “Particle filter with occlusion handling for
visual tracking.” [87]

2015 The authors proposed a particle filter system with a patch-
based appearance model for occlusion handling, which in-
cludes two main components: color and motion vector, to
address the challenge of visual tracking with three critical
components including feature extraction, particle weighting,
and occlusion handling.

The key drawback of the strategy is that it only worked
for occluded environments as opposed to other constraints
in visual object tracking.

44. “Intelligent video target tracking using an
evolutionary particle filter based upon im-
proved cuckoo search.” [88]

2014 This paper aims to incorporate an evolutionary particle filter
with an improved cuckoo search algorithm to overcome
the sample impoverishment problem of a generic particle
filter in real-time video object tracking. Regarding tracking
performance, the proposed algorithm outperforms the PSO
particle filter and generic particle filter based on an improved
cuckoo particle filter.

The proposed system is adequate for tracking a single
object, not multiple objects, or in ambiguous or uncertain
environments. Furthermore, this tracking framework ne-
cessitates additional cues to handle dynamic object shapes.

45. “Using local saliency for object tracking with
particle filters.” [89]

2014 Instead of employing the saliency map of the entire image,
the authors proposed a tracking algorithm that estimates the
saliency map by extracting salient regions based on visual
attention from the particle areas and the target area of each
particle.

The proposed algorithm resolves particle filter divergence
for targets with similar characteristics. However, tracking
errors are inevitable when target and background colors
are similar.

46. “Abrupt motion tracking using a visual
saliency embedded particle filter.” [90]

2014 This article illustrates how to solve the problem of abrupt
motion by combining a particle filter tracking system with
an improved visual saliency model. In addition, it is possible
to recover a lost tracking object by detecting its region in
salient regions.

In this proposed work, many tracking aspects under chal-
lenging conditions, such as when the target object is
visually similar to the background or when its appearance
abruptly changes, are not considered.

www.ijacsa.thesai.org 1298 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

SL
No.

Paper Title Year Contribution Remarks

47. “Object tracking from image sequences us-
ing adaptive models in the fuzzy particle
filter.” [91]

2013 This paper addresses issues caused by unexpected events.
In the proposed work, a fuzzy particle filter’s process and
observation noises are considered fuzzy variables. The fuzzy
particle filter is equipped with two adaptive models that
enhance tracking performance: adaptive AR and appearance
mixture. The adaptive AR calculation is adopted as the
state transition model, and recursive AR determines the
optimal parameters over time to enhance state prediction.
Additionally, the observation model, the adaptive appearance
mixture model, consists of three Gaussian components (W,
S, and E).

This method did not consider object illumination or oc-
clusion when tracking multiple objects.

48. “A combined Color-Correlation Visual Model
for Object Tracking using Particle Fil-
ters.” [92]

2013 The proposed work utilizes a particle filter to track semi-
rigid video sequence objects. In addition, the MOSSE corre-
lation filter and color histogram combination create a robust
feature descriptor of the object that outperforms for tracking
fast-moving objects in a complex environment in real-time
applications with a small number of particles.

This paper’s limitation is that the required computing
power for the tracking system depends not only on the
size of the patches but also on the number of particles. In
addition, the system must investigate sampling inefficien-
cies and maximize particle utilization.

49. “Efficient visual tracking using particle filter
with incremental likelihood calculation.” [93]

2012 This paper proposes an improved real-time particle filter
in which the weight of each particle is computed using
incremental likelihood. However, the proposed particle filter-
based tracking method performs surprisingly well on hard-
ware platforms with limited resources.

The proposed tracking method’s effectiveness diminishes
as the tracked object’s speed increases. Therefore, it is only
effective when an object moves at a reasonable speed; this
is the trade-off between the proposed approach’s accuracy
and the object’s speed.

50. “A compact association of particle filtering
and kernel-based object tracking.” [94]

2012 The main goal of this paper is to combine kernel-based
object tracking (KBOT) and particle filtering (PF) to develop
a more reliable visual tracking method (PF). In addition, the
question of what types of particles are appropriate for using
KBOT to refine their position states for more accuracy is
also addressed, and a two-stage solution is proposed.

There are still some issues that demand more research.
The disadvantage of the proposed algorithm’s use of color
histograms as object descriptors for a fair comparison
is that it is unsuitable for dealing with varying lighting
conditions.

51. “Hierarchical Kalman-particle filter with
adaptation to motion changes for object
tracking.” [95]

2011 The authors examined the combination of the particle filter
and subspace representation and successfully applied it to
tracking algorithms, such as the Eigen-tracking technique.
Their combination has shown improved performance in
terms of accuracy and robustness despite requiring a rel-
atively small number of particles.

Although the proposed method works with greater ac-
curacy and precision, it is computationally expensive.
Moreover, in the proposed technique, the particle filter
handles only nonlinear motion locally, while the Kalman
filter deals with linear motion globally.

52. “Robust visual object tracking using multi-
mode anisotropic mean shift and particle fil-
ters.” [96]

2011 This study presents a novel tracking technique based on
multi-mode anisotropic mean shift and particle filters. The
method performs online learning of reference objects, is
more resistant to objects’ dynamic shape and appearance,
and requires a small number of particles.

The proposed system necessarily requires accelerated
computation and empirical parameter selection.
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Abstract—Speech recognition-based biometric access control
systems are promising solutions that have resolved many is-
sues related to security and convenience. Speech recognition,
as a biometric modality, offers unique advantages such as
user-friendliness and non-intrusiveness, etc. However, developing
robust and accurate speaker identification and authentication
systems pose challenges due to variations in speech patterns
and environmental factors. Integrating deep learning techniques,
especially AutoEncoder and Generative Adversarial Network
models, has shown promising results in addressing these chal-
lenges. This article presents a novel approach based on the
combination of two deep learning models, namely, AE and GAN
for speech recognition-based biometric access control. In the
model architecture, the AutoEncoder takes the MFCC coefficients
as input, and the encoder converts the latter to the latent space,
whereas the decoder reconstructs the data. Then, speech features
extracted from the latent space are used in the GAN generator to
generate additional speech data. The discriminator network has
a dual role, serving as both a feature extractor and a classifier.
The first extracts relevant features from generated samples, while
the latter distinguishes between generated and authentic samples
that come from AutoEncoder. This strategy outperforms DNN
and LSTM models on VoxCeleb 2, LibriSpeech, and Aishell-
1 datasets. The models are trained to minimize Mean Squared
Error (MSE) for both the generator and discriminator, aiming
at achieving highly realistic datasets and a robust, interpretable
model. This approach addresses challenges in feature extraction,
data augmentation, realistic biometric samples generation, data
variability handling, and data generalization enhancement, pro-
viding therefore, a comprehensive solution.

Keywords—Speaker identification; speech recognition; biomet-
ric access control; authentication; verification

I. INTRODUCTION

Speech recognition systems [1] have become increasingly
important in various domains, including biometric access con-
trol, where the identification and authentication of individuals
based on their unique voice characteristics are crucial. These
systems aim, securely, to use biological or behavioral charac-
teristics to authenticate and authorize individuals for access to
a physical location, a device, or a system. It relies on unique
and measurable traits that are specific to an individual, making
it difficult to forge or replicate. These characteristics can

include physiological characteristics such as fingerprints, face
features, iris patterns, and voiceprints, as well as behavioral
characteristics such as typing patterns, gait, and signature
dynamics as shown in Fig. 1. The main function of this

Fig. 1. Biometric categories.

paradigm is to collect biometric data, convert it into a digital
template, and then compare this template to templates stored in
a database. If the comparison results in a match, the individual
is given access. Otherwise, access is blocked. Fig. 2 presents
a system architecture based on speech recognition.

Fig. 2. Biometric access control architecture based on speech recognition.

Biometric access control systems based on speech recogni-
tion offer numerous advantages [2], such as universality, non-
intrusiveness, high authentication security, and convenience
i.e., bypassing the use of memorized passwords or access
cards, audit trail (keep track and accountability), and faster pro-
cessing than the traditional one. This concept is a powerful and
convenient way to improve security and access management in
a variety of areas, such as physical facilities, digital systems,
and digital transactions. . . etc. However, to achieve reliable and
robust performance, it is essential to develop accurate speaker
identification and authentication mechanisms.
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Deep learning models are characterized by their ability
to learn sophisticated patterns and representations from data,
providing a strong foundation for tackling the complexities of
speech recognition [3]. Hence, providing powerful tools for im-
proving the accuracy and effectiveness of its tasks. In this con-
text, the use of AutoEncoder models for feature extraction [4]
has shown promising results in identifying and authenticating
speakers. The AutoEncoder model, a type of neural network
architecture, has gained significant attention in recent years due
to its capability to learn meaningful and compact representa-
tions of input data. AutoEncoders can be leveraged to extract
discriminative features from raw speech signals. By training
the AutoEncoder model on a large dataset of labeled speech
samples, it can learn to encode the essential characteristics of a
speaker’s voice into a lower-dimensional representation, which
facilitates efficient and accurate speaker identification and
authentication processes. However, this model faces several
challenges among them:

• Lack of Realism in Generated Samples: Because Au-
toEncoders concentrate on recreating the input data,
they may produce generated samples that are exces-
sively similar to the training data and are devoid of
variation.

• Noisy or incomplete reconstructions: AutoEncoders
may have trouble accurately reconstructing the input
speech signals, mainly when there is noise or fluctu-
ation.

• Limited Generalization of novel data: Because Au-
toEncoders tend to concentrate on recreating well-
known patterns from the training set, they may have
trouble in generalizing novel or unseen data.

• Incapability to Distinguish: AutoEncoders are typi-
cally unsupervised models concentrating on feature
learning and reconstruction. The capacity to discrim-
inate is essential for precise authentication in a bio-
metric access control context.

• Limited data augmentation: AutoEncoders can be used
for limited data augmentation by reconstructing and
producing synthetic samples. The produced samples,
however, may not represent the whole range of vari-
ability included in the training data.

• Adversarial Attacks: AutoEncoders can be vulnerable
to adversarial attacks [5], which include making tiny
and purposeful changes to input data in order to
trick the model. In the case of speech recognition
systems, this might include discreetly changing a voice
recording to deceive the system into providing access
to an unauthorized user.

• Inadequate Temporal Information: Traditional Au-
toEncoders struggle with sequential data, which is
an issue in speech recognition, where the order of
the input (i.e., the sequence of sounds or words) is
important. Recurrent or convolutional AutoEncoders,
for example, can alleviate this, although they are more
sophisticated and computationally intensive.

Generative Adversarial Network (GAN) is a promising
paradigm that consists of two main components: a generator

and a discriminator. The generator produces synthetic data
and the discriminator tries to differentiate between real and
synthetic data. In the context of biometric access control using
speech recognition [6], GANs can be applied to generate
synthetic speech data to augment the training dataset [7],
which can help address data scarcity issues, increase the
diversity of the training data, and improve the robustness and
generalization of the speech recognition system. Synthetic data
generated by the GAN can be combined with real training
data to create a more comprehensive and representative dataset
for training speaker identification or authentication models,
mitigating most AE model issues. It’s important to note that
GAN training can be challenging and may suffer from issues
[8] such as training instability requiring careful tuning of
hyperparameters and balancing the training dynamics between
the generator and discriminator, lack of control over generated
data, GANs typically generate data based on random noise in-
put, resulting in limited control over specific characteristics of
the generated speech samples, lack of feature extraction: GANs
primarily focus on generating data and may not explicitly learn
meaningful features from the input speech samples, and data
augmentation: GANs are commonly used for data augmenta-
tion by generating synthetic samples. However, without the
guidance of meaningful features, the generated samples may
not effectively capture the desired variations and characteristics
of real speech data. The combination of AutoEncoder (AE) and
Generative Adversarial Networks (GAN) models, for biometric
access control based on speech including speaker identification
and authentication, resolves many problems and drawbacks
related to feature extraction, data augmentation, and generating
realistic biometric samples. To this end, the main goal is to
contribute to the advancement of this research by leveraging
the capabilities of deep learning through a novel approach that
combines both models in a manner complementary to each
other, providing control, stability, better feature learning, and
enhanced data augmentation capabilities, leading to improved
speech recognition performance.

The key contributions of this project can be outlined as
follows:

• Introducing a novel approach rooted in deep learning
models, specifically AutoEncoder and Generative Ad-
versarial Network in biometric access control through
speech recognition context. This integrated model
enhances system performance, accuracy, robustness,
and efficiency.

• Employing the AutoEncoder (AE) model as an un-
supervised method for extracting meaningful and dis-
criminative features, reducing dimensionality, and ad-
dressing storage and computational challenges asso-
ciated with raw audio data analysis. Additionally,
features are extracted from the latent space and uti-
lized in the Generative Adversarial Network (GAN)
to augment the training dataset, enhancing model
generalization, mitigating overfitting, and alleviating
data scarcity issues, resulting in the creation of high-
quality, realistic biometric samples.

• Proposing a GAN model where the generator network
produces synthetic speech data resembling that from
the latent space representation, thereby expanding
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the training dataset. This approach improves model
generalization, reduces overfitting, and addresses data
scarcity, leading to the generation of high-quality
biometric samples. The discriminator in this proposal
serves two roles: feature extraction and classification.
The former extracts features from generated sam-
ples, capturing more informative and efficient fea-
tures, while the latter distinguishes between generated
samples from both models, enhancing overall system
performance.

• Application of this approach to diverse datasets, in-
cluding VoxCeleb 2, Aishell-1, and LibriSpeech, has
yielded positive results when compared to outcomes
from Deep Neural Network (DNN) and Long Short-
Term Memory (LSTM) models.

The remainder of this article is organized as follows: Section
II provides related works on speech recognition systems for
biometric access control. Section III presents the proposed
solution. Section IV presents the results and analysis of the
experiments conducted, highlighting the performance gains
achieved through the AutoEncoder-GAN-based approach. Sec-
tion V presents a discussion. Finally, Section VI concludes the
article with a summary of the findings and discusses potential
directions for future research in this field.

II. RELATED WORK

In the literature, there is a lot of research related to bio-
metric access control based on speech recognition topics, in-
cluding speaker identification and authentication, and speaker
verification. This section presents an overview of some works
and propositions published recently that achieved significant
results.

Najim Dehak et al [9] proposed two speaker verification
systems models, In which the first one is based on SVM, by
using the cosine similarity, and the second one utilises directly
the cosine similarity in the final phase which decides the
final score. The experiments are done through three different
methods in the variability space, which are within-class covari-
ance normalization, linear discriminate analysis, and nuisance
attribute projection. Their study conducted on the combination
of LDA with WCCN has achieved good results compared to
the other ones. The test was carried out using the NIST 2008
Speaker Recognition Evaluation dataset.

Yen Lei et al [10] presented a new approach based on deep
learning speaker recognition using a phonetically that aims
at improving speaker recognition performance by using an i-
vector model [11] to represent the speech signal (extract the
main features) and DNN model is used to replace the UDM-
GMM [12] paradigm in order to train the model. The experi-
ments proved that this approach has significantly improved the
i-vector speaker recognition system.

Another research done by [13] has proposed d-vector
instead of i-vector that aims at extracting hidden layers of a
DNN as features. D-vector represents the averaged activations
from the last hidden layer of DNN. Experiments of this
approach have proved its efficiency in a small-footprint text-
dependent speaker task. Generally, this scheme underperforms
the predecessor based on i-vector-DNN.

Another research made by [14] has proposed a multi-
task deep learning scheme based on the j-vector method that
consists of extracting features from multitask DNN using
probabilistic linear discriminant analysis (PLDA). This scheme
has achieved good results than the predecessor models (i-
vector, d-vector).

The Authors in [15] have proposed a new scheme based
on deep neural network DNN to extract speech features called
as x-vector. This latter represents the fixed-dimensional em-
beddings of variable-length traits. Furthermore, this research
tackled also data augmentation by adding the noise and the
reverb to the existing dataset to improve the efficiency of the
model in the text-independent speaker tasks. Effectively, this
approach has achieved better findings than the ones based on
the i-vector and d-vector. Another research conducted by [16]
has proposed a new end-to-end architecture based on neural
networks, especially DNN and LSTM to speaker verification in
the text-dependent context that aims at mapping the utterances
to a score and joining them to optimize the representation
of the speaker. In the same area, the authors of [17] have
proposed another approach based on the end-to-end attention
model. They use the CNN model to extract the noise-robust
frame-level features that will become utterance-level speaker
vectors using the attention model. This approach proves its
effectiveness on Windows 10 “Hey Cortana”.

Another research carried out by [18] in the context of
text independence has presented a new end-to-end approach
based on the deep learning model to optimize the triple loss
function using Residual Net block and measuring the similarity
by Euclidean distance within trials. The findings show that
this approach outperforms that based on conventional i-vector
schemes, namely on short utterances.

In [19], the authors have proposed a new generalized
End-to-end model based on LSTM. The training process has
relied on the large number of utterances forming a batch.
This scheme aims at optimizing the loss function through
the training process in an efficient manner. The experiments
show that this platform has achieved good results. N. Le et al
[20] have proposed a new approach based on deep learning
model, namely CNN. The main objective of this proposition
is to optimize the deep speaker embedding through intra-class
loss distance variance regularization compactness. The findings
have proved that this approach accelerates the convergence of
the training model, which enhances the model’s performance.

Another research carried out by the authors in [21] has
presented an end-to-end optimized scheme based on deep
convolutional features extractor combined with self-attentive
and large-margin loss functions in the text-independent tasks
context. They use a modular neural network instead probabilis-
tic linear discriminant analysis (PLDA) classifier. This work
made use of the experiments on VoxCeleb and NIST-SRE 2016
and has achieved an enhancement model than the others based
on i-vectors.

The authors in [22] have suggested a novel approach for
learning speaker embeddings based on a simulated model of
GAN, especially the discriminator. This architecture aims to
maximize mutual information, improving the model perfor-
mance on the VoxCeleb corpus. Experiments show that this
model outperforms the model based on i-vector and that based
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on triples loss systems.

Many works are proposed to optimize the performance
of speech recognition tasks and provide a robust system
using deep learning model. Each research has focused on one
aspect or more, such as data augmentation, features extraction,
denoising and de-reverberation. The proposed solution has
designed a new architecture based on deep learning models,
namely AutoEncoder and Generative Adversarial Network in
a complementary manner to improve the model performance
by minimizing the loss function. The MFCC is used to extract
features and the model AE to capture the meaningful speech
representation and GAN is used to generate speech data from
the latent space of the model AE.

III. PROPOSED SCHEME

The proposed scheme is based on two models which
are AE and GAN models as depicted in Fig. 3. At first,
the speech inputs are collected, and their Mel-Frequency
Cepstral Coefficient (MFCC) characteristics are extracted and
used for training and tuning the model. Generally, The AE
model comprises three components: Encoder, latent space, and
Decoder. The encoder captures the main representation of the
meaningful speaker speech features extracted from MFCC and
produces the latent space, the latter will be used to reconstruct
the input data. In this model, the Latent space will be extracted
and used as input to the generator of the GAN model to
generate more real data from it. The generated samples will
be then used as input to the discriminator. This latter plays
two roles, namely a features extractor and a classifier. At first,
the discriminator extracts features from the generated samples
and then feeds to the classification between that extracted and
that comes from the AutoEncoder i.e. the decoder, to make a
decision. This section presents more details of this model.

Fig. 3. AutoEncoder-Generative adversarial network model architecture.

A. Data Preprocessing

Generally, the preprocessing process [23] is crucial for
preparing the data. This phase involves the capture and split-
ting of data into segments, feature extraction, noise removal,
features normalization, and data loading, etc. Among the main
steps that represent the backbone of the model namely in the
context of the biometric access control based on speech, is
feature extraction. To this end, the proposed architecture in-
volves the adoption of the Mel-frequency Cepstral coefficients
(MFCC).

1) Mel-Frequency Cepstral Coefficients: MFCC [24] is a
technique that consists of extracting features from the signal.
In the speech processing context, this method is widely used to
capture the spectral features of sound well-suitable for various
machine learning and deep learning tasks including speech
recognition and speech analysis. Simply this technique is an
amount of coefficients that represent the shape of the speech
power spectrum signal. Fig. 4 represents the components of the
MFCC. To calculate the coefficients of MFCC, some steps are
crucial as depicted in the figure. After capturing the speech sig-
nal, the first step is breaking the signal into frames (windowing
process) and then applying the Fast Fourier Transform (FFT) to
determine the power spectrum of each frame. Following that
mel-scale filter bank processing is performed on the power
spectrum by the formula 1:

mel(f) = 2595log10(1 +
f

700
) (1)

Where mel(f) represents the frequency on mels and f represents
the frequency on Hz. The power spectrum is converted then
by log domain and the Discrete Cosine Transform (DCT) is
applied to get the coefficients of MFCC through the Eq. 2:

Ĉn =

k∑
n=1

(logŜk)cos[n(k − 1

2
)
π

k
] (2)

Where k, Ŝk, andĈn represent, respectively the mel cepstrom
coefficients numbers, the filter bank output and the MFCC
coefficients.

Fig. 4. MFCC architecture.

B. AutoEncoder model

The AutoEncoder (AE) model is a sort of neural network
architecture used for feature learning, dimensionality reduc-
tion, and data reconstruction. It is especially effective for
extracting relevant representations from biometric data and
may be used in a wide range of biometric modalities, in
various applications, namely Feature learning, data denoising,
data compression, Anomaly detection, Privacy preservation,
biometric template protection...etc. An AutoEncoder’s primary
principle is to learn a compact and efficient representation of
incoming data. It is made up of an encoder and a decoder
as shown in Fig. 5. The encoder takes raw data as input and
converts it to a lower-dimensional latent space representation.
The fundamental traits and qualities of the data are captured by
this latent space representation, and the decoder uses this later
to attempt to recreate the original input data. The objective
is to maintain the information required for reconstruction in
the latent space. AE is an unsupervised model that aims at
minimizing the loss function between the input data and the
reconstructed data, capturing the most relevant representations.

The proposed solution incorporates the use of AutoEncoder
to capture the relevant representation of the inputs from MFCC
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coefficients, optimizing the speech processing system. The
main objective of MFCC is extracting features and converting
the input signal into coefficients that are retained as features
which represent the main relevant features. The AutoEncoder
takes these coefficients as input and converts them into latent
space, reducing therefore, the dimensionality of the represen-
tation represented by the coefficients, and extracting the main
relevant representation. The other network i.e. decoder network
reconstructs the representation from that reduced (latent space).
The main goal of this proposition is to get the most salient and
compact representation from MFCC coefficients in a lower-
dimensional space by training the AutoEncoder model.

Fig. 5. AutoEncoder architecture.

C. GAN model

Generative Adversarial Network (GAN) is a generative
model that is distinguished by two distinct networks, each with
its unique set of attributes called Generator and Discriminator.
The first seeks to produce realistic data from a specific class,
while the second is used to determine whether the generated
data is realistic or phony, as shown in Fig. 6: GAN is a
deep-learning class used especially to produce synthetic data
from the raw data input. In the scope of biometric access
control, the generator takes a random noise as input and
attempts to produce biometric data samples that mimic actual
biometric data, while the objective of the Discriminator is to
distinguish between the generated samples and the real ones,
generally a binary classifier. The training procedure comprises
a competition between the generator and the discriminator. As
training advances, the generator improves at creating more
realistic data, while the discriminator improves at differenti-
ating between actual and phony data. This repeated procedure
should result in high-quality synthetic data that is difficult
to differentiate from genuine data. GANs may be used for
a variety of reasons in the context of biometric access control,
including data augmentation, Privacy-Preserving Research,
Training Data Generation, Data Imputation, and Adversarial
Attacks and Defense.

To this end, the proposed scheme extracts the latent space
from the AutoEncoder model and uses it as input in the
Generative Adversarial Network (GAN) model namely the
Generator. This latter Generates more speech data from those
reduced features, producing then data simulated to that of
input. Whereas the discriminator in this architecture plays
two roles, namely a features extractor and a classifier. At
first, the discriminator takes the generated samples as input,
extracts relevant features and then distinguishes them from that
produced and trained by the AE model, especially the decoder.

Fig. 6. GAN architecture.

IV. EXPERIMENTS AND RESULTS ANALYSIS

In this section, the experiments carried out by the labora-
tory team are presented, describing therefore, the datasets, the
metrics and the implementation details of the proposed model,
and finally the analysis of the result.

A. Datasets

In this model, three different datasets have been used,
which are VoxCeleb 2, Aishell-1 And LibriSpeech.

VoxCeleb: It is an open-source dataset that is widely used
in the experiments of speech processing tasks [25]. It contains
videos interviews uploaded to YouTube. There are two types
of VoxCelb datasets, VoxCeleb 1 and VoxCeleb 2. The first
one has over 100,000 utterances For celebrities, whereas the
VoxCeleb 2 has over a million utterances. In the proposed
solution, the experiments have occurred on the VoxCeleb 2.

Aishell-1: This dataset is used also in the speech prepro-
cessing tasks[26]. It is an open-source and freely accessible
speech dataset that contains Mandarin speech captured with
a high-fidelity microphone (44.1 kHz, 16-bit). The Aishell-1
dataset was created by downsampling the audio collected by
the high-fidelity microphone to 16 kHz. A set of 400 speakers
from various accent areas in China took part in the record
capture.

LibriSpeech: is an open-source corpus, available in [27]. It
contains 1000 hours of speech sampled at 16KHz and is gen-
erated from audiobooks in the LibriVox project. This dataset
is used mainly in speech preprocessing including speech
recognition and speaker identification. Table I represents the
specification of the used datasets:

TABLE I. DATASETS SPECIFICATION

Speakers Utterances Hours
VoxCeleb 2 6112 1 128 246 2442

Aishell 1 400 141 925 Over 170
LibriSpeech 2087 252 702 1000

B. Evaluation Metrics

Generally, a metric is a method used to evaluate a system’s
performance on a specific task. The main metric objective is
measuring the quality of classifications or predictions carried
out by a system or model. A loss or error function [28] is
a function that determines how much the output or predicted
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value departs from reality or actual value aiming at optimizing
the model (either maximizing or minimizing issues). The Mean
Squared Error (MSE) [29] is a loss function that measures the
error between the observed and predicted values. The average
of errors squared is calculated by this Eq. 3.

MSE =

∑
(yi − ŷi)

2

n
(3)

Where yi represents the observed value, ŷi represents the
predicted value, and n is the observations number In this
study, the MSE metric is used in the AutoEncoder model to
evaluate its performance, and the Binary Cross Entropy (BCE)
metric is also used in the GAN model that represents the
difference between the predicted probability distribution and
the reel one. On one hand, BCE is used to solve the binary
classification issues, evaluating then, the model’s performance.
On the other hand, is used to quantify the training loss,
minimizing therefore, the loss function of the model during
training.

C. Implementation Configuration and Results Analysis

In the proposed scheme, the PyToch library, written in
Python programming language, has been used for training
networks based on deep learning models. This model has
adopted Graphics Processing Unit (GPU), due to its efficiency
in Neural Network processing. After capturing the MFCC
coefficients from the speech, 13 coefficients, The latter are
then fed to the AE model namely, the encoder that converts
the inputs to latent space, reducing therefore the dimension-
ality and capturing essential speech features. These high-
level features serve to reconstruct the speech data from the
bottleneck layer and aim at generating outputs that closely
resemble the original data input. The model training aims
at minimizing the reconstruction loss between the original
and reconstructed speech. In the training of the AutoEncoder,
the chosen specifications include 8 dimensions as the latent
dimension, 64 as the batch size, and 0.001 as the learning rate.
Within the first part of the proposed architecture, the AE model
is implemented with input dimensions set to 8. The encoder
network consists of 128 units or neurons in the hidden layer,
employing the Rectified Linear Units (ReLU) as an activation
function. The use of ReLU introduces non-linearity, facilitating
the model in learning complex relationships within the data.
The learning rate and the network size are identified using
different settings based on the try-and-error approach to choose
the best configuration in terms of performance.

At the beginning of the training process, the weights are
initialized at random and then gradually updated. To solve
the model overfitting challenges, different methods are used
such as the regularization of the parameters to promote lower
values of weight, and adding dropout layers within the encoder
and the decoder, furthermore, the loss function regularization
has been adopted to promote certain desired behaviors in the
latent space. The data mapping process is carried out from
the 128-dimensional hidden representation to the latent space
representation. The Adam optimizer has been deployed. The
loss function is selected as the Mean Squared Error (MSE) as
mentioned before.

In this proposition, the latent space features are extracted
representing the high-level speech representation to feed it

into the GAN model, namely the generator network. This
latter takes the high-level representations (more relevant speech
features) as input to generate more speech data in a manner
that resembles real speech. The architecture of the generator
is composed of three fully connected linear layers with ReLU
activation functions between them. The Tanh activation func-
tion has been applied in the final layer to ensure that the
generated values are bounded within the range [-1,1]. The
other GAN network, i.e., the discriminator, plays two roles
in this architecture, a features extractor and a classifier. At
first, the discriminator takes the generated samples from the
generator, tries to extract the relevant representations and then
feeds them to the classifier to distinguish them from those that
come from the decoder of the AE model. The structure of the
discriminator is similar to that of the generator. It consists of
three fully connected layers with ReLU activation functions.
In the final layer, the sigmoid activation function has been
applied, which produces values within the range [0,1] where
1 identifies the real data, and 0 identifies the fake ones. Both
the generator and the discriminator are adversarial trained. i.e.
competing against each other. This process helps us to refine
the ability of the generator to generate more high-level quality
speech data, and therefore, achieve a robust system based
on the combination of two promising deep learning models,
AutoEncoder and Generative Adversarial Network, especially
in the speech recognition tasks. Fig. 7 represents AE-GAN
model training process using three different datasets, with the
loss versus training epochs to illustrate how well the model
learns. The experiments incorporate different utterances from
three different datasets, including VoxCeleb 2, LibriSpeech,
and Aishell-1. These datasets are divided into three parts for
each dataset, 80% for training, 10% for validation, and 10%
for test.

Experimentation involved assessing the proposed deep AE-
GAN model by utilizing the state-of-the-art models, namely
the Deep Neural Network (DNN) model and Long Short Term
Memory (LSTM) model, using the datasets mentioned above
to describe the experiment findings. Table II lists the overall
loss function of the models that are used in the test process
during various research phases. As shown in the table, the
AE-GAN model has a high score in training and validation in
three different datasets, which are LibriSpeech, VoxCeleb 2,
and Aishell 1, it has achieved respectively in training loss,
0.0574, 0.0876, and 0.0886, and in validation loss 0.0581,
0.0888, and 0.0889. Compared to the results of DNN and
LSTM models, they have gotten in the training phase values
ranging from 0.07 and 0.168, while in the validation phase,
huge values ranging between 0.30 and 0.48, proving generally
the overfitting of the models. The proposed scheme has proved
its efficiency and outperformed the performance of DNN and
LSTM models in three different datasets. Fig. 8 depicts the
results of the experiments carried out over the datasets using
the DNN and LSTM models.

V. DISCUSSION

Deep Neural Networks (DNNs) and Long Short-Term
Memory networks (LSTMs) are reference models in speech
recognition-based biometric access control context, and have
been widely used in many studies. DNNs have demonstrated
their performance in learning hierarchical representations from
raw audio data. Their ability to handle complex features with
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Fig. 7. AE-GAN model training loss curve vs epoch.

TABLE II. AVERAGE LOSS PER EPOCH FOR TRAINING AND VALIDATION

Dataset Model Loss function
Train Validation

LibriSpeech
DNN 0.079 0.334

LSTM 0.095 0.307
AE-GAN 0.0574 0.0581

VoxCeleb 2
DNN 0.152 0.298

LSTM 0.168 0.287
AE-GAN 0.0876 0.0888

Aishell 1
DNN 0.084 0.389

LSTM 0.079 0.486
AE-GAN 0.0886 0.0889

deep increased network has contributed to their standing in the
field. However, this model struggles with capturing long-range
dependencies in sequential data, which is crucial for speech
recognition tasks. Simultaneously, LSTMs are recognized for
their effectiveness in modeling temporal dependencies within
sequential data, making them well-suited for capturing long-
term patterns in speech sequences. They have addressed the
vanishing gradient issues that are inherent in traditional Re-
current Neural Networks (RNNs), making them more adept at
learning from sequential data. But to capture complex patterns
effectively, LSTMs require more data.

The AE-GAN’s ability to leverage the latent space features
extracted by the AutoEncoder to enhance the generative capa-
bilities of the GAN is a potential advantage. In scenarios with
limited labeled data, the AE-GAN’s capacity for generating
high-quality and realistic speech samples may prove advanta-
geous. Additionally, its ability to address overfitting challenges
through regularization techniques and dropout layers may con-

tribute to superior performance in diverse speech recognition
tasks. Although the proposed model offers several advantages,
it may face challenges in scenarios where there is insufficient
diversity in the training data, potentially leading to biased
representations. If the dataset lacks sufficient variation in
terms of speakers, accents, or speech characteristics, the model
may struggle to generalize well to a broader range of real-
world scenarios. Augmenting the dataset with more diverse
samples could enhance the model’s robustness. Additionally,
the model’s performance may be sensitive to hyperparameter
settings, necessitating careful tuning. Implementing automated
hyperparameter tuning methods or conducting a thorough sen-
sitivity analysis may help identify robust configurations more
efficiently. The computational complexity of the model, espe-
cially in training large-scale datasets, could pose limitations in
terms of time and resource requirements. The computational
costs related to the training deep learning models, including
the proposed AE-GAN model, are a significant consideration.
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Fig. 8. The results of DNN and LSTM models with VoxCeleb, aishell, and libriSpeech datasets.

There are several solutions that contribute to mitigating these
costs among them, efficient GPU utilization can be essential,
optimizing the model architecture and exploring parallelization
techniques can contribute to faster training times. Additionally,
the use of transfer learning from pre-trained models can alle-
viate the need for extensive training on large datasets. Another
potential solution is the exploration of model quantization
techniques, reducing the precision of model weights to accel-
erate inference. Leveraging distributed training across multiple
GPUs or utilizing cloud-based computing resources can further
expedite the training process. Implementing early stopping and
model checkpointing strategies can optimize training efficiency
by preventing unnecessary iterations. Generally, a nuanced
understanding of the AE-GAN model’s strengths, a transparent
acknowledgement of study limitations, and proactive strategies
to address computational costs collectively contribute to a
robust evaluation framework for advancing the field of speech
recognition.

VI. CONCLUSION AND FUTURE WORK

This paper has proposed a new approach based on speech
recognition for speaker identification and authentication that is
considered as the main and crucial task in the speech-based
biometric access control scenario. The model has proved its
efficiency and robustness based on the combination of AE
and GAN models. The proposed model provides an optimized
platform integrating the features learning and tackling the
data augmentation and generalization issues, especially the
speech dataset, and data imputation such as reconstructing
degraded audio or denoise and tuning the hyperparameters
of the models. This approach has been implemented on three
different datasets: VoxCeleb2, LibriSpeech, and Aishell-1, and
has achieved good results in terms of performance, compared
to AE and GAN models. However, the proposed scheme
is expensive in terms of time-consuming, especially in the
training phase where there are two models AE and GAN. In
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future endeavors, the focus will be on this aspect to optimize
the proposed scheme.
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Abstract—In recent years, significant attention has been di-
rected towards the development of artificial empathy within the
engineering academic community. Replicating artificial empathy
necessitates the capability of agents to discern human emotions
and comprehend environmental risks. Analyzing acoustic data
in real environments offers a higher level of non-invasive pri-
vacy compared to video and camera data, limiting the agent’s
understanding to specific patterns. However, current studies are
negatively affected by subjective inferences from real data, which
can result in inaccurate predictions, leading to both false positives
and negatives, especially when contextual data and human speech
are involved. This paper work proposes the estimation of a
dangerous environment in accordance with the emotional speech
and additional ambient noises. In this approach we implement a
variational autoencoder model in conjunction with a classifier
for training the classification task. Additional regularization
techniques are applied to bridge the gap between the original
training data and the expected data. The classifier utilizes feature
data generated by the variational autoencoder to extract class
patterns and determine whether the environment is hazardous.
Emotional speech is classified as angry, sad, or scared emotions,
contributing to the classification of danger, while happy, calm, and
neutral emotions are considered safe. Various ambient noise types,
including gunfire and broken glass, are categorized as dangerous,
while real-life indoor noises like cooking, eating, and movements
are considered safe.

Keywords—Dangerous environment detection; speech analysis;
acoustic audio analysis; ambient noises; variational autoencoder
model; empathetic systems

I. INTRODUCTION

Ensuring the safety of individuals within indoor environ-
ments is a paramount concern, with implications spanning
from residential spaces to critical infrastructure. The ability
to accurately assess and respond to potential hazards is crucial
for safeguarding lives and minimizing risks. In recent years,
the pursuit of artificial empathy within the engineering domain
has gained significant traction, aiming to imbue computational
agents with the capacity to comprehend human emotions and
navigate environmental dangers. An avenue of exploration in
this pursuit involves the analysis of acoustic data, providing
a non-intrusive means of understanding the surrounding en-
vironment. Unlike more invasive data sources like video and
cameras, acoustic data analysis preserves privacy by focusing
on discernible patterns, presenting a valuable approach for
ensuring security in various settings.

The research presented in this paper addresses a critical
facet of safety by proposing a method for estimating hazardous

environments through the evaluation of emotional speech and
ambient noises. This approach not only advances the field of
artificial empathy but also holds substantial promise for real-
world applications, particularly in indoor acoustic analysis and
speech classification. The implications of this work extend
beyond the academic realm, offering tangible benefits for
society at large. The ability to accurately classify emotions and
distinguish between safe and hazardous sounds has significant
societal impact, enhancing security in public spaces, homes,
and workplaces. Moreover, in the realm of engineering, the
proposed method contributes to the refinement of hazard
detection systems, with potential applications in areas such
as smart home technologies, security surveillance, and other
safety-critical environments. This research sets the stage for
a more nuanced understanding of the acoustic environment,
bridging the gap between subjective inferences and objective
safety assessments, thereby paving the way for advancements
in both theoretical understanding and practical implementation.

Analyzing a diverse range of events, including human
speech and ambient sound, presents a formidable challenge
for artificial agents. Consequently, accurately judging environ-
mental characteristics becomes a complex endeavor. Moreover,
this task necessitates numerous sensors, such as cameras for
image and video processing, coupled or decoupled infrared
sensors, and other costly apparatus, making the practical imple-
mentation of artificial home assistants exceedingly challenging
to achieve. Addressing the challenges inherent in enhancing
their practical implementation involves different tasks, such
as managing real-time processes effectively, as evidenced in
related papers [1]–[3].

Another challenge is to ensure accurate object localiza-
tion such as in [4]–[7] where they proposed for example, a
convolutional recurrent neural network for joint sound event
localization and detection of multiple overlapping sound events
in three-dimensional space. In particular the sound event local-
ization and detection is extensively utilized by works based on
robotics navigation and natural interaction with surroundings.

Background noise treatments and reduction have been
extensible studied such as in [8]. The reduction of the noise
comes to fulfil two different targets, the human hearing safety
and the reduction of background noise to interpret another
sounds or a clear speech. The source separation of overlapped
sounds in acoustic event identification have studied in [9] to
feat one of the pending challenges. While in [10]–[13], a study
of event detection by ambient sounds analysis was performed,
trying to give realism to the scenario through the addition of
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diverse types of ambient sounds.

Among several challenges, to perform a precise and re-
alistic danger classification and estimation is especially re-
quired, considering subjective human perspectives and the
critical task of minimizing the false alarms [14]. Some studies
were carried trying to estimating hazardous environment from
ambient sounds with support vector machine models such
as in [15]. However the issue continue active and open to
date. The significance of false alarms cannot be overstated,
owing to the inherent subjectivity found in real-life scenarios.
Environmental sounds has been under-researched compared to
standard speech and music, and its understanding tend to be
subjective depending on the scenario and the listener [16].

Previous research endeavors have explored various ambient
sounds as cited in [17], yet remarkably, the emotional states
of individuals within the room have never been integrated into
the equation, amplifying the complexity of the challenge at
hand, and making it more realistic.

Furthermore, the usage of generative models have increased
in the study of human emotions and context analysis due to
the flexibility and versatility to represent and analize different
types of data present all together in the same audio frame [18]–
[24]. Generative models, particularly when integrated with
classifiers such as variational autoencoders (VAEs), prove to
be highly advantageous for classification tasks in the domain
of speech and also with ambient sound. The combination of
generative and discriminative capabilities allows for effective
feature extraction and representation learning, enhancing the
model’s ability to discern patterns in complex audio data. The
limitations of generative models in this context are primarily
associated with tasks that demand perfect data reconstruction.
Challenges arise when attempting to faithfully reproduce the
intricate details of diverse audio signals, including variations in
speech patterns, accents, and environmental sounds. However,
in classification tasks, where the focus is on discerning relevant
features rather than achieving precise data reconstruction, these
limitations are mitigated. The flexibility and adaptability of
generative models make them well-suited for classification
applications, offering a powerful and efficient approach to
audio analysis.

To the best of our knowledge, the detection of a dangerous
environment was never judged by an emotional speech analysis
in combination with ambient noises analysis with generative
models, such as a variational autoencoder (VAE) model that
learn the characteristics related with a subjective environment.
Additionally, the proposed model make an adjustment of the
difference among input data and expected data with phonetic
and prosody features.

II. PROPOSED APPROACH

A. Proposed Model

The proposed model falls under the category of semi-
supervised learning, which is a hybrid method combining
labeled and unlabelled data. In this approach, the classifier
learns from labeled examples and also utilizes information
from unlabelled data to enhance its performance. Within our
model, the VAE serves a dual purpose: it functions as an
unsupervised autoencoder, learning a condensed representation

of the data, and as a supervised classifier, predicting emotional
classes. This dual role is possible because the model incor-
porates both the reconstruction loss (unsupervised) and the
danger classification loss (supervised), allowing it to harness
the advantages of both labeled and unlabelled data. In essence,
our model is semi-supervised because it integrates labeled
emotional class data along with unlabelled Mel spectrogram
data during the training process, optimizing its performance.

The proposed classifier model utilizes the latent space gen-
erated by the VAE model. In our approach, these two models
operate independently; first, the VAE is trained separately, and
then the pre-trained encoder from the VAE, which has learned
from unsupervised data, functions as a feature extractor in the
classifier. This encoder transforms the data into a compact
representation, which is then processed through a classifier.
This classifier is specifically trained to predict danger labels
based on these encoded features, which are both from labeled
and unlabelled data. Consequently, our model is categorized as
a semi-supervised learning approach incorporating both types
of data during its training process.

Moreover, the regularization task in the extended VAE
provides additional control over the decoded data. This control
is achieved by utilizing pre-processed data and its representa-
tions within the VAE model, allowing for a more refined and
controlled learning process [25]–[28].

The phonetic and prosody characteristics of each value
derived from the input and decoded data, will be compared.
The aim is to ensure that the phonetic and prosody attributes of
the VAE representation closely match the pre-processed values
from the input data during the extended VAE training process.

In this approach, the classifier relies on the trained encoder
for its classification tasks. Consequently, the regularization pro-
cess also impacts the final results of the classifier. Classifying
the extended dataset containing dangerous patterns presents a
challenge for our classifier. This challenge arises not only from
the variations in volume and intonation between the actors’
utterances but also from the inclusion of surrounded noises
specific to the content of danger.

The prosodic control and regularization was previously
observed in [29], [30]. The phonetic and prosodic features
considered include spectral bandwidth, spectral contrast, and
formants from 1 to 5 extracted from each input audio’s
Mel spectrogram. Our proposed classifier, coupled with the
phonetic and prosodic regularized VAE method, encompasses
multiple tasks. The subsequent subsections will delve into the
specifics of each task involved in our approach.

The basic architecture of the hazardous environment clas-
sifier model can be observed in Fig. 1. The variational autoen-
coder is represented with an encoder, latent space and decoder
structure, while the classifier consumes data from the features
captured by variational autoencoder in the latent space.

B. Data Selection

In the process of data preprocessing, we obtained audio
samples from the Ravdess datasets and custom data from
distinct sources. Our primary objective was to construct a
coherent emotional audio dataset and convert these audios into
Mel spectrograms. Intermediate steps were taken to seamlessly
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Fig. 1. Proposed architecture of the hazardous classifier model.

integrate these diverse data types, involving tasks such as
aligning sampling rates, set at 44.1KHz.

Within the Ravdess dataset, audio clips exceeded three
seconds, with approximately 2 seconds of null data. Conse-
quently, trimming zero-data was imperative to obtain a high-
quality signal for further processing. Normalization of voices
to a standardized volume and noise reduction were performed,
particularly essential for downloaded patterns that exhibited
varying durations and significant zero data within different
frames.

The generation of Mel spectrograms involved utilizing the
short time Fourier transform (STFT) technique, followed by
mapping the spectrogram to a Mel scale. This method, precon-
figured with 128 Mel values, enabled a precise characterization
of the audio data.

Emotion selection involved three emotions from the
Ravdess dataset, excluding “Disgust” as it does not pertain
to a dangerous or non-dangerous environment precisely. The
chosen emotions (Neutral, Calm, Happy, Sad, Angry, Fearful)
were carefully balanced to ensure equal representation in the
dataset.

Regarding ambient noises, glass breaking and gun firing
were chosen to represent dangerous environments, while cook-
ing, eating noises, human steps, and opening/closing windows
represented safe environments. The specific quantities used are
detailed in the experiment section.

In our training approach, we focused on scenarios that
involve neutral, calm, and happy emotions coupled with typical
indoor noises like cooking, eating, and human movements. The
decision to exclude scenarios where both dangerous and non-
dangerous noises and speech coexist was deliberate. Training
artificial neural networks with such mixed data might lead
to the erroneous understanding that during routine, calm, or
happy speech, potentially dangerous events like gunfire or
breaking glass should be expected. This contradicts real-life
situations where such consistency is infrequent and therefore
was not incorporated into our training data to maintain the

model’s adherence to realistic scenarios.

C. Prosodic and Phonetic Regulariser Features’s Description

Detecting hazardous environments using ambient sounds
and speech poses a significant challenge, benefitting greatly
from a multifaceted approach involving various audio features.
In our research, we focus on employing spectral bandwidth,
spectral contrast, and formants 1 to 5 for this purpose.

Formants in speech processing refer to the resonant fre-
quencies of the vocal tract, manifesting as peaks in the sound
spectrum. They play a vital role in speech production and
perception, representing specific vocal tract configurations
through their frequencies. Notably, the first few formants
(such as F1, F2, F3, etc.) are pivotal in speech recognition,
differentiating speech sounds based on their positions and tran-
sitions. Although they are not typically regarded as prosodic
features, formants are instrumental in recognizing vowels and
consonants, providing essential phonetic information in speech
analysis [31].

Spectral contrast, another key feature, quantifies the am-
plitude disparity between peaks and valleys in the sound
spectrum. This metric captures variations in spectral energy,
indicating the sharpness or smoothness of transitions between
different frequency bands. Drastic changes in spectral contrast
signify specific events or objects in the environment. In danger
detection scenarios, abrupt increases in spectral contrast can
indicate events like glass breaking or gunshots. Monitoring
these shifts enables the identification of unusual and potentially
perilous situations [32].

Spectral bandwidth, the third feature under consideration,
refers to the width of the frequency spectrum of a sound.
It measures the dispersion of frequencies around the central
frequency. Sounds with broader spectral bandwidths encom-
pass a wider frequency range and are generally classified as
broadband sounds. In contexts where danger needs to be iden-
tified, wide spectral bandwidths indicate loud and potentially
hazardous noises, especially in otherwise quiet settings. For
instance, while the sounds of everyday activities like cooking
or eating are typically narrowband, noises such as gunfire or
explosions produce broad-spectrum signals. Analyzing spec-
tral bandwidth helps recognize the presence of such broad-
spectrum events, aiding in the detection of potential threats
[32].

By comprehensively analyzing formants, spectral contrast,
and spectral bandwidth, an acoustic system can effectively
differentiate between normal activities and events that might
pose a danger within a specific environment. These distinctive
features allow the system to identify specific sound patterns
associated with perilous situations, making them invaluable
tools in acoustic surveillance and safety systems.

D. Mathematical Definition of Proposed Model’s Regulariza-
tion

The additional phonetic-prosodic regularisation term
R(phopro(x), phopro(pθ(x|z))) was added to the well known
evidence lower bound (ELBO) of VAE [33], in order to make
each input datum x, to remain close to the corresponding
decoded datum in the vector of danger phopro(pθ(x|z)) and
phopro(x), respectively.
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The danger term to be added is as follows:

PhoProDiff R Loss = α ·R(phopro(x), phopro(pθ(x|z)))
(1)

PhoProDiff stands for phonetic-prosodic difference regu-
larization loss.

The prosodic regularised variational autoencoder loss func-
tion will finally be defined as follows.

L(ϕ, θ, x) = Eqθ (z|x)[logpθ
(x|z)]−DKL(qϕ(z|x)∥p(z))

+α ·R(phopro(x), phopro(pθ(x|z))
(2)

Letting α being 0 ≤ α ≤ 1. Assuming E as the
expected value, DKL as Kullback-Leibler Divergence, and R
as regularisation.

The R(phopro(x ), pθ(x |z )) term is defined as a mean
squared error for each spectral feature. Phonetic-Prosodic
regulariser over one spectral feature calculation can be defined
as follows.

R(phopro(x), phopro(pθ(x|z))) = (phopro(x)

−phopro(pθ(x|z))2
(3)

The combination of formants, spectral contrast, and spec-
tral bandwidth extracted from the actual pre-processed Mel
spectrogram data is represented as the phonetic and prosodic
vector phopro(x). This vector serves the purpose of enforc-
ing regularization, ensuring alignment with the phonetic and
prosodic attributes of the speech data.

The regularization based on phonetic and prosodic qualities
is applied during the training process [34].

III. EXPERIMENTS

A. Experiment Details

In our proposed methodology, we devised two distinct
models: the Variational Auto-Encoder (VAE) and the danger
classifier, each fulfilling specific roles. The proposed VAE op-
erates as an unsupervised learning tool, generating a condensed
data representation suitable for tasks like data generation and
denoising. However, it is not optimized for direct danger
classification.

Conversely, the danger classifier specialises in precisely
this task, classifying danger based on the acquired features.
It takes encoded features from the danger encoder and asso-
ciates them with corresponding danger and non-danger classes.
This separation allows for independent training processes and
facilitates the exploration of various classifier architectures
without impacting the proposed VAE. This design ensures the
versatility of the learned representation from the proposed VAE
for diverse downstream tasks, including danger classification.

Essentially, the proposed VAE learns a meaningful latent
representation of input data, which the danger classifier uti-
lizes for classification. This clear division of roles enhances

modularity and adaptability in the overall learning process.
Our danger classifier follows a supervised learning paradigm,
categorizing input data into distinct danger and non-danger
classes. Using an emotion dataset containing Mel spectrogram
images and corresponding danger labels, the classifier learns
to map these spectrograms to specific danger labels.

Our prosodic regularized variational auto-encoder model is
trained with emotionally expressive speech audio. We have
innovatively incorporated adjustments between speech and
ambient noise sounds, introducing a novel approach. Notably,
phonetic and prosodic adjustments have never been applied
to this kind of input data within an adapted auto-encoder.
Implementing our model under these conditions enables us to
capture danger data more realistically, emphasizing the value
of a generative model in extending real speech with authentic
sounds often present in genuine danger environments.

Regarding ambient noises, we utilized a total of 40 audio
clips. Ten audio clips were dedicated to glass breaking and
gunfire, randomly interspersed with angry, fearful, and sad
emotional audio clips. Similarly, there were ten audio clips,
for cooking or eating noises and indoor movements (such
as household steps), randomly distributed with happy, calm,
and neutral emotional audio clips. The glass-breaking sounds
varied, encompassing scenarios like breaking a window, ob-
jects falling and glass being thrown until breaking, as well
as handling glasses, considering the potential harm to third
parties in the room or the individual handling them. The gunfire
sounds included various types of guns such as standard guns,
pistols, and rifles. Additionally, we included gunfire from a
distance sufficient to be heard from a room in a house.

For each emotion, we collected four neutral audio clips
and eight audio clips from each of the other five emotions,
per actor. Our dataset comprises a total of 24 actors, ensuring
gender balance. In summary, from each actor, we utilized 40
audio clips, resulting in a total of 1056 audio clips used for
training and testing. In our study, we assumed our data was
initially separated, and we organized it placing speech at the
beginning followed by danger noises, creating 1-second audio
segments. While it is ideal for the data to be pre-separated, we
consider this task accomplished within our work.

In our speech processing experiments, we utilized two cate-
gories of training data: acted speech and real daily conversation
speech nuances. Acted speech, found in audiobooks, involves
actors simulating emotions. In contrast, daily conversation
speech nuances captures natural expressions from sources like
YouTube talk-shows, street conversations, and shop dialogues.
Both types of data were included in our study, restricted to
indoor nuances and speech. Acted speech for testing purposes
was sourced from the RAVDESS database [35], while daily
conversation nuances data was collected from diverse real-
world environment downloaded from Freesound public open
datasets.

Our combined dataset merged the RAVDESS database,
consisting of facial and vocal expressions in North American
English from 24 gender-balanced actors, with custom data
containing emotion- and ambient noise in present in the
environment. The dataset we compiled included 1056 audio
clips used for training and testing, recorded at 44.1kHz, from
12 actors, covering 6 selected emotions out of 8 available
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emotions. Each emotion was associated with specific patterns,
enhancing authenticity. Sentences from the database, such as
”Kids are talking by the door” and ”Dogs are sitting by the
door,” were utilized. The training and testing data were divided
into 80 percent and 20 percent, respectively.

To maintain dataset consistency, we linked emotions to the
primary dataset. For instance, selecting a ”happy” emotion
from a male actor involved aligning emotional level sentences
with non dangerous ambient nuances, leveraging the similar
vocal characteristics in emotional patterns. Ambient noises
were randomly chosen while ensuring alignment in events that
tend to occur at the same time, or follows to one another,
such as angry, sad or scared speakers followed by a glass
broken or a gunfire. In the initial tests, 40 audio clips were
matched with each corresponding RAVDESS audio danger
pair randomly. Importantly, generative models were minimally
affected by these variations since they were incorporated
during the preprocessing steps.

Both the dangerous environment classifier and the proposed
VAE model utilized convolutional layers on pre-processed Mel
spectrogram data. The input size for the proposed VAE was
128 by 128 (resized) for both training and testing sets. The
proposed VAE’s encoder and decoder consisted of two hidden
layers, reducing data dimensions from 128 to 64 and then to
32 in the encoder, and restoring it from 32 to 64 and finally to
128 in the decoder. The proposed VAE featured a single output
for encoding and reconstructing data. The emotional classifier
received 32-sized data from the proposed VAE encoder and
included an output layer with a Softmax activation function
corresponding to the six mentioned emotion classes reduced
to danger and non-danger opposite classes.

B. Experimental Results

In contrast to traditional methods, our model excels by
achieving remarkable results with a limited dataset while
capturing intricate patterns present in genuine dangerous envi-
ronments. Unlike conventional speech models that require ex-
tensive datasets for comprehensive testing, our model displays
flexibility by leveraging robust, limited nuance patterns present
while in the presence of danger. This adaptability ensures
precise classification without distorting speaker characteristics
or imposing specific positional attributes. Generative models,
including our proposed model, comprehend data distributions,
enabling classification without excessive reliance on additional
patterns.

Nevertheless, our model encounters challenges in gen-
eralizing learned sentences across diverse data. However, it
excels in recognizing similar sentences and/or noises that share
common patterns.

The integration of the phonetic-prosodic regularized VAE
model with speech, ambient noises, and the dangerous envi-
ronment classifier results in enhanced classification accuracy
compared to the vanilla VAE with our classifier. Notably, the
incorporation of well-defined ambient noises such as gunfire
and glass broken like, improves the classification with sad and
neutral speech by reducing false positives and negatives in the
classification. The proposed VAE adeptly reconstructs patterns
collaborating with the classifier, automatically regenerating the

input data. The classifier benefit from the latent space features
of danger, impacting positively in the classification accuracy.

Our model achieves a test accuracy of 0.924 with extended
data, surpassing the vanilla VAE accuracy value of 0.909,
and outperforming the standard CNN-based model with 0.742.
Furthermore, it delivers superior results in fewer epochs,
underscoring its efficiency in accurate emotion classification.
However, when compared with the RavdessDB dataset, our
model with vanilla VAE with the additional classifier achieves
a validation accuracy of 0.575, whereas the proposed VAE with
additional classifier achieves 0.56. There are some ambient
noises such as the open and close of a windows and the metal-
lic stairs steps that could be confused and further misclassified
by AI models, due to their similarity content in other danger
noises such as glass broken and long distance gunfire. For
human earrings could be perfectly estimated, however for AI
models, there is much work to perform and great deals to
enhance.

In summary, the adaptability, efficient learning, and en-
hanced accuracy in environmental hazardous classification
make our model a promising advancement in this field.

The training loss/accuracy and the validation loss/accuracy
of the vanilla VAE model, can be observed in Fig. 2. At
the beginning of the accuracy result image we can observe
a jumping until getting a good accuracy of 1, which is
not observed in our models for training and validation. The

Fig. 2. Training / validation loss and accuracy over epochs of vanilla VAE
model.

confusion matrices for the training and validation of the vanilla
VAE model and the proposed phonetic-prosodic regularized
VAE model with our danger classifier are depicted in Fig. 3 and
4, respectively. The classes “0” and “1” represent “Safe” and
“Dangerous”, respectively. The training confusion matrix for
both models demonstrates accurate predictions for each class.
The imbalance in neutral classification is due to the limited
number of audios in the neutral class in the Ravdess datasets.
During training 287 audios of class “0” (Safe) and 436 audios
of class “1” (Danger) are correctly classified, while 97 audios
of class “0” and 24 audios of class “1” are misclassifications.
For validation, 83 audios of class “0” and 110 audios of class
“1” are correctly classified, while 13 audios of class “0” and
6 audios of class “1” are misclassifications. The training
loss/accuracy and the validation loss/accuracy of the phonetic-
prosodic regularized VAE model with speech and ambient
noises, can be observed in Fig. 5.

The confusion matrix for training and validation of the pro-
posed phonetic-prosodic regularized VAE model with speech

www.ijacsa.thesai.org 1315 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No 11, 2023

Fig. 3. Confusion matrix for training the vanilla VAE model.

Fig. 4. Confusion matrix for validation of the vanilla VAE model.

and ambient noises, can be observed in Fig. 6 and 7. Phonetic-
prosodic regularized VAE model with speech and ambient
noises shows better predictions for danger class as “0” and
non-danger class as “1”. During training 384 audios of class
“0” (Safe) and 460 audios of class “1” (Danger) are correctly
classified. For validation, 96 audios of class “0” and 116
audios of class “1” are correctly classified, while there are
no misclassifications.

Fig. 5. Training / validation loss and accuracy over epochs of
phonetic-prosodic regularized VAE model with speech and ambient noises.

Fig. 6. Confusion matrix for training the phonetic and prosody regularized
VAE model with speech and ambient noises.

Fig. 7. Confusion matrix for validation of the phonetic and prosody
regularized VAE model with speech and ambient noises.

IV. CONCLUSION

Our proposed model demonstrates notable success in accu-
rate emotion classification, achieving a test accuracy of 0.924
with extended data—an improvement over the vanilla VAE
accuracy of 0.909 and the standard CNN-based model’s 0.742.
The efficiency of our model is further underscored by its
ability to deliver superior results in fewer epochs. However,
when confronted with the RavdessDB dataset, our model’s
performance, measured by validation accuracy, shows nuances.

The vanilla VAE with an additional classifier achieves
0.575, while the proposed VAE with an additional classifier
achieves 0.56. It is important to note that challenges persist,
particularly in discerning ambient noises like the opening and
closing of windows and metallic stair steps, which may be
prone to confusion and misclassification due to their similarity
with other potentially dangerous sounds. The complexity of
such audio distinctions poses a challenge for AI models,
necessitating ongoing efforts for improvement.
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In summary, our study introduces a method leveraging
generative models, specifically a variational autoencoder, for
identifying hazardous environments through the analysis of
emotional speech and ambient noises.

Our model, integrating phonetic and prosody features,
addresses disparities between input and expected data. As
part of our future research, we aim to explore areas such
as background noise analysis, the separation of speech and
ambient sounds, and the potential extension of our work to
real-time danger processing and analysis.
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Abstract—Remote sensing-based object detection faces chal-
lenges in arbitrary orientations, complex backgrounds, dense
distributions, and large aspect ratios. Considering these issues,
this paper introduces a novel method called D2-Net, which
incorporates a transformer structure into a convolutional neural
network. First, a new feature extraction module called dilated
contextual transformer block is designed to minimize the loss of
object information due to complex backgrounds and dense tar-
gets. In addition, an efficient approach using depth-wise separable
deconvolution as an up-sampling method is developed to recover
lost feature information effectively. Finally, the circular smooth
label is incorporated to compute the angular loss to complete
the rotated detection of remote sensing images. Experimental
evaluations are conducted on the DOTA and HRSC2016 datasets.
On the DOTA dataset, the proposed method achieves 79.2%
and 78.00% accuracy in horizontal and rotated object detection,
respectively; it achieves 94.00% accuracy in the rotated detection
of the HRSC2016 dataset. The proposed model shows a significant
performance improvement over other comparative models on the
dataset, which verifies the effectiveness of our proposed approach.

Keywords—YOLOv7; dilated contextual transformer; depth-wise
separable deconvolution; circular smooth label; remote sensing

I. INTRODUCTION

Due to advances in computer processing power, object
detection has developed rapidly over the past decade. This
task typically accomplishes by utilizing single-stage detectors,
typified by the YOLOs models [1], [2], [3], [4], [5], and dual-
stage models exemplified by the RCNN series [6], [7], [8],
[9].

Despite significant advances in generic target detection,
the mission in remote sensing images (RSIs) faces numerous
challenges due to characteristics such as substantial variations
in scale, crowded and small targets, arbitrary orientations, and
large aspect ratios[10]. Therefore, detection using oriented
bounding boxes (OBBs), which can handle object rotation,
has become critical in remote sensing applications. Existing
rotated object detection models are often constructed with pure
convolutional neural networks (CNNs) or CNN-transformer
hybrid structures. And the former has a lot of representative
work. Pixels-IoU Loss improves performance for complex
backgrounds and large aspect ratios[11] but increases training
time. Rotational region convolutional neural network (R2CNN)
introduces joint prediction of axis-aligned bounding boxes and
inclined minimum area boxes to complete text recognition in

any direction[12]. A joint image cascade (ICN) and feature
pyramid network (FPN) can capture semantic features at mul-
tiple scales [13]. Adaptive period embedding (APE) proposed
by Zhu et al. represented oriented targets in a novel way and
length-independent IoU (LIIoU) suitable for long targets [14].
Kim B et al. developed TricubeNet, which locates oriented
targets according to visual cues such as heat maps rather than
oriented box offset regression [15].

Although CNNs have achieved impressive performance,
they are limited by the difficulty of obtaining long-range
dependencies, resulting in deficient performance in remote
sensing detection. In contrast, the unique structure of the
transformer allows it to compensate well for the shortcom-
ings of CNN. Many hybrid CNN-transformer networks have
achieved satisfactory results [16], [17], [18], [19], [20]. The
RoI transformer technique utilizes spatial transformations on
Regions of Interest (RoIs) and learns the spatial transforma-
tion parameters by using OBB annotations as supervision.
This approach results in fewer mismatches during detection
[16]. To address the boundary loss and spatial receptive field
issues in RSIs, Dai et al. developed a rotating object de-
tection transformer-based model (RODFormer) [17]. Another
improved detector, CLT-Det, leverages correlation learning and
a transformer to tackle the problem of large-scale variation and
dense targets [18]. TransConvNet uses a self-attention block
and CNN to aggregate broad and specific details, offsetting
the CNN’s lack of rotational invariance [19]. Li et al. propose
an adaptive points learning method that effectively obtains
geometric information for instances of arbitrary orientations
[20].

The above information suggests that incorporating a trans-
former module into CNN can help overcome the model’s
difficulty in global feature modeling. And recent researches
show that simple hybrid networks can acquire the same effect
as many excellent complex models [21]. Therefore, this pa-
per presents the dilated contextual transformer block (DCoT)
combined with efficient layer aggregation networks (ELAN)
in YOLOv7[5] to improve the model’s feature extraction
capability. DCoT extraction provides more feature information
with a larger receptive field, allowing shallow location infor-
mation to combine effectively with deep semantic information,
which improves detection ability in complex backgrounds and
dense objects. Second, a depth-wise separable deconvolution
(DS-DeConv) module is proposed to enable the model to
generate more diverse feature information during upsampling,
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thereby improving its ability to detect small and dense objects.
Finally, the Circular Smooth Label (CSL)[22] is integrated into
the baseline YOLOv7[5] to complete the rotation detection
process without being affected by boundary discontinuities.
Extensive experiments were conducted on DOTA v1.0[10]
and HRSC2016[23] datasets to validate the efficacy of the
proposed method. The experimental results demonstrate that
the proposed model enhances the detection capacity of RSIs.
Moreover, it achieves real-time detection with a slight reduc-
tion in the number of parameters, striking a balance between
accuracy and speed.

The main contributions of this paper can be summarized
as follows. First, we use DCoT to improve the model’s ability
to obtain contextual information, which enhances the model’s
ability to detect complex backgrounds and dense targets in
RSIs. Second, we use DS-DeConv for upsampling, which
effectively preserves detailed feature information, enhancing
the model’s detecting ability of small objects. Finally, CSL
is integrated into YOLOv7 to complete the rotated detection
of multi-directional objects in RSIs. The proposed model
outperforms other comparative models in detection.

The upcoming sections are structured as follows. Section
2 the related work, including pure CNN and CNN-transformer
hybrid detection models. Section 3 provides a detailed de-
scription of the proposed methods integrated into the D2-
Net. Section 4 is the experimental details and analyses of the
experimental results. Finally, the conclusion is presented in
Section 5.

II. RELATED WORK

A. Pure CNN Detection Models

Depending on whether models generate region proposals,
detection models consist of two types: single-stage detection
methods and two-stage detection algorithms.

The single-stage detection methods directly predict object
class and location without region proposal, resulting in faster
inference and lower computational complexity than two-stage
models. Redmon J et al. proposed the first generation of YOLO
[1], which starts with real-time object detection time. This
model views target recognition as a regression task and detects
the presence of an object by determining whether the object’s
center point falls within a particular grid cell, which is obtained
by dividing the image into multiple grid cells. Inevitably,
it cannot solve problems of dense, small, and large aspect
ratio targets and other issues that inspire other researchers
to make further progress. To improve the accuracy of small
target detection, SSD [24] feeds multiple features extracted
from different layers of the feature extraction model to the
object prediction module. It also simplifies the training process
for targets with different shapes by assigning different scales
and aspect ratios to the prior bounding boxes associated with
each grid cell. The method used convolutional layers instead of
fully connected layers and produced the same results as con-
temporaneous two-stage detection models. More recently, an
enhanced SSD [25] introduces interactive multiscale attention
to acquiring more effective feature representation capability.
Retinanet [26] incorporates focal loss and effectively addresses
the class imbalance problem, resulting in high speed and
accuracy performance.

Two-stage detectors also gained significant attention due to
their remarkable accuracy and robustness. RCNN[6] treats the
detection task as a classification problem. In the first stage,
it extracts region proposals from each image, then predicts
targets’ categories after computing features in CNN. FPN [27]
regards layers with consistent feature map sizes as a stage
and achieves the top-down integration of multi-scale feature
maps through successive stages. It distributes features based
on object scale, merging deep-level semantic information with
shallow-level fine-grained information to perform more accu-
rately. Mask R-CNN [9] innovates RoI alignment to mitigate
date missed owing to feature quantization during the RoI
pooling process.

B. Transformer Detection Models

Since transformers were introduced to computer vision,
many distinctive models emerged. Vision transformers divide
the image into multiple patches, provide them with positional
embedding, and then feed the feature information into the head
for detection.[28] This allows the model to be independent
of image size. DINO improves DETR-like models in terms
of performance and efficiency by using a comparative de-
noising training method, a hybrid query selection method for
anchor initialization, and a look-forward double scheme for
box prediction.[29] Biformer proposes a novel dynamic sparse
attention via bi-level routing for more flexible computational
allocation and content awareness, enabling dynamic query-
aware sparsity.[30]

C. CNN-Transformer Hybrid Detection Models

The emergence of the Transformer structure compensates
for the shortcomings of the pure CNN structure in obtaining
long-range dependencies and contextual information, leading
to numerous Transformer-related models. However, the pure
transformer models have high memory consumption and com-
plexity. So more models fuse the transformer module with
CNN by insertion or replacement to achieve a balance. RoI
transformer [16] conducts spatial transformations on RoIs,
learning transformation parameters supervised by OBB an-
notations, which solves dense RSI targets and RoI-target
mismatches. RODFormer [17] addresses boundary loss and
spatial receptive field lack in RSI detection via a structured
transformer model. CLT-Det [18] presents a correlation learn-
ing detector for solving the problem of large-scale variation
and dense targets. TransConvNet [19] merges a self-attention
block and CNN, aggregating the detailed and specific infor-
mation to compensate for the CNN’s deficiency in rotational
invariance. Li et al. proposed a robust adaptive points learning
methodology to extract the geometric information of instances
of arbitrary orientations [20].

To summarize, the combination of transformer and CNN
can effectively overcome the limitation of CNN structures in
capturing features at varying scales and improve the accuracy
and robustness of object detection.

III. METHODS

In the following parts of this section, we begin with a short
introduction to the overall architecture of the proposed D2-Net,
taking YOLOv7 [5] as the baseline model. Next, we present
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Fig. 1. The overall structure of our network. The SPPCPSC,MP, RepConv are modules of the original YOLOv7. And the detailed composition of each block in
Fig. 1 is illustrated in Fig. 2 and Fig. 3.

Fig. 2. Detailed block consistency of the neck network. The ELAN-D module is depicted in Fig. 4.

a detailed description of the DCoT block and the depth-wise
separable deconvolution. Finally, we briefly discuss the CSL
[22], which is integrated into our model to accomplish the
task of rotation detection. Fig. 1 and Fig. 2 show the overall
structure and detailed block consistency, respectively.

A. The D2-Net Structure

As depicted in Fig. 1, the backbone network extracts
feature maps ci, which are then sent to the neck network,
where i = 3, 4, 5 represents the level of features, and Ci has
a stride of 2i and is 1/2i pixel density of the input image size
W×H . The neck network consists of two modules. The initial
component is the FPN [25] architecture, which propagates
semantic features from higher to lower resolutions. The second
module utilizes the PAFPN [31] module. To compensate for the
loss of fine-grained information caused by resolution reduction,
an ascending feature merging is employed to transfer location
details to feature maps at deeper layers. Furthermore, depth-
wise separable deconvolution makes the most suitable up-
sample method by itself, and the improved ELAN module
is adopted to improve the reception capability of contextual

information of the network. Different scales feature maps
containing detailed semantic and rich localization information
are output to the RepConv block. Finally, the head network
with CSL predicts object categories and position information
regarding the angular problem as classification.

In our method, after being processed by the improved
neck network, the output feature representations with various
resolutions achieve a balance between semantic information in
deep and shallow spatial details, leading to improve detection
performance.

B. Contextual Transformer Block with Dilated Convolution

Drawing inspiration from the self-attention mechanism
in Transformer models, numerous scholars have investigated
the effectiveness of hybrid networks mixed by CNNs and
transformers in computer vision task scenarios [16], [17], [18],
[19]. And as existing researches prove, through the simple
fusion of CNNs and transformers, object detection models pay
more attention to more useful features so that the performances
of those models are improved. Therefore, the hybrid network,
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including the transformer module, has a good prospect in the
RSIs detection task.

The traditional self-attention modules utilize input feature
information obtained from various spatial positions to process
input data. Nevertheless, these modules acquire knowledge
of all possible query-key connections by training on indi-
vidual query-key pairs. This process occurs independently,
without considering the contextual information between their
interactions. The CoT [32] architecture can integrate abun-
dant contextual information and Contribute significantly to
the visual representation of 2D images. Nevertheless, the
standard convolution operation will lose much localization
information in feature processing. Therefore, we replace it with
dilated convolution to form DCoT, which effectively makes
the network increase the receptive field while obtaining more
information. Then we displace the last three CBS modules
of ELAN with DCoT to form ELAN-D (see Fig. 4), which
reduces the calculation amount and FLOPs. By combining the
strengths of the Transformer and CNN, the DCoT module
can capture both global and detailed local information from
input features. This approach improves the network model’s
ability to represent input information features, leveraging the
advantages of each component. It showed the architecture of
the DCoT block in Fig. 3.

Fig. 3. The detailed structure of the DCoT block and its module. H , W , and
C denote the height, width, and number of channels of the input data X , ⊛

denotes local matrix multiplication.

For input feature X , it is processed through three pathways,
namely Q(queries), K(keys), and V (values), to generate more
feature information. The keys undergo dilated convolution
to capture local information and increase the receptive field.
Then, K is concatenated with X to supplement local infor-
mation and passed through a CBR module and a standard
convolution to generate Q. Finally, Q is multiplied with V
and fused with K to obtain the final output Y . The Q, K, and
V can be written as:

Q = [K,X]WCBRWC (1)

K = XWDBR (2)

(a) (b)

Fig. 4. The architectures of the ELAN block and ELAN-D block. (a) shows
the detailed ELAN structure, and (b) shows the detailed ELAN-D block.

V = XWCB (3)

where X is the input feature, W□ are different convolu-
tional blocks.

C. Depth-wise Separable Deconvolution for Up-sampling

During object detection with deep learning, the resolution
of the feature map tends to decrease as the network deepens,
leading to a loss of information. Thus, up-sampling is essential
for an algorithm. In the YOLO algorithms, nearest neighbor
interpolation is employed for up-sampling. However, focusing
solely on the nearest pixels has also resulted in image quality
and details loss, especially for tiny targets. Deconvolution is
also a commonly used up-sampling method. Compared with
neighbor interpolation, it performs better than in preserving
feature information. However, it produces more parameters as
well. Deep separable convolution [33] disassembles traditional
convolution into depth convolution and point convolution,
which can make the model more efficient and parameter
reduction.

In this paper, we propose the DS-DeConv block for up-
sampling. With this method, more diverse pixel values can be
produced when recovering the feature map’s resolution, which
makes the Acquired feature map preserve more details and
features of the original feature map.

We also introduce group convolution and change the fil-
ter size of deconvolution to decrease the parameter quantity
caused by deconvolution. Our DS-DeConv method improves
network model accuracy in up-sampling with a slight increase
in parameters. Fig. 5 illustrates the principal diagram of DS-
DeConv, while the number of deconvolution groups is adjusted
based on the channel quantities in the network.

D. Rotationally Detection

Currently, bounding boxes in object detection consist of
HBBs, rotated bounding boxes, and custom bounding boxes.
The characteristics of remote sensing detection include the
random and diverse directions of the objects to be detected.
And to achieve more accurate detection of these rotating
objects, the rotating bounding box is used for it.
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Fig. 5. The structure of depth-wise separable deconvolution.

The rotated detection method based on parametric regres-
sion mainly consists of the five parameters and the eight-
parameter method. However, in rotation detection, the target
parameters for learning are periodic, which causes the learned
parameters to be located at the boundary periodicity, resulting
in discontinuity issues and an abrupt rise of loss. Therefore,
we use CSL [22] to solve the boundary discontinuity problem,
as depicted in Fig. 6.

Fig. 6. The schematic diagram of the CSL.

The CSL is expressed as follows:

CSL(x) =

{
g(x), θ − r < x < θ + r
0, otherwise (4)

where g(x), r, and θ represents the window function,
radius, and the current bounding box angle, respectively.
By converting angle prediction from a regression task to a
classification task, the boundary discontinuity issue can be
effectively resolved with minimal loss of accuracy.

IV. EXPERIMENTS AND RESULTS ANALYSIS

A. Datasets

1) DOTA Dataset: The DOTA dataset [10] contains 2806
high-resolution aerial images collected from various sensors
and platforms and encompasses 15 categories. It is split into

three subsets for training, validation, and testing, including
1411 images, 458 images, and 937 images, respectively, con-
taining 188282 instances in total. The image size varies from
800× 800 to 4000× 4000 pixels.

2) HRSC2016 Dataset: The HRSC2016 dataset[23] in-
cludes 1061 remote sensing images from six distinct ports.
The dataset is divided into three parts, 436 images for training
(a total of 1207 labeled examples), 444 images for testing (a
total of 1228 labeled examples), and 181 images for validation
(a total of 541 labeled examples). The images have varying
resolution, ranging from 300 × 300 to 1500 × 900 pixels.

B. Implementation Details and Evaluation Index

Considering the adverse influence of high and inconsistent
resolution images, we reprocess the original data of these two
datasets. For the DOTA dataset, we cropped the images to
1024×1024 resolution with 200 pixels overlapping area. Then
15749 images were extracted for training and 5297 images for
evaluation, and the final test results are obtained through the
official evaluation server. The network is trained with the SGD
optimizer in the training process. The lr (learning rate) is 0.001,
and momentum and weight decay are 0.937 and 0.0005. We
train 300 epochs with batch size 16 on two GeForce RTX 3090
GPUs. For the HRSC2016 dataset, we resized all the images to
(768, 768). The network is trained with the SGD optimizer for
training. The learning rate is 0.01, and momentum and weight
decay are 0.937 and 0.0005. We train 200 epochs with batch
size 8 on GeForce RTX 3060 GPU.

We adopt the Average Precision (AP) and the mean AP
(mAP @0.5) metric in the comparative experiments to evaluate
the multi-class detection accuracy. They can be calculated as
follows:

P =
TP

TP + FP
(5)

AP =

∫ 1

0

Pdr (6)

mAP =

∑C
i=1APi

C
(7)

TP is the correctly classified target number, while FP is
the background number recognized as target. The accuracy rate
P can be defined as the proportion of correctly detected targets
among all detection results. The mAP is the average of AP
values of all classes. In the ablation experiments, FLOPs and
speed are also used to estimate the differences in algorithm
capability. Speed is also used to estimate the differences in
algorithm capability.

C. Ablation Experiments

In this section, we choose YOLOv7 as the baseline model
to conduct ablation experiments on the DOTA dataset to verify
the effectiveness of the introduced DCoT block, DS-DeConv,
and CSL. It should be noted that this paper aims to address
the problem of rotated RSI detection, so unnecessary ablation
experiments on horizontal detection are not shown. The batch
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TABLE I. THE RESULT OF THE ABLATION EXPERIMENT

\ YOLOv7 CSL DS-DeConv DCoT FLOPs(G) Speed(ms) mAP/HBB(%) mAP/OBB(%)
1⃝ ✓ 103.4 90.9 73.70 \
2⃝ ✓ ✓ 106.5 43.7 75.60(+1.90) 74.71
3⃝ ✓ ✓ ✓ 106.5 45.2 77.10(+1.50) 75.12(+0.41)
4⃝ ✓ ✓ ✓ 106.4 39.4 76.4(-0.7) 75.76(+0.64)
5⃝ ✓ ✓ ✓ ✓ 106.4 39.4 79.20(+2.10) 77.96(+2.84)

TABLE II. THE DETAILED RESULT OF THE ABLATION EXPERIMENT. PL: PLANE, BD: BASEBALL DIAMOND, BR: BRIDGE, GFT: GROUND FIELD TRACK,
SV: SMALL VEHICLE, LV: LARGE VEHICLE, SH: SHIP, TC: TENNIS COURT, BC: BASKETBALL COURT, ST: STORAGE TANK, SBF: SOCCER-BALL FIELD, RA:

ROUNDABOUT, HA: HARBOR, SP: SWIMMING POOL, HC: HELICOPTER.

Method PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC mAP
1⃝ 93.80 73.40 48.00 72.90 71.50 88.80 89.50 94.90 72.10 76.80 67.50 57.60 85.80 62.40 50.50 73.70
2⃝ 98.40 81.70 50.90 59.00 87.50 92.10 97.50 96.80 85.70 70.30 48.10 57.80 87.60 64.00 57.10 75.60
3⃝ 98.40 81.60 48.90 58.60 87.00 91.10 97.20 97.20 82.70 78.70 50.20 59.10 86.50 63.80 75.90 77.10
4⃝ 97.30 78.40 47.90 65.00 84.60 91.20 97.00 96.60 85.40 75.70 57.80 59.50 84.70 58.60 66.90 76.40
5⃝ 98.30 84.50 47.90 61.70 87.70 92.90 97.50 98.10 88.00 76.40 57.60 58.40 86.30 66.40 86.40 79.20

(a)

(b)

Fig. 7. Some contrastive detection results. (a) is the result of the baseline;
(b) is the result of the D2-Net. And the differences are highlighted in red.

size for training was 16, and the performance metrics were
evaluated every 10 epochs during the training process. A total
of 300 iterations were completed to train both the baseline
and improved models. FLOPs, speed, and mAP are used as
evaluation indicators in the experiments. Table I shows the
results of our improvements and Table II shows detailed AP
values of each category conducted on the DOTA dataset. And
the bold font is the best result.

As seen from Table I speed and mAP of the OBB task
are commonly lower than those in the HBB task, which is
attributed to the angle issue when serving the rotated detection
task. Attentively, to ensure the effectiveness of the baseline, its
experiments were all performed at 640 ∗ 640 resolution, while
other experiments were conducted at 1024 ∗ 1024 resolution.
And the baseline speed is 40.98 at 1024 ∗ 1024 resolution.
Despite the speed and mAP having decreased, the effect has
been improved in the actual detection(see Fig. 7). In the hor-
izontal task, compared with the original YOLOv7, 2⃝ 3⃝ 4⃝ 5⃝
showed improvement of 1.9%, 3.4%, 2.7% and 5.5%. Relative

to the YOLOv7 with CSL added, 3⃝ 4⃝ 5⃝ achieved 0.41%,
1.05% and 3.25% improvement. According to Table II, it can
be found that the proposed method has greatly improved in
the categories of small vehicles, harbors, and ships, obtaining
16.2%, 35.9%, and 8% improvement, respectively, compared
with the baseline model.

In Fig. 7, three images are chosen for comparing the
detection results from the dataset. The results of the two rows
are the baseline model, and the D2-Net model proposed in
this paper, respectively. There are plenty of small and dense
objects in the leftmost images of Fig. 7(a) and Fig. 7(b). It
can be seen from the red highlights that the baseline model
loses some targets, while the proposed model detects them
very effectively. The background of the middle image is similar
to the object, and the baseline’s results are affected, while
the proposed model works well. The right image contains
many targets with large aspect ratios, and the D2-Net is more
accurate than the baseline when boxing targets and no targets
are lost.

In Fig. 8(a) and Fig. 8(b), to prove the feature extraction
capability of the DcoT modules, we made the first 32 feature
maps visualization in the same stage of both baseline and the
D2-Net. It can be observed that the proposed model can ef-
fectively eliminate irrelevant information from the background
and has good extraction capability for detecting targets. It is
the DCoT modules that enable the network to fully utilize
feature information and concentrate on detecting targets with
distinguishable features. Fig. 9(a) and Fig. 9(b) show the
first upsampling heatmaps of the baseline and D2-Net. The
latter preserves more useful feature information around objects
and eliminates unnecessary noise. It proves the DS-DeConv’s
effectiveness when detecting small targets.

D. Comparison with other OBB Methods

In this section, we choose the YOLOv7 as the baseline.
We compare our model performance with other state-of-the-art
methods for the DOTA-v1.0 and HRSC2016 datasets. In com-
pared models, RoI Trans [16], RODFormer [17], and CLT-Det
[18] adopted a hybrid network using CNNs and transformer
blocks, and the others applied pure CNNs structure.
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(a) (b)

Fig. 8. The DCoT visualizations of the first 32 features: (a) represents the baseline result, and (b) is the result of the D2-Net.

(a) (b)

Fig. 9. The first upsampling visualizations of the first 32 features: (a) represents the baseline result, and (b) is the result of the D2-Net.

Fig. 10. Visualization of the detection results of our method on the DOTA data set.
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TABLE III. OBB TASK PERFORMANCE COMPARISONS ON THE DOTA-V1.0 TEST SET (AP (%) FOR EACH CATEGORY AND OVERALL MAP @0.5 (%). IN
THE COLUMN, THE BOLD DENOTES THE BEST DETECTION RESULTS

Methods PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC mAP
OBB

R2CNN[12] 80.94 65.67 35.34 67.44 59.52 50.91 55.81 90.67 66.92 72.39 55.06 52.23 55.14 53.35 48.22 60.67
RADet[34] 79.45 76.99 48.05 65.83 65.46 74.40 68.86 89.70 78.14 74.97 49.92 64.63 66.14 71.58 62.16 69.09
Axis Learning[35] 79.53 77.15 38.59 61.15 67.53 70.49 76.30 89.66 79.07 83.53 47.27 61.01 56.28 66.06 36.05 65.98
RoI Trans[16] 88.64 78.52 43.44 75.92 75.92 73.68 83.59 90.74 77.27 81.46 58.39 53.54 62.83 58.93 47.67 69.56
DRN[36] 89.71 82.34 47.22 64.10 76.22 74.43 85.84 90.57 86.18 84.89 57.65 61.93 69.30 69.63 58.48 73.23
RODFormer[17] 89.76 79.64 56.61 71.57 78.60 85.29 89.93 90.53 87.73 83.05 60.19 60.34 66.03 69.75 64.95 75.60
CLT-Det[18] 89.31 85.69 53.97 77.11 79.66 79.01 88.55 90.89 85.36 86.56 63.92 68.47 75.65 70.65 66.91 77.45
CSL[22] 90.25 85.53 54.64 75.31 70.44 73.51 77.62 90.84 86.15 86.69 69.60 68.04 73.83 71.10 68.93 76.17
Ours 90.54 82.99 43.20 55.39 81.71 87.40 89.82 90.80 83.58 89.71 76.62 72.27 75.00 67.57 82.87 77.96

HBB
GraphFPN[37] 89.32 68.88 50.41 60.42 70.91 79.45 86.18 90.80 83.11 80.35 53.01 60.98 75.95 64.36 58.71 71.52
SCRDet[38] 90.18 81.88 55.30 73.29 72.09 77.65 78.06 90.91 82.44 86.39 64.53 63.45 75.77 78.21 60.11 75.35
Mask OBB[39] 89.69 87.07 58.51 72.04 78.21 71.47 85.20 89.55 84.71 86.76 54.38 70.21 78.98 77.46 70.40 76.98
YOLOv7[5] 93.80 73.40 48.00 72.90 71.50 88.80 89.50 94.90 72.10 76.80 67.50 57.60 85.80 62.40 50.50 73.70
CGL[40] 89.53 82.85 56.53 76.52 79.29 83.39 88.19 90.90 86.67 85.07 63.40 68.23 77.82 78.77 50.23 77.16
Ours 98.30 84.50 47.90 61.70 87.70 92.90 97.50 98.10 88.00 76.40 57.60 58.40 86.30 66.40 86.40 79.20

Fig. 11. The visualization of the detection results of our method on the HRSC2016 dataset.

1) Results on DOTA-v1.0: As reported in Table III, The
comparative experiments on the DOTA dataset consist of the
OBB and HBB tasks. In the OBB task, we achieved the
mAP of 77.96%, which gains 1.79% higher than the CSL
with CNNs structure, and 0.51% higher than CLT-Det with
a hybrid framework. Moreover, the prediction performance
on densely distributed small objects, like storage tanks and
small vehicles, has improved enormously, reaching 89.71% and
81.71%, which are 3.02% and 2.05% higher than the second
best, respectively. Besides, soccer ball fields, large vehicles,
and helicopters also perform well, reaching 76.62%, 87.4%,
and 82.87%, respectively. In the HBB task, the proposed model
is 5.5% (from 73.70 to 79.20%) higher than the baseline.
The top-3 mAP is plane, tennis court, and ship, achieving
98.3%, 98.1%, and 97.5%, respectively. In general, the above
statement demonstrates the effectiveness of our model, and
Fig. 10 visualizes some detection results of our method on the
DOTA dataset.

2) Results on HRSC2016: The HRSC2016 dataset consists
of plenty of oriented ships. As shown in Table IV, many
classical detection algorithms have attained excellent perfor-
mance in this dataset, such as R2CNN [12], RoI Trans [16],
CLT-Det [18], CSL [22], Axis Learning [35], and Oriented
R-CNN [41]. Our model uses the A block for enhancing
feature extraction and depth-wise separable deconvolution for

TABLE IV. PERFORMANCE COMPARISONS ON THE HRSC2016 OBB
TASK. THE BEST RESULT IS HIGHLIGHTED IN BOLD

Methods mAP Resolution
R2CNN[12] 73.07 800×800

Axis Learning[35] 78.15 800×800
RoI Trans[16] 86.20 512×800

SLA[42] 89.51 768×768
CLT-Det[18] 89.72 512×800

CSL[35] 89.62 800×800
Oriented R-CNN[41] 90.50 1333×800
Attention-Points[43] 90.59 1333×800

Ours 94.00 768×768

upsampling. It achieves an mAP value of 94.00% with the
768 × 768 resolution, outdoing several of the mentioned
methods. And the visualization of some detection results is
depicted in Fig. 11.

V. CONCLUSIONS

In this paper, we proposed an effective one-stage model
called D2-Net for rotated remote sensing image detection
based on the YOLOv7 model. we innovate the DCoT block
combining dilated convolution with contextual transformer
block for feature extraction and enhancing the ability to detect
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Objects with tiny sizes and dense distribution of RSIs, which
can fully utilize the global and local information of objects and
enlarge the receptive field. Then, We designed the DS-DeConv
for up-sampling, which mitigates the effects of complex back-
grounds and low resolution. It improves the resolution and
quality of the up-sampled feature maps, enabling the detector
to capture the details and shapes of the targets more effectively.
Additionally, the CSL is employed for determining the angle
loss and accomplishing the prediction of rotated objects in
RSIs. In the end, we conducted experiments on the DOTA
and HRSC2016 datasets to prove the effectiveness of D2-
Net. Although detection capability surpasses other commonly
employed algorithms, the speed and FLOPs has decreased.
Thus, we will further enhance the feature representation and
improve the model’s detection speed with a more lightweight
model.
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Abstract—In recent times, Retrieval Augmented Generation
(RAG) models have garnered considerable attention, primarily
due to the impressive capabilities exhibited by Large Language
Models (LLMs). Nevertheless, the Arabic language, despite its
significance and widespread use, has received relatively less
research emphasis in this field. A critical element within RAG
systems is the Information Retrieval component, and at its
core lies the vector embedding process commonly referred to
as “semantic embedding”. This study encompasses an array of
multilingual semantic embedding models, intending to enhance
the model’s ability to comprehend and generate Arabic text effec-
tively. We conducted an extensive evaluation of the performance
of ten cutting-edge Multilingual Semantic embedding models,
employing a publicly available ARCD dataset as a benchmark and
assessing their performance using the average Recall@k metric.
The results showed that the Microsoft E5 sentence embedding
model outperformed all other models on the ARCD dataset, with
Recall@10 exceeding 90%

Keywords—Arabic NLP; large language models; retrieval aug-
mented generation; semantic embedding

I. INTRODUCTION

Retrieval Augmented Generation (RAG), introduced by
Facebook Researchers in 2020 [1], is a pivotal AI framework
facilitating information retrieval for Generative AI models,
thereby enhancing their accuracy and capabilities. RAG em-
powers Large Language Models (LLMs) by granting them
access to external knowledge sources, augmenting the content
generation process. This dual functionality entails retrieval,
wherein RAG meticulously selects pertinent information from
provided sources and generation, whereby LLMs craft contex-
tually relevant responses based on user input.

The advantages of RAG are multi-fold. Firstly, it bolsters
the performance by grounding LLMs with factual, up-to-
date information from external knowledge repositories. Fur-
thermore, RAG maintains contextual relevance in responses,
contributing to a more engaging user experience in conversa-
tional AI applications. Its scalability is noteworthy, as RAG
models seamlessly handle copious volumes of information,
proving invaluable for data-intensive tasks. Additionally, the
adaptability of RAG models allows fine-tuning for specific
applications [2], rendering them versatile across diverse data
and use cases. Customizability is another hallmark, permitting
RAG models to specialize in particular domains or subjects
through customization and fine-tuning on specific knowledge

bases. Due to the importance of such a framework for enter-
prises, extensive research is currently being pursued to discover
new algorithms and techniques to enhance the performance
of such models bounded by the context-window limitations
of LLMs. Although there is ongoing research to expand the
window size for LLM to be able to ingest more data in
the prompt, the use of techniques like RAG is still of great
practical importance, not only on homogeneous unstructured
data but also on heterogeneous data [3].

In principle, at the heart of the information retrieval module
is the semantic embedding module which converts a piece of
text, whether a query or a context text chunk to a numeric
feature vector that embodies all semantic features of the text.
The development of word and sentence embeddings is a
relatively recent area of research in natural language processing
(NLP) and information retrieval.

Most of the semantic models are English language-centred;
however, in recent years, Multilingual embedding models were
released [4]. There are lots of benchmarks to test the perfor-
mance of multilingual embeddings [5], which are aggregate but
very few focus on language-specific performance, and on the
Arabic language in particular. This is the main impetus behind
the current research work, which focuses on ten different state-
of-the-art embedding models that are capable of embedding
Arabic language.All the models are tested using publicly
available ARCD (Arabic Reading Comprehension Dataset) [6]
and the metric used is average Recall@k for different values
of k. A comparative performance is conducted taking into
consideration the embedding size for each model.

The rest of the paper is organized as follows: Section II,
the Retrieval Augmented generation pipeline is presented, as
well as the positioning of the semantic embedding and the
information retrieval component within the pipeline. Section
III explores related research work in this field, focusing on
recent developments. Section IV overviews the 10 semantic
embedding models that are used in the experiments will
be covered. Section V discusses the 10 embedding models
on a standard dataset that are used in for Arabic Reading
comprehension (ARCD) and their evaluation using Recall@k
performance metric. Also, the impact of the embedding di-
mension size is analyzed in the comparative results. Section
VI concludes the paper.
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Fig. 1. Retrieval augmented generation.

II. RAG: RETRIEVAL AUGMENTED GENERATION

The Retrieval Augmented generation pipeline, shown in
Fig. 1 is as follows:

A. Phase I: Information retrieval

1) Given a corpus of unstructured text containing docu-
ments

2) Given a user text query
3) A semantic embedding model is identified
4) The query is embedded into a feature vector of n

dimension (semantic embedding)
5) The corpus is segmented into m text chunks (either

disjoint or overlapping)
6) Each text chunk is embedded into a feature vector of

n dimension using the same embedding model used
in embedding the search query, as shown in Fig. 2.

7) The m- m-vectors are indexed in a Vector DB store
8) Cosine similarity, euclidean or inner product score is

computed between the embedded vector of the query
9) 9. Top k relevant chunks are retrieved, which com-

prise a context for the next phase

B. Phase 2: LLM Comprehension and Response

In this phase, a suitable LLM is identified and selected,
whether an open source model (more than 100 LLM models
are currently available ) , like LLaMA (7b/13b/70b), Falcon,
GPT neoX, Bloom, vicuna , FlanT5 , etc.) . However, not all of
them support the Arabic Language. The Current Arabic LLM
models are:

• OpenAI GPT-turbo-3.5

• Open AI GPT 4.0

• Google Bard

• Microsoft Bing Chat (on top of openAIGPT3.5)

• Google PaLM2 (vertex-ai)

• Jais (UAE Arabic Language Model)

Fig. 2. Semantic embedding.

However, not all of them provide APIs for programmatic tasks,
which are provided at cost like (OpenAI GPT3.5-turbo/GPT4.0
Google PalM - vertex-ai). After an Arabic LLM is identified.
A prompt is constructed with two variable components: the
retrieved Top k text chunks as a context and the input research
query. The prompt instructs the Arabic LLM to find an answer
to the search query from within the retrieved context. This
architecture is widely used in Enterprises for domain-specific
deployment of generative AI LLMs. A fundamental component
of the overall process is the information retrieval component,
as depicted in Fig. 1. The overall efficiency of the system is
highly dependent on the performance of the IR component.
If the IR component fails to retrieve relevant portions from
the corpus, the LLM will not find the proper answer or,
even worse, may hallucinate with wrong answers confidently
depending on the LLM model settings (like temperature) as
well as the prompt engineering. Ensuring an efficient and
accurate semantic embedding is of paramount importance for
an effective and practical RAG system.

III. RELATED WORK

In the context of Arabic language processing, a lot of
research was done in Natural Language Understanding, taking
into consideration the different dialectical nature of Arabic
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language [7], in addition to research work on Arabic text clas-
sification [8] as well as Arabic text similarity using statistical
techniques [9]. However, relatively fewer research studies were
conducted on semantic embeddings for Arabic text. FastText
for Arabic Word Embeddings [11] proved to be an effective
method for generating Arabic word embeddings. These embed-
dings capture subword information, making them valuable for
morphologically rich languages like Arabic. Researchers have
also explored Word2Vec-based approaches for Arabic word
embeddings [12].

Multilingual FastText: Multilingual embeddings have
gained attention for their ability to handle multiple languages
simultaneously through incorporating language-specific infor-
mation while sharing a common subword vocabulary across
languages [4]. Researchers have also explored cross-lingual
embeddings that facilitate knowledge transfer between lan-
guages. A new method is proposed that aligns word em-
beddings across languages, enabling multilingual applications
[13].

Sentence-BERT: Sentence embeddings, which capture the
semantic meaning of entire sentences, have gained popular-
ity [10] and demonstrated superior performance in various
sentence-level tasks in monolingual settings. Multilingual sen-
tence embeddings [14] have been explored for cross-lingual
applications based on training sentence embeddings for mul-
tiple languages using a shared model. The research work in
[9] provided a foundational framework for evaluating critical
semantic embedding APIs that play a pivotal role in search
and broader information access initiatives. The author in [9]
addresses the challenge of the limited accessibility of in-
creasingly large language models by examining the utilization
of semantic embedding APIs for information retrieval. Their
investigation focused on assessing the capabilities of these
APIs in domain generalization and multilingual retrieval using
benchmark datasets like BEIR and MIRACL. The study reveals
that re-ranking BM25 results using these APIs proves to be
cost-effective and most effective in English contexts, offering
an alternative to the conventional practice of using them as
initial retrievers. For non-English retrieval, the authors suggest
a hybrid model with BM25 as the most effective approach,
albeit at a higher cost.

For using embeddings in downstream tasks, the authors
in [17] focused on Arabic sentiment analysis, particularly
on social media platforms like Twitter and Facebook, which
have become vital for understanding user opinions and prefer-
ences. Sentiment analysis, however, faces challenges in natural
language processing (NLP). Recent advancements in deep
learning have demonstrated superior performance in NLP-
related tasks compared to traditional statistical and lexical-
based approaches. A comparative analysis of classic and
contextualized word embeddings for sentiment analysis was
conducted utilizing both trained and pre-trained versions of the
four most commonly used word embedding techniques: GloVe,
Word2Vec, FastText, and ARBERT. Deep learning architec-
tures, namely, BiLSTM and CNN, are employed for sentiment
classification, and experiments are conducted on benchmark
datasets, including HARD, Khooli, AJGT, ArSAS, and ASTD.
The results reveal that, in general, embeddings generated by
one technique outperform their pre-trained counterparts, with
contextualized transformer-based embedding BERT achieving

the highest performance, highlighting the significance of word
embeddings in Arabic sentiment analysis.

An Arabic reading comprehension dataset (ARCD) [6]
addressed the challenge of open-domain Arabic question and
answering (QA) with Wikipedia as the knowledge source.
Mainly the scarcity of labelled QA datasets and the need for
efficient Arabic machine reading comprehension and retrieval.
To overcome the lack of Arabic QA datasets, they introduced
the Arabic Reading Comprehension Dataset (ARCD), gener-
ated by crowd-workers from Wikipedia articles and a ma-
chine translation of the Stanford Question Answering Dataset
(Arabic-SQuAD). Their open-domain QA system, SOQAL,
included two components; the first is a hierarchical TF-IDF
component and a neural reading comprehension component
based on the pre-trained BERT transformer. Experiments on
ARCD demonstrate the effectiveness of their approach, with
the BERT-based reader achieving a 61.3 F1 score and SOQAL
achieving a 27.6 F1 score in open-domain Arabic question
answering.

In the next session, we will dive more into the semantic
embedding models used in the current research.

IV. SEMANTIC EMBEDDING MODELS

Sentence and paragraph embeddings are crucial tools in in-
formation retrieval (IR), enabling systems to comprehend and
retrieve text based on semantic meaning. These embeddings
encode the meaning of sentences and paragraphs into fixed-
size vectors [16], [18], allowing for semantic search, document
retrieval, question answering, duplicate detection, clustering,
summarization, recommender systems, cross-lingual search,
and contextual understanding. By representing queries and
documents in a continuous vector space, these embeddings
enhance the accuracy of IR tasks by retrieving relevant con-
tent, even when keyword matching falls short in capturing
the nuances of user intent or dealing with extensive and
unstructured text collections. In the Question and Answering
(QA) setting under study: Given a complete dataset of records
(context-paragraphs (cps), question, ground truth answer), the
IR problem is to retrieve the most relevant cps to this query.
In the current work, since our focus is on the Arabic language,
we explored ten embedding models that have multilingual
embedding features. The query is embedded, resulting in a
fixed-size feature vector, and each of the context paragraphs
(cps) is also embedded. The result of embedding is a feature
vector that embodies the semantic features of the text (question
or context paragraph). A cosine similarity distance metric is
calculated between the query, and all the semantic features of
all the cps is given by

cosine similarity (A,B) =

∑n
i=1 Ai ·Bi√∑n

i=1 A
2
i ·

√∑n
i=1 B

2
i

(1)

The cosine similarity metric is a value between [0,1]; the
higher score implies a higher similarity. The essence here
is that “most probably the answer of the query lies in the
‘context-paragraph’ cp with the highest similarity with the
input query”. This assumption, which is mostly adopted in
current QA systems, works well in the majority of situations
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with much higher performance than keyword search and re-
trieval. The following multilingual embedding models were
investigated in this research work.

A. Mpnet: Paraphrase-Multilingual-mpnet-base-v2

Mpnet [10] is based on SBERT (Sentence-BERT), which
is a modification of the pre-trained BERT network that uses
siamese and triplet network structures to derive semantically
meaningful sentence embeddings, allowing for efficient com-
parisons using cosine similarity. The original work BERT [18]
and RoBERTa [19] have achieved state-of-the-art performance
on sentence-pair regression tasks such as semantic textual
similarity (STS). However, they require both sentences to
be fed into the network, leading to significant computational
overhead. Siamese networks are a type of neural network
architecture that can learn to compare two inputs and measure
their similarity or dissimilarity. BERT is a pre-trained language
model that can encode sentences into fixed-length vectors,
but it requires both sentences to be fed into the network si-
multaneously, which is inefficient for large-scale applications.
Sentence-BERT (SBERT) is a modification of BERT that uses
Siamese networks to derive sentence embeddings that can
be compared using cosine similarity. This way, SBERT can
compute the similarity of two sentences without processing
them together, reducing the computational cost and enabling
semantic similarity search and clustering. SBERT can produce
more accurate and consistent embeddings than BERT, as it
fine-tunes the model on specific similarity tasks.

B. Google LaBSE

While BERT has proven to be a powerful approach for
acquiring monolingual sentence embeddings that excel in
tasks related to semantic similarity and embedding-based
transfer learning, the realm of BERT-based cross-lingual sen-
tence embeddings was relatively uncharted. A comprehensive
Language-agnostic BERT Sentence Embedding (LaBSE) [20],
developed by Google researchers with training across 112
languages, including Arabic, using the Tatoeba dataset [13].
This is the multilingual SBERT model used in this research
work. The embedding dimension is 768.

C. Openai Ada-embedding

Openai research team [21] delved into the significance of
text embeddings, essential for tasks such as semantic search
and text similarity assessment, transcending traditional applica-
tions. Unlike previous methods that tailored models for specific
use cases, they introduced a more unified approach, empha-
sizing extensive contrastive pre-training on unsupervised data.
This strategy produced top-quality vector representations with
a wider context window for both text and code, a breakthrough
validated across various benchmarks, including MSMARCO
[15], Natural Questions, TriviaQA, and code search. Their
findings underscored the versatility of these unsupervised text
embeddings, demonstrating their potential to excel in state-of-
the-art performance across diverse domains, from linear-probe
classification to large-scale semantic search.

D. Cohere Multilingual Embedding

Cohere’s multilingual text understanding model [16] works
by mapping text to a semantic vector space, where texts with
similar meanings are positioned close to each other. This al-
lows for a variety of valuable use cases in multilingual settings,
such as search, content aggregation and recommendation, and
zero-shot cross-lingual text classification. To train the model,
Cohere collected a dataset of nearly 1.4 billion question/answer
pairs across tens of thousands of websites in hundreds of
languages. This dataset is unique because it contains questions
actually asked by speakers of said languages, allowing the
model to capture language- and country-specific nuances.

E. Meta SONAR:Language-Agnostic Representations

Meta introduced SONAR, a novel fixed-size sentence
embedding space with support for multiple languages and
modalities [22]. SONAR’s single text encoder, spanning 200
languages. Meta stipulated that SONAR outperforms existing
sentence embeddings like LASER3 and LabSE in multilingual
similarity search tasks. It extends its capabilities to speech
segments by employing language-specific speech encoders
trained in a teacher-student framework, surpassing existing
speech encoders in similarity search tasks. SONAR also pro-
vides a text decoder for 200 languages, facilitating text-to-
text and speech-to-text machine translation, including zero-
shot language and modality combinations [22]. In our findings,
we found that this is an overstatement when applied to Arabic
Language, as described in section 4.

F. Microsoft E5 - (Small-base-large)

Microsoft researchers [23] presented E5, a family of ad-
vanced text embeddings designed for versatile applications
across various tasks. E5 stands for EmbEddings from bidirec-
tional Encoder representations. These embeddings are trained
using a contrastive approach applied to a large, curated text pair
dataset called CCPairs. E5 text embedding models are suitable
for tasks like retrieval, clustering, and classification, where
a single-vector representation of text is required. It exhibits
robust performance in both zero-shot and fine-tuned settings.
The authors extensively evaluated 56 datasets using BEIR and
MTEB [5] benchmarks. In zero-shot scenarios, E5 surpasses
the strong BM25 baseline in the BEIR retrieval benchmark,
and when fine-tuned, it achieved the best results in the MTEB
benchmark at the time of the publication (Dec. 7th. 2022),
outperforming existing embedding models with significantly
fewer parameters.

G. HuggingFace DistillBert v1,v2

HuggingFace researchers [24], proposed DistilBERT, a
smaller and more efficient language representation model
derived from BERT. As transfer learning from large-scale pre-
trained models gains prominence in Natural Language Process-
ing (NLP), the challenge lies in deploying these large models
on resource-constrained devices or under tight computational
budgets. DistilBERT is pre-trained using knowledge distillation
techniques, reducing the model size by 40% while retaining
97% of its language understanding capabilities and achieving
a 60% increase in speed. To leverage the inductive biases
from larger models, they introduced a triple loss mechanism
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that combines language modelling, distillation, and cosine-
distance losses. DistilBERT proves to be cost-effective for pre-
training and demonstrates its suitability for on-device compu-
tations through proof-of-concept experiments and comparative
on-device studies. In our analysis, we explored distils-base-
multilingual-cased-v1 and v2 , denoted in the experiments as
hf1 and hf2

V. EXPERIMENTAL RESULTS

A. ARCD Dataset

The dataset used in the benchmark analysis is ARCD
(Arabic Reading Comprehension Dataset) [6]. Crowdsourced
1,395 questions with the corresponding context paragraph and
ground truth answers. The research involved curation and
crowdsourcing, focusing on 155 randomly selected articles
from the top 1000 most viewed articles on Arabic Wikipedia in
2018. These articles spanned a wide range of topics, including
religious figures, historical figures, sports celebrities, countries,
and companies. To ensure the appropriateness of the content, a
manual filter was applied to remove any adult material. In total,
the project collected 1,395 questions based on 465 paragraphs
extracted from the 155 selected articles. Fig. 3 shows a typical
record from the ARCD dataset. Following the pipeline in Fig.

Fig. 3. ARCD record example.

1, the knowledge base (corpus) is constructed based on the
concatenation of all Context paragraphs (CPs) of all 1395
questions. Each question and each context paragraph CP is
embedded using one of the ten models under study. Faiss
(Facebook AI Similarity Search ) python library is used for
Vector DB indexing and search.

B. Recall@k Performance Metric

Average Recall@k metric is used, where k is the top model
retrieval hits with values [1,2,3,4,5,10,15]. The performance
results are shown in Fig. 4 and Table I.

The results showed that the Microsoft E5 Family of models
had a superior overall performance for all k values, where
the top performer was E5 - ML - Large. the second was ada
openAI embedding, and worth noting here that E5 is a free,
open-source model, while Openai ada is at a cost (0.0001$/1k
tokens)

TABLE I. RECALL@K FOR VARIOUS MODELS

sonar e5s e5b e5l hf1 hf2 cohere mpnet ada LaBSE

k = 1 11% 21% 21% 23% 15% 14% 15% 14% 18% 15%
k = 2 23% 43% 42% 46% 27% 26% 28% 27% 36% 29%
k = 3 35% 63% 62% 68% 40% 38% 40% 38% 53% 44%
k = 4 40% 71% 69% 75% 46% 44% 44% 44% 59% 50%
k = 5 44% 76% 74% 79% 52% 49% 48% 49% 64% 55%
k = 10 56% 87% 87% 91% 66% 63% 60% 61% 77% 70%
k = 15 63% 90% 90% 93% 71% 67% 64% 65% 79% 78%
Embedding 1024 384 768 1024 512 512 768 768 1536 768

Fig. 4. Average % Recall@k performance.

C. Embedding Dimensions and Model Score

Fig 5 shows the embedding dimension of each model and
the top model had 1024, while Openai ada had the maximum
embedding dimension of 1536. What’s interesting is that the
second top performer, E5-small, has an embedding dimension
of 384, which is quite impressive. Naturally, the higher the
embedding dimension, the higher the capacity to capture better
semantic context, which impacts storage and Latency. A simple
formula is used to capture the trade-off between model retrieval
accuracy and embedding dimension in an overall score:

model score =
Avg. Recall@k ∗ 1000
Embedding Dimension

(2)

Fig. 5. Embedding dimensions.
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Fig. 6. Overall model score.

The overall model score in Fig. 6 shows a clear superior
performance for the E5-ml-small model with 384 embedding
dimensions, and hence highly recommended for Arabic Lan-
guage Semantic Information retrieval

VI. CONCLUSION

In this study, we explored the application of Retrieval
Augmented Generation (RAG) models in the realm of the
Arabic language, an area that while linguistically rich, often
receives less attention in this field. Our focus was particularly
on the Information Retrieval component, with a keen eye on
the processes of semantic embedding. For our evaluation, we
utilized a range of advanced Multilingual Semantic embedding
models, employing the ARCD dataset as a benchmark for
our assessments. The knowledge corpus is generated from the
concatenations of ARCD question contexts. Questions and
contexts are embedded using the 10 models understudy, and
Recall@k metric is used in the evaluation, where k represents
the top retrieval hits based on the cosine similarity distance,
and facebook AI similarity search (faiss) library.

The results indicated that the Microsoft E5 Family of mod-
els, especially E5-ML-Large (e5l), consistently outperformed
the other models across different retrieval hit levels (k values).
Notably, the open-source nature of E5 models makes them
particularly appealing for a wide range of applications. The
second-best performer was the Ada OpenAI embedding, albeit
for 0.0001$/1k tokens. Furthermore, we observed that embed-
ding dimensions play a crucial role in model performance.
Higher embedding dimensions, such as the 1536 of OpenAI
Ada, offer improved semantic context capture but come with
storage and latency implications. To account for this tradeoff,
we introduced an overall model score that combines model re-
trieval accuracy and embedding dimension. The E5-ML-Small
model (e5s) , with an embedding dimension of 384, emerged
as the top performer in this balanced evaluation. In light of
these findings, we highly recommend the adoption of the E5-
ML-Small model for Arabic Language Semantic Information
Retrieval, as it strikes an excellent balance between retrieval
accuracy and resource efficiency.

The superior performance of the e5 family of models is
attributed to their unique approach to data preparation and

training. Unlike conventional methods that rely on small-
scale, human-annotated data or large-scale, noisy datasets, the
e5 models utilize a specially curated dataset called CCPairs
(Colossal Clean text Pairs), which is derived from diverse
semi-structured sources.

This research contributes to the broader exploration of
RAG models for Arabic language processing and information
retrieval, shedding light on valuable avenues for future appli-
cation of Arabic Language Understanding and Generation.

VII. DISCUSSIONS AND FUTURE WORK

A critical aspect warranting further investigation in Re-
trieval Augmented Generation (RAG) systems and semantic
embeddings pertains to the dimensionality of the context win-
dow, or embedding size. While reduced embedding dimensions
are advantageous for computational efficiency and data storage,
they pose challenges in terms of model performance, particu-
larly when processing extensive contexts. Such contexts often
exceed the embedding dimension limits, leading to truncation
which may adversely impact the model’s effectiveness.

Moreover, the choice of tokenizer algorithm, inherently
linked to the language being analyzed, presents another vari-
able influencing RAG systems’ performance. Tokenizer algo-
rithms vary significantly, and their compatibility and efficiency
can differ across languages. This variability underscores the
necessity for extensive research into the implications of dif-
ferent tokenizer algorithms, especially in the context of spe-
cific languages. Such an investigation could provide valuable
insights into optimizing RAG systems for diverse linguistic
environments.

Future research should also encompass the exploration of
contemporary methodologies in the realm of RAG systems,
notably re-ranking strategies and cross-encoder architectures,
from a language-specific perspective. This exploration is es-
sential given the evolving nature of large language models
and their application across various downstream tasks. In
conducting such studies, it will be critical to employ nuanced,
language-sensitive metrics, such as Mean Average Precision
(MAP), Mean Reciprocal Rank (MRR), and normalized Dis-
counted Cumulative Gain at k (ndcg@k). These metrics would
offer a more refined evaluation of the models’ capabilities in
handling language-specific nuances and complexities.

Through these focused areas, we are aim to address the
interplay between linguistic characteristics and the technical
dimensions of RAG systems, thereby enhancing their applica-
bility and efficiency in diverse linguistic contexts.
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Abstract—The significance of medical test records in diagnos-
ing and treating illnesses cannot be overstated. These records
serve as the foundation upon which medical professionals craft
precise treatment strategies tailored to a patient’s unique health
condition and ailment. However, in several developing nations,
such as Vietnam, a concerning trend persists: medical test records
predominantly exist in vulnerable paper format, entrusted to
patients for safekeeping. When patients transition between health-
care facilities, the responsibility of carrying these paper-based
medical histories rests with them, introducing a significant risk
factor due to the inherent fragility of paper documents, which
can be easily damaged by fire or water. The loss of these
crucial records can lead to severe disruptions in the diagnostic
and therapeutic journey of patients, potentially compromising
their well-being. Despite the emergence of various alternatives to
address this vulnerability, Vietnam faces multifaceted challenges.
These challenges encompass low technological literacy among
patients and substantial infrastructural limitations. In response
to these pressing issues, this study endeavors to harness the
transformative potential of blockchain technology, smart con-
tracts, and Non-Fungible Tokens (NFTs) to effectively mitigate
the drawbacks associated with paper-based medical test records.
Our comprehensive approach includes meticulous cataloging of
current hospital practices, the introduction of a purpose-built
blueprint for decentralized record sharing, the proposal of an
innovative NFT-backed authentication model, the development of
a practical proof-of-concept, and comprehensive platform testing.
Through these efforts, we aim to revolutionize the management of
medical test records in Vietnam, enhancing accessibility, security,
and reliability for both patients and healthcare providers.

Keywords—Medical test result; blockchain; smart contract;
NFT; Ethereum; Fantom; Polygon; Binance smart chain

I. INTRODUCTION

The ubiquity of Android applications (apps) in contempo-
rary society is undeniable. These apps have seamlessly woven
themselves into the fabric of daily life, offering indispensable
utility across various domains. Whether it’s navigation through
Google Maps, social connectivity via Facebook, or health
tracking with Fitbit, Android apps have become indispensable
companions to billions of users. As of March 2023, the
Google Play store boasts an astounding repository of over
2.6 million apps1, a testament to the Android ecosystem’s
enduring popularity and expansion. The significance of An-
droid’s prevalence extends beyond mere numbers. According
to App Annie’s 2021 report, Android users collectively spent
an astonishing 3.5 trillion hours on these apps2. This level of

1http://bit.ly/3Nduhcg
2https://technologymagazine.com/digital-transformation/

app-annie-38-trillion-hours-spent-mobiles-2021

engagement underscores the integral role Android apps play
in modern life. To exemplify, consider Facebook, one of the
most pervasive Android apps, with an impressive 2.94 billion
monthly active users. Remarkably, 1.96 billion users visit the
social networking platform daily3. Yet, in tandem with this
digital revolution comes a growing concern about privacy. A
2019 Pew Research Center report revealed that approximately
81% of the public feels they have little or no control over
the data collected about them, be it by private companies or
government entities4. This concern extends to mobile apps,
as demonstrated by a 2019 survey by NortonLifeLock, which
found that 72% of consumers worry about their privacy when
using these apps. Concerns range from the specter of identity
theft to fears of unauthorized access to personal information5.
In response to these privacy concerns, Android introduced a
permission model for managing access to sensitive data and
specific actions within apps6. This model empowers users by
requiring apps to request permissions, which can be granted
or denied during installation or at runtime. App stores like the
Google Play Store implement review processes and policies to
ensure app compliance with privacy guidelines. This enables
users to review app permissions, ratings, and user feedback,
equipping them with the tools to make informed decisions
regarding privacy risks7. Additionally, data safety policies
mandate developers to be transparent about their data practices,
ensuring data protection8.

However, traditional methods for safeguarding user privacy
within Android apps face significant challenges. Centralized
data storage, a prevalent feature in these apps, introduces
a “single point of failure” that substantially heightens the
risk of data breaches and unauthorized access [1]. Moreover,
these traditional methods often lack transparency, rendering it
difficult for users to comprehend and control how their data
is collected, processed, and shared. This lack of transparency
can erode user trust and deter them from using a service
due to privacy concerns [2], [3]. Additionally, these methods
offer limited user control over personal data, constraining users
from managing what data is collected, how it’s used, or with
whom it’s shared [4]. Recognizing the urgency of addressing
these challenges, this paper introduces a novel and forward-
thinking approach to elevate Android app privacy to new

3https://bit.ly/3CzGfbo
4pewrsr.ch/3PjVOLW
5https://bit.ly/447dheI
6https://developer.android.com/guide/topics/permissions/overview?hl=en
7For instance, TikTok’s privacy policy can be found at: https://www.tiktok.

com/legal/page/row/privacy-policy/en
8https://bit.ly/467Mkct
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heights. Our contribution centers on a groundbreaking hybrid
architecture that integrates conventional data processing with
blockchain technology, tailored specifically to handle sensitive
data. The importance of this contribution cannot be overstated.
As the Android app ecosystem continues to expand, so do
the volumes of data being generated and processed, including
sensitive health and medical data. With the growing emphasis
on user privacy, our hybrid approach offers a transformative
paradigm that ensures advanced security, transparency, and
user control. It provides a solution to the persistent privacy
concerns pervasive within the Android app ecosystem.

In this paper, we delve into the intricacies of our hy-
brid architecture, demonstrating how it effectively manages
‘dangerous’ permissions, particularly those related to mo-
tion/health/medical data, which are of paramount impor-
tance due to their sensitivity. Through rigorous evaluation
on Ethereum Virtual Machine (EVM) compatible platforms
such as BNB, Fantom, Celo, and Matic, we identify the
optimal platform, with the Fantom platform emerging as a
standout choice owing to its low transaction costs and optimal
gas limits. Additionally, our paper outlines comprehensive
strategies for persuading service providers and Android OS
producers to adopt our transformative approach. By doing
so, we present a pioneering perspective on the application of
blockchain technology to address the persistent privacy con-
cerns that continue to challenge the Android app ecosystem. In
the subsequent sections, we provide a detailed account of our
approach, the evaluation results, and the strategies for adoption,
ultimately contributing to a future where Android users can
enjoy the benefits of innovative apps without compromising
their privacy.

II. RELATED WORK

In this section, we provide an extensive review of related
work in the field of privacy preservation within Android
platforms. While our paper introduces a novel approach lever-
aging blockchain technology for this purpose, it is essential to
contextualize our contribution within the broader landscape of
existing research.

A. Malware Analysis

Privacy preservation within Android platforms has long
been a concern, prompting researchers to explore various
methodologies to address these challenges. One prominent
avenue of research in this area is malware analysis, which
focuses on identifying and mitigating malicious software that
may compromise user privacy.

Talha et al. [5] developed APK Auditor, a system designed
for detecting malicious apps through permission analysis. This
multifaceted system encompassed Android clients, a signature
database, and a central server. APK Auditor employed static
analysis to capture permission requests and calculate malicious
scores, contributing to the early efforts of enhancing Android
app security.

In a similar vein, Jianmao et al. [6] introduced MPDroid, an
innovative approach that evaluated the risk of target apps based
on minimum permissions. The methodology incorporated col-
laborative filtering and clustering techniques to assess app risk,

providing valuable insights into permission-based privacy risk
estimation.

Enck et al. [7] proposed TaintDroid, an Android platform
extension that significantly advanced privacy preservation. This
pioneering system tracked the flow of privacy-sensitive data
within third-party apps and promptly labeled apps as privacy
violations when personal data was transmitted to third parties.
TaintDroid marked a critical milestone in privacy-aware app
development and user protection.

Furthermore, Moutaz et al. [8] focused on a set of dan-
gerous permissions identified by Google9, contributing to the
categorization and understanding of potential privacy risks
within Android apps.

While these studies made commendable strides in enhanc-
ing privacy preservation within Android platforms, they often
provided binary detection outcomes (malicious or benign).
This binary nature of their analysis might not be sufficient
to assist users effectively in their decision-making processes.

To address this limitation, Son et al. [4], [9] proposed
an innovative approach centered on risk estimation based
on an app’s data collection and sharing behavior. Their ap-
proach marked a significant shift towards a more nuanced
understanding of app privacy risks, enabling users to make
informed choices based on the level of risk they were willing
to accept. Additionally, their app recommendation system [10]
further personalized user app choices based on their privacy
preferences, contributing to user-centric privacy preservation.

However, even these advanced risk estimation approaches
do not fully address the need for a robust, transparent, and user-
controlled platform for managing sensitive data within Android
apps. In contrast, our paper introduces a novel paradigm
by integrating blockchain technology into Android platforms.
This blockchain-based system offers enhanced security, trans-
parency, and user control for handling sensitive data, thereby
providing a balanced, secure, and effective method for manag-
ing data in Android apps. By retaining traditional processing
for ’normal’ data, our approach preserves app functionality
and data processing effectiveness. Our contribution represents
a significant advancement in the ongoing efforts to protect user
privacy on Android platforms.

B. Sensitive Data Encryption

Another prevalent approach to privacy preservation within
Android platforms is sensitive data encryption. This method-
ology involves encoding user data in a way that allows only
authorized parties to access it, thus ensuring the confidentiality
and integrity of sensitive information.

Chen et al. [11] proposed AUSERA, an automated tool
designed to detect security vulnerabilities in Android apps.
While AUSERA did not specifically focus on encryption, its
contribution lay in the identification of security vulnerabilities,
which are often associated with privacy breaches.

Zhang et al. [12] examined the vulnerability of Android
external storage, an area susceptible to data leakage, and
proposed solutions to prevent sensitive information disclosure.

9https://developer.android.com/reference/android/Manifest.permission
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Their work underscored the importance of protecting sensitive
data, especially in scenarios where external storage is involved.

Fan et al. [13] introduced HPDROID, an automated system
that identified GDPR compliance violations in mobile health
applications. While their primary focus was on compliance, it
indirectly contributed to privacy preservation by highlighting
the critical need for robust data protection mechanisms within
health-related apps.

Mia et al. [14] conducted a comprehensive comparative
study on HIPAA technical safeguards assessment of Android
mHealth applications. This study provided valuable insights
into healthcare data privacy, emphasizing the need for stringent
security measures within healthcare apps.

Haupert et al. [15] evaluated the state of Android app
hardening and identified vulnerabilities in a leading Run-
time Application Self-Protection (RASP) product. Their work
demonstrated the need for continuous improvement in security
mechanisms to protect sensitive data from emerging threats.

Chen et al. [16] and Sengupta et al. [3] proposed
blockchain-based systems specifically designed for preserv-
ing medical data privacy within Android platforms. These
pioneering contributions recognized the unique challenges as-
sociated with healthcare data and demonstrated the potential
of blockchain technology in safeguarding sensitive medical
information.

Balasubramanium et al. [17] conducted a comprehensive
survey on data privacy and preservation using blockchain in
healthcare organizations. This survey illuminated emerging
trends and challenges in healthcare data privacy, underscoring
the importance of innovative solutions like blockchain.

While these studies have made valuable contributions to
privacy preservation within Android platforms, they often rely
on developers’ security knowledge and diligence. Moreover,
some studies focus primarily on healthcare data and do not
address the broader range of sensitive data handled by An-
droid apps. Others lack a specific implementation tailored for
Android platforms.

In contrast, our proposed blockchain-based system offers a
robust, transparent, and user-controlled platform for managing
sensitive data in Android apps, applicable to a wide array of
data types beyond healthcare. By integrating blockchain tech-
nology, we address the limitations of existing approaches and
contribute significantly to the ongoing endeavor to preserve
user privacy on Android platforms.

III. BACKGROUND

A. Android OS and Permission System

Android, an open-source operating system developed by
Google, is ubiquitous in modern society, powering a wide
array of mobile devices such as smartphones, tablets, and
wearables. Built upon the Linux kernel, Android offers a
robust application framework, enabling developers to create
innovative apps and games within a Java-based environment.
This extensive ecosystem boasts over 2.6 million apps available
on the Google Play Store as of March 2023, highlighting its
profound impact on our digital lives. Central to Android’s
design is its intricate permission system, meticulously crafted

to safeguard user privacy. This system plays a pivotal role
in dictating how apps interact with sensitive user data and
device resources. When developers create an Android app, they
must explicitly define in the app’s manifest file what types
of permissions the app requires to function effectively. These
permissions govern a diverse range of access, from location
data to contacts, camera, microphone, and beyond.

Permissions in the Android ecosystem are categorized
into different levels, with particular emphasis on two primary
types: Normal and Dangerous permissions. The distinction
between these permission categories is crucial and forms the
cornerstone of user privacy and security:

Fig. 1. The user data collection via the permission system in android OS.

• Normal Permissions: These permissions encompass
scenarios where apps need to access data or resources
outside their own sandboxed environment, with mini-
mal risk to user privacy or the functioning of other
apps. An example of a normal permission is the
ability to set the device’s time zone. Such permissions
are typically granted without explicit user consent at
installation.

• Dangerous Permissions: In contrast, dangerous per-
missions involve access to highly sensitive user data or
device resources, potentially affecting user privacy and
the integrity of other apps. Permissions like accessing
the user’s contacts, camera, or location fall into this
category. Android mandates explicit user consent for
granting dangerous permissions, often soliciting con-
sent dynamically as the app requires access during
runtime, rather than at installation.

The Android permission system operates as a crucial pillar
in maintaining a balance between app functionality and user
privacy. It empowers users to make informed decisions regard-
ing which permissions to grant to individual apps, ensuring
their data remains secure and their privacy respected.

Fig. 1 illustrates the intricate workflow involved in an app’s
data collection via the Android permission system. This pro-
cess embodies the essence of user-centric privacy preservation
within the Android ecosystem.

In summary, Android’s widespread adoption and sophisti-
cated permission system have fostered an environment where
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user data privacy is paramount. However, challenges remain
in ensuring transparent, secure, and user-controlled data man-
agement, especially concerning sensitive information.

B. Blockchain Technology

Blockchain technology has emerged as a disruptive force,
initially popularized through its association with digital cur-
rencies like Bitcoin. Its inherent properties have extended far
beyond the realm of cryptocurrencies, finding applications
across diverse industries. At its core, a blockchain consists
of a chain of blocks, each containing a list of transactions.
These blocks are cryptographically linked, with each new
block referencing the previous one, creating an immutable
ledger. Immutability ensures that once data is recorded on
the blockchain, it cannot be retroactively altered, providing
unparalleled data integrity. One of the foundational char-
acteristics of blockchain technology is its decentralization.
Unlike traditional centralized databases, where a single entity
controls access and data, a blockchain operates on a network
of distributed nodes. Each node holds a complete copy of
the blockchain and participates in validating and recording
new transactions. This decentralized architecture eliminates
single points of failure and dramatically enhances security.
Transparency and auditability are fundamental attributes of
blockchain technology. All transactions on the blockchain are
visible to every participant in the network. Moreover, every
transaction is permanently recorded, creating an unchangeable
audit trail. This transparency builds trust and accountability,
assuring participants that no transaction can be tampered with
or erased.

Smart contracts, another hallmark feature of blockchain,
are self-executing agreements with contract terms directly
encoded into code. These contracts automatically execute
transactions when predefined conditions are met, removing
the need for intermediaries. In the context of Android privacy
preservation, blockchain technology offers a range of benefits:

• Enhanced Data Security: Blockchain replaces cen-
tralized data storage with a decentralized, tamper-
resistant mechanism. Advanced cryptographic algo-
rithms and distributed consensus protocols secure user
data against unauthorized access, manipulation, or
breaches. This significantly mitigates the risk associ-
ated with centralized data storage and bolsters privacy
preservation in Android systems.

• Improved Transparency and Auditing: Traditional
methods for managing user data in Android apps
often suffer from a lack of transparency, causing trust
issues among users. Blockchain’s transparency and
immutability address this problem. Every transaction
is transparent and can be audited, ensuring app devel-
opers and service providers adhere to declared privacy
policies and data handling practices. Smart contracts
provide an auditable trail of all data interactions,
increasing transparency and fostering user trust.

• User Control and Consent: One significant drawback
of conventional methods is the limited control users
have over their personal data. Blockchain technol-
ogy significantly enhances user control over personal
data. With self-sovereign identity solutions built on

blockchain, users can manage their own identity data,
decide what information to share, and with whom, and
for what purpose. These features offer users the ability
to selectively consent to data collection and sharing,
substantially preserving their privacy.

• Data Integrity and Provenance: The immutable nature
of blockchain ensures the integrity and provenance of
data. Each data transaction is recorded permanently
and cannot be altered, providing a verifiable and
auditable history of data transactions. This feature
allows users to verify the authenticity and accuracy of
their data, enhancing the trustworthiness of Android
apps, particularly in scenarios where data traceability
and accountability are paramount.

• Secure Data Sharing: Blockchain technology can also
facilitate secure and controlled data sharing within
the Android ecosystem. Users can grant or revoke
access to their data at any time with blockchain-based
consent management systems. This flexibility ensures
that data is only shared with authorized parties and
only for approved purposes, further enhancing privacy
preservation in Android applications.

• Trust and Collaboration: The distributed and transpar-
ent nature of blockchain technology inherently fosters
trust and collaboration among participants. By pro-
viding a shared and immutable record of data trans-
actions, blockchain can help establish trust between
users, app developers, and service providers in the
Android ecosystem. This enhanced trust can encour-
age responsible data handling practices, promote fair
data exchanges, and motivate collaborative efforts in
privacy preservation, leading to a more secure and
user-centric Android platform.

In summary, the intersection of Android OS and blockchain
technology holds great promise for addressing the challenges
associated with privacy preservation in the Android app
ecosystem. The combination of Android’s extensive user base
and the robust security and transparency offered by blockchain
creates a compelling framework for reimagining how sensitive
data is managed and protected in mobile applications.

IV. APPROACH

Our proposed approach, depicted in Fig. 2, represents a
comprehensive integration of blockchain technology with the
permission management process in Android systems. This inte-
gration is meticulously designed to bolster privacy preservation
and provide users with heightened control over their sensitive
data.

To elucidate the intricacies of our approach, we break it
down into a series of steps, each serving a crucial role in
ensuring robust privacy protection and user empowerment:

Step 1: User Application Installation The journey begins
when a user decides to install an application, with a particular
focus on medical applications. Medical apps are chosen for
their inherent sensitivity, as even small fragments of medical
data hold the potential for privacy breaches, potentially com-
promising individual identities.
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Fig. 2. Architecture of our proposed privacy-preserving model.

Step 2: Dangerous Permission Request When a medical
application requests access to sensitive medical data through
Android’s dangerous permissions system, it potentially gains
access to the user’s comprehensive or aggregated health infor-
mation. This marks the second step in our process.

Step 3: Normal Data Request In cases where the application
requests access to non-sensitive, normal data, it follows the
conventional permissions procedure outlined in Section III.
Such data can be collected without the need for additional
security measures.

Step 4: Secure Data Transmission Should the service
provider necessitate the transmission of the collected normal
data to their servers (referred to as ”global execution”), the
fourth step of our approach comes into play. Our system
ensures the secure and encrypted transmission of this data to
the designated service provider’s servers.

Step 5: Sensitive Data Request Alternatively, if an
application seeks sensitive data, such as those accessed
via dangerous permissions like BODY_SENSORS and
BODY_SENSORS_BACKGROUND for medical data collection,
it is mandated to provide detailed information regarding the
purpose of usage, the specific data types required, and the
possibility of third-party involvement. This meticulous process
is justified by (i) the availability of most of this information in
the application’s privacy policy and (ii) compliance with data
privacy regulations, including the General Data Protection
Regulation (GDPR)10, which mandates secure data handling
processes by applications.

Step 6: User Validation via Smart Contract The user,
on their mobile device, actively participates in the decision-
making process concerning their data in the sixth step. This
active involvement is facilitated through the use of smart con-
tracts, which enhance transparency and decentralize control,
placing it squarely in the hands of the user.

Step 7: Transaction Logging Upon user validation, the deci-
sion is meticulously logged as a transaction, creating a formal
agreement between the user and the service providers. This
transactional logging process harkens back to the conventional
permission system. However, it takes a significant leap forward
by incorporating machine learning techniques, which enable
future decisions to reference these initial agreements. This
reduces the need for recurrent user interventions [18].

10https://gdpr-info.eu/

Step 8: Secure Storage in Distributed Ledger All these
transactions, replete with user decisions and service provider
agreements, are securely stored within a distributed ledger
(DLT) in the eighth step. This distributed ledger serves as an
immutable repository of records, rendering every transaction
traceable and tamper-resistant.

Step 9: Encryption and Non-Fungible Tokens (NFTs) The
ninth step involves the encryption of user responses using the
service provider’s public key, employing elliptic curve cryptog-
raphy [19]. This ensures that only the intended service provider
can decrypt and access the user’s responses. To further bolster
data security and uniqueness, we utilize Non-Fungible Token
(NFT) technology to encapsulate these responses. Each NFT is
designed to be distinct and non-interchangeable, safeguarding
the integrity and confidentiality of user data.

Step 10: Data Transfer via NFTs The final step in our ap-
proach is the seamless transfer of these NFT-encapsulated user
responses to the service provider. This culminating interaction
furnishes the service provider with the requisite and authorized
data, while concurrently creating a traceable, indelible record
of the transaction on the blockchain.

Our architectural approach presents numerous advantages
over the traditional Android permission system:

• Enhanced Transparency and Auditability: The integra-
tion of blockchain technology ensures that every trans-
action is meticulously recorded and verifiable, offering
a heightened level of transparency and auditability.

• User Empowerment and Control: The use of smart
contracts places the reins of control firmly in the hands
of the user. Users can distinctly specify which data
can be accessed, fostering greater empowerment and
autonomy.

• Data Integrity and Secure Sharing: By leveraging
NFTs and elliptic curve cryptography, our approach
guarantees data integrity and secure data sharing. This
ensures that sensitive data remains confidential and
unaltered.

• Trust Building and Regulatory Compliance: Our in-
novative approach facilitates trust-building between
users and service providers. Furthermore, it promotes
collaborative data sharing while adhering to stringent
data privacy regulations.

• Scalability and Efficiency: The inherent scalability
and efficiency of blockchain technology position our
approach as a sustainable choice for future privacy-
preserving systems, capable of meeting evolving de-
mands and challenges.

In conclusion, our comprehensive integration of blockchain
technology with the Android permission process represents
a significant leap forward in privacy preservation and user-
centric control over sensitive data. By embedding transparency,
security, and efficiency into the core of our approach, we aim
to redefine data privacy in the digital age.

V. EXPERIMENTS

Our research endeavors to introduce a blockchain-based
platform that operates as a distributed ledger, with a primary
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focus on the intricacies of steps 8 and 9, as illustrated in Fig.
2. This phase marks a pivotal step toward our overarching
research objective.

A. Methodology

In the development of our platform, we meticulously
considered various blockchain platforms that offer support for
the Ethereum Virtual Machine (EVM). The selected platforms,
including Binance Smart Chain (BNB Smart Chain)11; Poly-
gon12; Fantom13; and Celo14, were chosen over open-source
alternatives such as those within the Hyperledger ecosystem
(e.g., Hyperledger Fabric) due to their compatibility with EVM
and their widespread adoption within the decentralized appli-
cation (DApp) development community. As a critical facet of
our research, we implemented our approach across four distinct
blockchain platforms that support the Ethereum Virtual Ma-
chine (EVM): BNB Smart Chain (BNB), Polygon (MATIC),
Fantom (FTM), and Celo (CELO). An essential contribution
of this study is the comprehensive collection and analysis
of transaction fees associated with these platforms, utilizing
their respective testnet coins. All implementations have been
made publicly accessible, underscoring our commitment to
contributing to the broader blockchain community. Within our
evaluation, we paid meticulous attention to transaction fees
and gas limits, both of which have profound implications for
the operational costs and efficiency of deploying DApps on
blockchain networks. Transaction fees represent the costs asso-
ciated with processing a transaction and fluctuate depending on
factors such as transaction complexity and network congestion.
Gas limits, on the other hand, dictate the maximum amount of
computational resources (gas) a user is willing to expend on a
transaction, safeguarding against inadvertent overspending.

Fig. 3. Transaction information (e.g., BNB Smart Chain).

Our evaluation involved the assessment of three fundamen-
tal functions on each of these platforms:

1) **Creating User Responses:** This pivotal function
embodies the user’s consent level, signifying their
stance on data collection, whether it involves denying
data access, permitting partial access, or granting full
access to medical data, as expounded in Section IV.

2) **Creating Non-Fungible Tokens (NFTs):** The
user’s response is encrypted using the service
provider’s public key and subsequently encapsulated
into an NFT. This process ensures both the integrity
and confidentiality of user responses.

11https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md
12https://polygon.technology/lightpaper-polygon.pdf
13https://whitepaper.io/document/438/fantom-whitepaper
14https://celo.org/papers/whitepaper

3) **Transferring NFTs:** Subsequently, the NFT is
transferred to the service provider, solidifying an
immutable record of the user’s response.

Fig. 4. NFT creation

While encryption plays a pivotal role in our approach, we
have intentionally refrained from delving into the intricacies
of encryption methodologies within this paper due to the
substantial scope involved. A more exhaustive exploration of
encryption methodologies and their analysis will be presented
in forthcoming iterations of this research. Fig. 3 offers a
glimpse into one of our evaluations, specifically detailing a
successful deployment on the BNB Smart Chain. Analogous
procedures and assessments were meticulously carried out
across the remaining three platforms. Smart contracts, devel-
oped using the Solidity programming language, constituted
the core of our evaluations. We scrutinized the execution
costs of these contracts within the testnet environments of the
respective platforms, with a primary objective of ascertaining
the most cost-efficient platform for deploying our system.
We delved into the intricacies of contract creation, NFT
generation (as depicted in Fig. 4), and NFT ownership address
updates, a process fundamentally revolving around retrieving
and transferring NFTs (refer to Fig. 5).

B. Transaction Fee Analysis

In our investigation, we conducted an in-depth anal-
ysis of transaction fees incurred during the operations
of Contract Creation, NFT Creation, and NFT Transfer
across four prominent blockchain platforms: BNB Smart
Chain, Fantom, Polygon (MATIC), and Celo. The results
of this comparative analysis are summarized in Table I.
On the BNB Smart Chain, the transaction fees for Con-
tract Creation, NFT Creation, and NFT Transfer amounted
to 0.0273134 BNB ($8.43), 0.00109162 BNB ($0.34), and
0.00057003 BNB ($0.18), respectively. The Fantom plat-
form exhibited lower transaction costs, with Contract Cre-
ation priced at 0.00957754 FTM ($0.001849), NFT Creation
at 0.000405167 FTM ($0.000078), and NFT Transfer at
0.0002380105 FTM ($0.000046). The Polygon (MATIC) plat-
form showcased even more economical costs, with Contract
Creation incurring 0.006840710032835408 MATIC ($0.01),
NFT Creation incurring 0.000289405001852192 MATIC (al-
most negligible in USD terms), and NFT Transfer incur-
ring 0.000170007501088048 MATIC (also nearly negligi-
ble in USD terms). Finally, the Celo platform reported
fees of 0.007097844 CELO ($0.004) for Contract Creation,
0.0002840812 CELO (almost negligible in USD terms) for
NFT Creation, and 0.0001554878 CELO (also nearly negligi-
ble in USD terms) for NFT Transfer.

This comprehensive analysis highlights the substantial vari-
ability in transaction fees across the four platforms, underscor-
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TABLE I. TRANSACTION FEES (IN NATIVE TOKENS AND USD EQUIVALENTS)

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 0.0273134 BNB ($8.43) 0.00109162 BNB ($0.34) 0.00057003 BNB ($0.18)
Fantom 0.00957754 FTM ($0.001849) 0.000405167 FTM ($0.000078) 0.0002380105 FTM ($0.000046)
Polygon 0.006840710032835408 MATIC ($0.01) 0.000289405001852192 MATIC (almost negligible) 0.000170007501088048 MATIC (almost negligible)
Celo 0.007097844 CELO ($0.004) 0.0002840812 CELO (almost negligible) 0.0001554878 CELO (almost negligible)

ing the critical importance of platform selection in optimizing
the cost-effectiveness of deploying our approach.

C. Gas Limit Assessment

TABLE II. GAS LIMITS FOR OPERATIONS

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 2,731,340 109,162 72,003
Fantom 2,736,440 115,762 72,803
Polygon 2,736,284 115,762 72,803
Celo 3,548,922 142,040 85,673

In addition to transaction fees, gas limits represent a vital
facet when deploying smart contracts on Ethereum-based plat-
forms. Gas limits delineate the upper bound of computational
resources (gas) allocated to a transaction, serving as a safe-
guard against inadvertent overspending. Table II summarizes
the gas limits associated with various operations, including
Contract Creation, NFT Creation, and NFT Transfer, across
the four blockchain platforms under consideration: BNB Smart
Chain, Fantom, Polygon (MATIC), and Celo.

On the BNB Smart Chain, the gas limits for Contract
Creation, NFT Creation, and NFT Transfer stand at 2,731,340,
109,162, and 72,003, respectively.

In the Fantom platform, the corresponding gas limits are
marginally higher, with Contract Creation at 2,736,440, NFT
Creation at 115,762, and NFT Transfer at 72,803.

Polygon (MATIC) records similar gas limits, with Contract
Creation at 2,736,284, NFT Creation at 115,762, and NFT
Transfer at 72,803.

Lastly, the Celo platform exhibits the highest gas limits
among the four platforms. Contract Creation incurs a gas limit
of 3,548,922, NFT Creation requires 142,040 gas, and NFT
Transfer necessitates 85,673 gas.

This detailed analysis underscores the substantial variations
in gas limits across the four platforms, further emphasizing the
need for meticulous consideration in selecting the most suitable
platform for deploying our innovative approach.

VI. DISCUSSION

The paradigm of secure data management and privacy
preservation on Android devices has been a persistent chal-
lenge in the digital age. Our proposed approach, which in-
tegrates blockchain technology into the Android permission
process, represents a transformative shift in how we address
this challenge. In this discussion, we delve deep into the
implications and significance of our approach, considering its
potential to elevate Android privacy to new heights.

A. Blockchain as the Guardian of Privacy

The integration of blockchain technology into Android’s
data permission management brings about a fundamental trans-
formation. One of the core advantages is the transparency and
immutability inherent to blockchain. Every transaction, every
access request, and every decision made by users are recorded
in an unalterable ledger. This ledger serves as a comprehensive
audit trail, granting users unprecedented visibility into how
their data is accessed and used. The user-centric transparency
aligns with the overarching theme of elevating Android pri-
vacy, allowing users to exercise greater control over their
sensitive data. Moreover, blockchain introduces the concept of
decentralized control. Through smart contracts, users actively
participate in granting or denying access to their data. This not
only empowers users but also shifts the locus of control from
centralized authorities to individual users. The notion of users
as stewards of their data is a critical step toward achieving
robust data privacy.

B. User-Centric Data Control

Central to our approach is the pivotal role of smart con-
tracts in the decision-making process. Users validate data
access requests through these contracts, granting consent or
withholding it. This mechanism puts the power back in the
hands of users, enabling them to specify precisely which
data can be accessed and under what circumstances. This
level of fine-grained control is a substantial departure from
the traditional Android permission system, which tends to be
binary and all-encompassing. Our approach aligns perfectly
with the ethos of user-centric data control. Users are no longer
passive participants; they are active decision-makers in the data
access process. This newfound agency fosters trust between
users and service providers, as users have confidence that their
data is used according to their wishes. It also complies with
emerging data privacy regulations, such as the General Data
Protection Regulation (GDPR), which emphasize user consent
and control over personal data.

C. Security and Integrity via NFTs and Cryptography

Data security is a paramount concern in Android pri-
vacy, especially when dealing with sensitive information like
medical data. Our approach addresses this concern through
the use of Non-Fungible Tokens (NFTs) and elliptic curve
cryptography. NFTs encapsulate user responses in a unique
and non-interchangeable manner. This uniqueness guarantees
that user responses remain distinct and unforgeable. It bolsters
data integrity and confidentiality, assuring users that their
data is protected from tampering or unauthorized access.
Elliptic curve cryptography further fortifies data security. By
encrypting user responses with the service provider’s public
key, we ensure that only the designated service provider can
decrypt and access the data. This cryptographic layer adds an
additional barrier to unauthorized data access.
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Fig. 5. NFT transfer.

D. Trust Building and Regulatory Compliance

The elevation of Android privacy through blockchain-
powered data management also contributes to trust-building
between users and service providers. Users are more likely to
engage with applications and services when they are confident
that their data is handled with care and transparency. This trust-
building aspect is essential for the sustained growth of the
Android ecosystem. Additionally, our approach aligns seam-
lessly with data privacy regulations like GDPR. Compliance
with these regulations is not just a legal requirement but also
an ethical obligation. By facilitating user consent, control,
and transparency, our approach inherently complies with these
stringent privacy regulations. This alignment ensures that ser-
vice providers can operate with confidence in a regulatory
landscape that increasingly prioritizes data privacy.

E. Scalability and Efficiency

The scalability and efficiency of blockchain technology
make our approach a viable and sustainable choice for the
future. As Android ecosystems evolve and expand, the need for
scalable privacy solutions becomes increasingly pronounced.
Blockchain’s inherent capacity to handle a growing volume
of transactions positions our approach as a robust solution
for the long term. Moreover, the efficiency of our approach
is underscored by the use of various blockchain platforms,
such as Binance Smart Chain, Fantom, Polygon (MATIC), and
Celo. The comparative analysis of transaction fees and gas
limits across these platforms offers insights into cost-effective
deployment options. The adaptability of our approach to mul-
tiple blockchain environments ensures that it can seamlessly
integrate into a diverse range of Android applications and
services.

In conclusion, our blockchain-powered paradigm for secure
data management on Android devices represents a ground-
breaking approach to elevate Android privacy. By introducing
transparency, user-centric control, data security, trust-building,
and scalability, we lay the foundation for a new era of
Android privacy that aligns with evolving user expectations
and regulatory requirements.

VII. CONCLUSION

In this paper, we have introduced a groundbreaking ap-
proach aimed at enhancing privacy and data security for
Android applications, with a specific focus on the sensi-
tive domain of medical apps. Leveraging the capabilities of
blockchain technology, our novel approach has been designed
to fundamentally transform the way privacy preservation is
addressed within Android platforms. Our comprehensive archi-
tecture ensures robust controls on permissions, enforces trans-
parency in data transactions, and places users at the forefront

of data management, thereby significantly elevating Android
privacy standards. The central premise of our approach is
the integration of blockchain technology into the Android
ecosystem, revolutionizing how user data is accessed, utilized,
and protected. We have presented a detailed architectural
framework that harnesses the power of blockchain to regulate
access to sensitive user data. This framework extends beyond
the conventional Android permission system, offering a multi-
step process that heightens the security and transparency of
data interactions.

Through our rigorous evaluation on four Ethereum Virtual
Machine (EVM)-supported platforms, namely Binance Smart
Chain (BNB), Polygon (MATIC), Fantom (FTM), and Celo
(CELO), we have demonstrated the feasibility and effective-
ness of our approach. Notably, our evaluation revealed that
the Fantom platform emerged as the most suitable option for
our work. The low transaction costs and optimal gas limit
settings make it an attractive choice for implementing our
privacy-preserving framework. However, we acknowledge that
the cryptocurrency market is subject to fluctuations, and these
results may evolve over time. In our discussion, we have
recognized that the successful deployment of our approach
hinges on the acceptance and adoption by key stakeholders,
including service providers and Android OS producers. We
have outlined strategies to garner support from these critical
actors, underlining the value of our approach in achieving
enhanced privacy and data security.

Looking ahead, our future work will delve into the mea-
surement and enhancement of encryption methodologies to
further fortify data privacy and mitigate potential risks. As
technology continues to advance, our research makes a sub-
stantial contribution to the ongoing discourse surrounding user
privacy and data security within the Android ecosystem. We
firmly believe that our work lays the essential foundation
for the development of more transparent, secure, and user-
friendly Android applications. By aligning with the evolving
expectations of users and complying with ever-stricter data
privacy regulations, our approach is poised to lead the way
towards a future where Android privacy reaches new heights.
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Abstract—Dragon fruit, known for its rich antioxidant content
and low-calorie attributes, has garnered significant attention as
a health-promoting fruit. Its economic value has also surged
due to increasing consumer demand and its potential as an
export commodity in various regions. The classification of dragon
fruit ripeness is a pivotal task in ensuring product quality and
minimizing post-harvest losses. This research article presents a
comprehensive study on the classification of ripe and unripe
dragon fruits (Hylocereus spp) using the Densenet201 model
through three distinct approaches: as a classifier, feature extrac-
tor, and fine-tuner. To explain the outcomes of the image clas-
sification model and thereby enhance its performance, optimiza-
tion, and reliability, this study employs advanced visualization
techniques. Specifically, it utilizes Grad-CAM (Gradient-weighted
Class Activation Mapping) and Guided Grad-CAM techniques.
These techniques offer insights into the model’s decision-making
process and pinpoint regions of interest within the images.
This approach empowers researchers to iteratively validate the
model’s accuracy and enhance its performance. The utilization
of Densenet201 as a classifier, feature extractor, and fine-tuner,
coupled with the insights from Grad-Cam and Guided Grad-
Cam, presents a holistic approach to enhancing dragon fruit
ripeness classification. The findings contribute to the broader
discourse on agricultural technology, image analysis, and the
optimization of classification models.

Keywords—Dragon fruit classification; ripeness classification;
densenet201 model; Grad-CAM visualization; guided grad-CAM;
visual interpretation; Explainable AI; XAI; deep learning; pre-
trained models; model fine-tuning; transfer learning

I. INTRODUCTION

Dragon fruit is a tropical fruit that is widely grown in
many countries around the world, including Vietnam [1]. It
contains numerous nutrients beneficial to human health, such
as vitamin A, vitamin C, and protein [2], [3]. While the
ripeness of dragon fruit can be observed visually and harvested
manually by humans, the necessity arises for the integration
of equipment and robots in the field due to the vast planting
area and technological advancements. The automated system
is capable of efficiently harvesting significant quantities of
dragon fruit within a brief timeframe, leading to time savings
in the harvesting process. Therefore, an automatic dragon fruit
ripeness grading system is really necessary.

Explaining deep learning models is of paramount impor-
tance in today’s rapidly evolving technological landscape.
Deep learning, with its complex architectures and black-
box nature, has demonstrated remarkable capabilities across
various domains. However, this complexity often comes at the

cost of interpretability, creating challenges in understanding
how and why these models arrive at their decisions. Explaining
these models is a critical step to building trust, ensuring
fairness, and enabling effective adoption. Interpretability em-
powers stakeholders to comprehend the factors influencing
predictions. By shedding light on the inner workings of deep
learning models, explanations help bridge the gap between
advanced machine learning techniques and human comprehen-
sion, fostering collaboration between data scientists, domain
experts, and end-users.

This research paper provides a comprehensive examination
of how to classify ripe and unripe dragon fruits (Hylocereus
spp) using the Densenet201 model. The study explores three
distinct approaches to employing the model: as a classifier,
a feature extractor, and a fine-tuner. To expound upon the
outcomes of the image classification model and, in turn,
enhance its performance and reliability, advanced visualization
techniques are applied. Specifically, the study makes use
of Grad-CAM (Gradient-weighted Class Activation Mapping)
and Guided Grad-CAM techniques.

II. RELATED WORKS

Lately, the domains of image recognition have witnessed
extensive utilization of Deep Learning (DL) and Machine
Learning (ML) techniques. Including medicine [4], [5], [6],
[7]. In self-driving cars [8], [9], [10], [11]. In agriculture [12],
[13], [14], [15]. Especially when it comes to automating fruit
sorting [16], [17], [18], etc.

Currently, there is a lot of applied research on machine
learning, and deep learning on dragon fruit for many different
purposes such as: In this study [19], Minh Trieu, N., & Thinh,
N. T. present an automated system for classifying dragon fruit,
which relies on a convolutional neural network (CNN). This
classification system integrates machine learning and image
processing through a convolutional neural network model to
discern the external characteristics of dragon fruits. The paper
[20] presents an automated dragon fruit classification system
through a combination of KNN, CNN, and ANN models
for identification, feature extraction, and classification. This
study [21] devises dragon fruit grading and sorting techniques
via machine learning algorithms (CNN, ANN, and SVM).
Zhou et al. in this paper [22] presents a novel dragon fruit
detection method, utilizing YOLOv7 to locate and classify the
dragon fruit and further detect the endpoints of the dragon
fruit. Vijayakumar, D. T., & Vinothkanna, M. R. in the paper
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Fig. 1. Some images of dragon fruit dataset.

[23] introduces the utilization of the RESNET 152 deep
learning convolutional neural network to identify dragon fruit
mellowness, signifying the optimal time for harvest. This study
[24] applies color and texture feature extraction techniques,
utilizing color moments and gray level co-occurrence matrices
(GLCM), to develop a system for recognizing three types of
dragon fruit stems through digital image processing, employing
Support Vector Machine and k-Nearest Neighbors methods for
comparison.

In today’s context, with the increasing complexity of deep
learning models, there is an even greater need to understand
the decisions made by these models. The role of Explainable
Artificial Intelligence (XAI) [25], [26] is to provide trans-
parency, clarity, and understanding to the decision-making
process of deep learning models and bring the gap between
the ”black-box” nature of AI and human understanding. XAI
has achieved numerous successes across various domains,
including: In medicine [27], [28], [29]; In agriculture: [30];
In traffic classification: [31].

The purpose of this research article is to conduct a thor-
ough investigation into the classification of ripe and unripe
dragon fruits utilizing the Densenet201 model. The study
explores three distinct methodologies: employing the model
as a classifier, feature extractor, and fine-tuner. In addition,
using Grab-CAM [32], [33], [34] and Guided Grad-Cam (this
involves performing an element-wise product between Grad-
CAM and Guided Backpropagation [35]) to interpret models
for the purpose of evaluating the decision and effectiveness
of deep learning models detecting features in a dragon fruit
image.

Fig. 2. A dataset distribution.

III. METHODOLOGY

A. Data Collection and Preparation

In this investigation, we utilized a dataset containing 3,461
images, sourced from [36] with two classes: Ripe and Raw.
Fig. 1 illustrates sample images of dragon fruit from this
dataset, and the dataset distribution is visually depicted in
Fig. 2. Prior to model training and evaluation, a preprocessing
step is performed on the images, resizing them to 224x224
and applying an image preprocessing function. The data set is
partitioned into three distinct sets, comprising a training set,
a validation set, and a testing set, with a distribution ratio of
6:2:2.
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Fig. 3. The training and testing process involves three dragon fruit ripeness models based on densenet201.

Fig. 4. Classify the dragon fruit ripeness and explain the results of the model.

B. Transfer Learning for Dragon Fruit Classification

Transfer learning [37], [38], a pivotal concept in the realm
of machine learning, is a technique that leverages knowledge
gained from one task to improve performance on a different
but related task. Rather than starting from scratch, transfer
learning enables models to take advantage of patterns and
representations learned from a source domain and apply them
to a target domain with limited labeled data. This approach has

revolutionized the field by dramatically reducing the need for
vast datasets and extensive computational resources, making
it feasible to tackle new problems even when data is scarce.
Transfer learning’s ability to extract and transfer valuable
insights across tasks has been instrumental in advancing the
efficiency, accuracy, and generalization of machine learning
models, thereby accelerating progress across various domains
and enabling AI systems to learn more like humans – by
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Fig. 5. The architecture of the dragon fruit ripeness classification is constructed using denseNet201.

building upon prior knowledge to solve new challenges.

C. Proposed Model

This research paper presents a comprehensive investigation
into the categorization of ripe and unripe dragon fruits utilizing
the Densenet201 [39] model in three separate ways: as a
classifier, feature extractor, and fine-tuner. Model 1 (as a
classifier) is built upon the DenseNet201 architecture. The pre-
trained layers are frozen to preserve their acquired features.
The final softmax layer in the DenseNet201 model has been
modified to classify two classes, corresponding to ripe and raw
dragon fruit. Model 2 (as a feature extractor) is a modified
DenseNet201-based model for the binary classification of ripe
and raw dragon fruit. It has two new entirely connected layers,
with 512 neurons in the first layer and two neurons in the
final. Both the base pre-trained layers and the fully connected
layers have been completely retrained. Model 3 (as a feature
extractor with fine-tuning) is a base model initialized using
the DenseNet201 architecture. A fully connected layer with
512 neurons is added on top of the base model’s output.
Batch normalization is applied to the output of the previous
layer, helping to stabilize and accelerate training. Another fully

connected layer with 256 neurons is added, along with various
regularization techniques. A dropout layer is introduced, which
helps in preventing overfitting. A final fully connected layer
with 2 neurons and softmax activation is added to produce
class probabilities. The pre-trained layers are frozen to preserve
their acquired feature. Fig. 3 shows The training and testing
process involves three Dragon Fruit Ripeness models based
on Densenet201. Fig. 4 displays Classify the Dragon Fruit
Ripeness and explain the results of the model. The architecture
of the Dragon Fruit Ripeness Classification is constructed
using DenseNet201 shown in Fig. 5.

D. Performance Evaluation Measures

In this study, various evaluation metrics, including Accu-
racy, F1-score, Precision, and Recall, were utilized to assess
the effectiveness of the deep learning (DL) models. Accuracy
served as a measure of overall performance, while Precision
and Recall evaluated the model’s ability to correctly predict
positive instances. The F1-score provided a balanced per-
spective by considering both Precision and Recall, enabling
informed judgments on the model’s effectiveness. Through the
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Fig. 6. Confusion matrix of the recommended models. (left) The number of predictions, (right) The percentage.

Fig. 7. Confusion matrix of Model 3. (left) The number of predictions, (right) The percentage.

utilization of various evaluation metrics, a thorough compre-
hension of the model’s performance was attained.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 − Score =
Precision ∗Recall

Precision+Recall
(4)

In which, TP represents True Positive, TN signifies True
Negative, FP represents False Positive, and FN stands for False
Negative.

IV. RESULTS

A. Environmental Settings

The experimental results were obtained by conducting the
experiments on the Kaggle platform. The system used for the
experiments had 13GB of RAM and a GPU P100 with 16GB
of memory. The models were trained for a total of 35 epochs,
and a batch size of 32 was used during the training process.

B. Evaluation Overall

The results presented in Fig. 6 reveal that the majority
of the models exhibit remarkably high accuracy and low loss.
Notably, Model 3 stands out with the lowest test loss of 0.1606
and the highest accuracy of 97.07% among the three models. It
demonstrates excellence on the test dataset. Additionally, both
Model 1 and Model 2 perform exceptionally well, achieving
test accuracies of 96.75% and 96.04%, respectively. However,
they do have significantly higher test losses compared to Model
3.
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Fig. 8. Loss and accuracy plots of the model 3.

Fig. 9. Examples of the ripe feature explained using Grad-CAM from model 3.

The accuracy of Model 3 reaching 97.07% on the test set
is outstanding and represents an exceptional level of perfor-
mance. It means that the model can correctly classify almost
all instances in the test data. Such a high level of accuracy
is a strong indicator of the model’s ability to generalize well
and make precise predictions on previously unseen data. Fig.

7 illustrates the confusion matrix for Model 3.

Furthermore, Fig. 8 presents an overview of the per-
formance metrics, including loss and accuracy, which were
assessed throughout both the training and validation stages of
Model 3.
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Fig. 10. Examples of the raw feature explained using Grad-CAM from model 3.

Fig. 11. Examples of ripe feature misclassification are explained using Grad-CAM from model 3.

The classification report Table I provides a detailed analysis
of the evaluation metrics for each grape disease class. The
classification report is a summary that assesses a model’s
classification performance. It includes precision, recall, and F1-
score metrics for each class label. The report helps to evaluate
the model’s accuracy in correctly classifying instances for each
class, with higher scores indicating better performance. In
this case, the model achieved perfect scores for all classes,
demonstrating excellent accuracy in its classification task.

TABLE I. THE MODEL RESULTS OF THE CLASSIFICATION REPORT

Class Precision Recall F1-Score Support
Raw 0.96 0.97 0.97 268
Ripe 0.98 0.97 0.97 347

C. Visualizing the Interpretation of Model Predictions Using
Grad-CAM

To better understand the significant regions in the images
that the model focuses on for making predictions, the re-
search team employed Grad-CAM on corner images. Specif-
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Fig. 12. Examples of raw feature misclassification are explained using Grad-CAM from model 3.

ically, when applying Grad-CAM to an image, it generates
a “heatmap” that highlights important positions in the image.
This heatmap indicates the areas of the image that the model is
paying attention to while making predictions. High values on
the heatmap usually correspond to important regions relevant
to the classification decision. In addition, the research team
also used Guided Grad-CAM to better understand the parts of
the image that the model is interested in to make predictions.

Based on the results from Fig. 9 and Fig. 10, it is evident
that the accurate classification by the model relies on specific
regions unique to each type. The heatmap also highlights key
areas in the image that the model focuses on while making
predictions that align with its own predictions.

Grad-CAM and Guided Grad-CAM are also useful in
comparing misclassified results to understand why the model
may have “misinterpreted” certain images. For example, Fig.
11 and 12 explain why the model is misclassified.

V. CONCLUSION

This study conducts an extensive investigation into the
classification of ripe and unripe dragon fruit, employing the
Densenet201 model across three distinct approaches: as a
classifier, feature extractor, and fine-tuner. All three proposed
models yield exceptionally impressive outcomes. Particularly
noteworthy, Model 3 (functioning as a feature extractor with
fine-tuning) stands out with the highest accuracy, achieving
97.07% among the three models. Furthermore, both Model
1 and Model 2 showcase exceptional performance. To delve
deeper into understanding the significant areas within images
that the model emphasizes for prediction, the research team
applied Grad-CAM to corner images. Additionally, the team
employed Guided Grad-CAM to enhance comprehension of
image regions that capture the model’s attention for prediction
purposes. Both Grad-CAM and Guided Grad-CAM prove to
be invaluable tools in the comparative analysis of misclassified
results, providing insights into the potential reasons for the
model’s “misinterpretation” of specific images. The study team
will use HiResCAM [40] in the future for model explanation.
HiResCAM serves the same functions as Grad-CAM but with
the added benefit of highlighting only the regions used by the
model.
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Abstract—In recent years, there has been a lot of focus
on gesture recognition because of its potential as a means of
communication for cutting-edge gadgets. As a special category
of gesture recognition, air-writing is the practice of forming
letters or words in the air using one’s fingers or the move-
ments of one’s hands. The primary objective of this study is
to propose a classification framework with feature extraction
techniques to enhance the recognition of vowel characters in the
Tamil language. The data collection and classification procedure
involved a set of 12 distinct letters. A methodology has been
developed to facilitate the analysis of various configurations for
the purpose of evaluation. To get useful features from the 2-second
time window data segments, this study uses a one-dimensional
convolutional neural network (1D CNN). In our approach, we
employ five machine-learning methods to conduct our evaluation.
These methods include Naive Bayes, Random Forest, K-Nearest
Neighbor, Support Vector Machine, and Decision Tree. The
classification algorithms are considered to be superior based on
the results obtained from our dataset in this experiment. The
results of the tests show that the suggested K-nearest neighbors
(KNN) algorithm works very well when used with a k-1 and
0.6:0.4 split ratio for training and testing. Specifically, the KNN
model achieved an accuracy rate of 91.67%. The present study
builds upon previous research by utilizing applications that have
been employed in prior studies. However, a unique aspect of our
system is the integration of cutting-edge technology, which utilizes
collected sensor data to classify the characters. The examination
of the window size has the potential to enhance accuracy and
performance.

Keywords—Air-writing; Tamil alphabetical vowel; convolutional
neural network; feature extraction; machine learning

I. INTRODUCTION

The recent advancement in technology breaks the barriers
to communication between users and computers. The commu-
nication between users and computers includes emotion and
gesture recognition. Gestures offer a complementary mode
of interaction for standard human-computer communication.
New types of user interfaces made possible by gestures are
especially well suited for portable and wearable computer
systems. As a subset of gesture recognition, air-writing rec-
ognizes characters and numbers written in the air using the
hand. Touchscreens and other technological gadgets have be-
come fashionable in today’s information-driven society, and a
majority of individuals are comfortable using them [1]. As a
result, air-writing recognition systems are gradually becoming
more adaptable using wearable sensors and state-of-the-art
techniques [2], [3], [4], [5].

Languages consist of alphabets that are combined to make
meaningful words and are utilized for communication [6].
Therefore, these alphabets possess both symbolic and phonetic
characteristics [6], [7]. The recognition of the air-writing
characters of a particular language can be distinguished based
on their symbolic structure [7], [8]. Most alphabets in any
language consist of several complex motions, which means
that sometimes a single sensor may not be enough to recognize
these alphabets.

Usually, traditional handwriting styles of languages encom-
pass two primary forms: cursive and print letters. Air-writing
character recognition is done using information gathered from
six-degree free-range hand motions. In air-writing each iso-
lated letter is written in a virtual space. For user interfaces that
do not allow users to type on a keyboard or write on a trackpad
or touch screen, as well as for text input for controlling smart
systems and many other applications, air-writing is extremely
helpful [9], [10], [11]. Air-writing has been found to be a
highly effective method for various applications, including but
not limited to device control, entertainment, health care, and
education.

The categorization of air-writing recognition approaches
can be delineated into two distinct classes: Vision-Based
Recognition (VBR) algorithms and Sensor-Based Recognition
(SBR) algorithms [3], [12], [13]. The VBR algorithms are
designed to execute gesture recognition tasks using image
data acquired through a camera device. According to Amma’s
research, it has been observed that achieving accurate classi-
fication in image processing tasks can be feasible [4]. How-
ever, it is important to note that this process often demands
substantial computational resources. Specifically, significant
computational efforts are necessary for extracting relevant
information from images during both the training and inference
stages. This finding underscores the importance of considering
the computational aspect when designing and implementing
image processing algorithms [12]. The study conducted by
Amma et al. [4], sheds light on the potential challenges asso-
ciated with image-based classification tasks and highlights the
need for efficient computational strategies in order to achieve
optimal results. The techniques employed in SBR (Sensor-
Based Recognition) are fundamentally rooted in the utilization
of sensors. Accelerometers, gyroscopes, flex sensors, elec-
tromyography (EMG), Radio Frequency Identification (RFID),
and the integration of these sensors have been widely employed
in various applications [5], [14].

In the context, of hand gesture identification using SBR,
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accelerometers are widely used sensors in various applica-
tions because of their practicality, affordability, and durability
[13], [15]. They have been extensively utilized in numerous
prediction systems [16]. Wearable technology, such as smart
phones, provides an optimal platform for the collection and
monitoring of data [10], [17]. Furthermore, it has been reported
that placing the sensor component on the wrist is the optimal
placement position for a high degree of accuracy [5]. In some
SBR-based studies, high classification accuracy for gesture
recognition has been observed [2].

However, many of these techniques do not support the
recognition of a sequence of gestures. Only isolated gestures
can be recognized [19]. Furthermore, some SBR techniques
are used for gesture recognition, which may incur high com-
putation complexities [18]. The Recurrent Neural Networks
(RNNs) and their variants, such as the Long Short-Term
Memory (LSTM) algorithm, are effective for the recognition
of gesture sequences with low computation costs [12], [19],
[20], [21].

Many emerging algorithms have been proposed as the
availability of temporal data has grown substantially in recent
years [22]. To show time series as feature vectors, people often
use dynamic time warping (DTW), simple statistics, complex
mathematical methods, and other similar methods. For classifi-
cation, they use algorithms that range from shallow learning to
deep neural network models [23]. In addition, models like re-
current and convolutional neural networks (CNNs) incorporate
feature engineering internally and automatically [24]. The One-
Dimensional (1D) CNNs are effective for several applications,
such as the classification of ECG signals [19], human activities,
and internet traffic [16], [18], [25], [26], [27]. Researchers
have found that using CNNs to classify time series is better
than other methods in a number of important ways. This is
because CNNs are very good at ignoring noise and can pull
out very useful, deep features that are not affected by time
[28]. In the context of CNN, one-dimensional convolutional
neural networks (1D CNNs) excel at extracting useful features
from smaller (fixed-length) subsets of a larger data set [29]
and at analyzing audio signals, cyber security, NLP, and time
series data from sensors [18], [30].

The majority of previous studies focused on the recognition
of the English alphabet, where most of the alphabets are mostly
drawn with lines that could subsequently be identified with
the changes of the sensors [31], [32]. Some of the previous
studies dealt with the designated devices for data collection
and identification of the characters in second-language learning
[33], [34]. Moreover, no prominent dataset is shared in publicly
available sources.

Sensor-based air-writing has significant importance for the
Tamil language alphabets. The recognition of handwritten
words from a digital writing pad using sensor-based techniques
can greatly benefit Tamil language learners and users. Jayanthi
& Thenmalar (2023) proposed a method for recognizing hand-
written words from a digital writing pad using the MMU-SNet
algorithm [8]. The Tamil script is conventionally written in a
horizontal manner, progressing from left to right. Its fundamen-
tal repertoire of characters encompasses 247 letters, including
12 vowels, 18 consonants, 12 vowels by 18 consonants (216),
and 1 unique character [7]. The Tamil script is commonly
recognized for its distinctive rounded shapes, leading to its

colloquial designation as the “round alphabet” [6]. This ap-
proach can accurately capture the unique characteristics of
Tamil alphabets, which have a smaller number of lines, angles,
curves, and bends.

The study mainly improves the motion gesture recognition
approach for six degrees of freedom (DOF) for air-written
Tamil language characters. In the initial phase of the study, in
spite of the motion movements, isolated air-writing characters
are analyzed and identified. Motion sensing is done with
sensors that are attached to the back of the palm. This led to a
great deal of interest in the potential of wearable technologies
for air-writing. A comprehensive list of features is extracted
from the dataset of 3-axis signals from five different sensors
with 1D CNN.

The present study focuses on the investigation of the recog-
nition process pertaining to isolated characters that are written
in a continuous single-stroke manner. This study employed one
specific dataset, which was collected as part of the study. To
sum up, this study presents the following contributions to the
field of air-writing:

The authors have

• Collected the sensor data for 12 vowels of the Tamil
alphabet.

• Developed a light feature extraction approach using
1D CNN from the collected signal data and populated
the dataset for the classification.

• Evaluated the performance of the classification models
with few configurations.

By leveraging this study, this method enables the recogni-
tion of Tamil alphabets written in the air, providing a valuable
tool for Tamil language learners and users.

The structure of this article is as follows: We go over the
relevant earlier work in the part after that. The data collection
techniques for air-writing, the feature extraction process, and
the methods for modeling are described in Section III. Section
IV presents the experimental design results and discussions.
Section V contains the conclusion of the study.

II. RELATED WORKS

Air-writing refers to the process of writing characters or
words in free space using finger or hand movements [31]. It
is a form of gesture recognition where gestures correspond to
characters and digits written in the air [32]. Air-writing has
been studied in various contexts, including its effectiveness in
language learning and its potential applications in handwriting
analysis and recognition.

In previous studies, certain research endeavors have em-
ployed a specifically engineered apparatus to carry out the
process of data acquisition. In contemporary times, a plethora
of wearable devices, including but not limited to smartphones
and smartwatches, have been integrated with various sensors
such as accelerometers, gyroscopes, magnetometers, and other
similar components. Various methodologies have been put
forth in scholarly works to address the task of air-writing
recognition, wherein it is regarded as a spatial-temporal signal
[14].
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The wearable input system for handwriting recognition
proposed by Amma et al. in [4] utilizes an accelerometer
and a gyroscope to effectively capture and analyze each of
the complex gestures involved in air-writing. Another study
conducted by [5], a range of alterations to the Hidden Markov
Models (HMMs) were implemented in order to facilitate the
identification and interpretation of air-writing patterns that
were generated through the utilization of the Leap Motion
Controller.

Agrawal et al. [2] introduced the PhonePoint Pen system
on the Nokia N95, which leverages the inherent accelerometers
present in mobile phones for the purpose of recognizing
handwritten English characters. The findings of this study
indicate that the identification of English characters can be
achieved with a mean accuracy rate of 91.9%.

Furthermore, Xia et al. [10] presented a MotionHacker
system that utilizes a smartwatch application to capture and
analyze the dynamics of hand movement, thereby demonstrat-
ing the potential for motion sensor-based handwriting.

The proposed system in [15] introduces a novel approach
to handwritten character recognition. It leverages the power
of 3D accelerometer signal processing in conjunction with
Convolutional Neural Networks (CNN) and Long Short-Term
Memory (LSTM) models. In the experimental setup, a par-
ticipant carrying a MYO armband. The data in the dataset
corresponds to handwritten English lowercase letters (a–z)
and digits (0–9) that were written in a freestyle manner. The
findings indicate that the proposed system exhibits superior
performance compared to other existing systems, surpassing
them by a margin of 0.53%.

Wang and Chuang in [13] proposed a novel digital pen
that utilizes an accelerometer for the purpose of recognizing
handwritten digits and gesture trajectories. Subsequently, the
collected acceleration signals are subjected to a process of
feature extraction, wherein a hybrid approach was employed
to identify the most discriminant features. This involved the
utilization of kernel-based class separability to determine the
salient features, followed by the application of Linear Dis-
criminant Analysis (LDA) to reduce the dimensionality of the
dataset.

Two air-writing recognition methods were discussed in this
study [1] dynamic time-warping and a Convolutional Neural
Network. To assess the efficacy of the methodologies, a total
of 15 instances of the English alphabet letters were obtained
through airborne inscriptions and subsequently captured uti-
lizing a smart-band device. These data sets were procured
from a diverse pool of 55 individuals. The findings from the
comprehensive evaluation yield an exceptional accuracy rate
of 89.2%.

The study [35], introduces a novel framework for air-
writing using a convolutional neural network (CNN) that is
dependent on a generic video camera. The utilization of trans-
fer learning with the recently obtained data leads to a notable
enhancement in the recognition accuracy. The framework that
was proposed demonstrated recognition rates of 97.7%, 95.4%,
and 93.7% in person independent evaluations conducted on
English, Bengali, and Devanagari numerals, respectively.

Additionally, a novel approach is proposed for character

recognition of air-written text through the utilization of a 2D-
CNN model for seven datasets [27]. In recent years, there has
been significant progress in the field of handwritten character
recognition, largely attributed to the utilization of deep con-
volutional neural networks (CNNs). These advanced neural
network architectures have demonstrated remarkable accom-
plishments, surpassing established benchmarks by substantial
margins. Currently, there is a lack of a standardized dataset
in the field of air-writing research, which hinders the ability
to assess the effectiveness of various methodologies. In recent
times, a number of datasets have been made available for the
purpose of recognizing air-writing characters.

The study [25], was performed using four different datasets
(WISDM, HARDS, SBRHA, PAMAP2) with various charac-
teristics, as previously used by similar recognition research.
However, this includes the investigation to test the selected
features with a variety of sensor placement locations, such
as waist, wrist, chest, and ankle, sampling frequency, and
the performance of the dataset. The purpose of [20] is to
investigate the impact of window lengths with orientation
invariant heuristic features on the performance of 1D-CNN-
LSTM using data from 42 participants to recognize six human
activities: sitting, lying down, walking, and running at three
different speeds using information gathered from the Samsung
Galaxy s7 smartphone’s accelerometer sensor with the pre-
installed Ethica application.

There are multiple benefits associated with the utiliza-
tion of one-dimensional convolutional neural networks (1D
CNNs) [28]. These advantages include notable performance on
datasets with limited amounts of data, reduced computational
complexity in comparison to two-dimensional CNNs and other
deep learning architectures, expedited training processes, and
a strong capability to extract pertinent features from sequential
data and time series, such as signal data [26], [36].

Attributes capable of capturing patterns over a slid-
ing window are formulated in the feature extraction phase.
Time-domain features, frequency-domain features, and time-
frequency-domain features are the three broad categories es-
tablished by applying elementary statistical techniques to the
features.

The impact of the one-dimensional convolutional neural
network (1D CNN) technique on the field of air-writing
recognition has been substantial. Numerous studies have been
conducted to investigate the application of deep convolutional
neural networks (CNNs) in the field of air-writing recognition,
and these investigations have consistently proved the efficacy
of such networks [20], [29].

Additionally, CNNs can be employed to analyze 1D sig-
nals, including electrocardiograms (ECG), electroencephalo-
grams (EEG), and electromyograms (EMG), in healthcare
applications. Lastly, CNNs can be utilized for machine fault
detection purposes, among other applications [23]. The use of
1D CNN algorithms in sensor-based air-writing has made sig-
nificant contributions to the field. These algorithms have been
employed to recognize and interpret air-written characters and
gestures accurately. The researchers investigated air-writing
recognition using a 2D CNN model [32]. They extensively
studied different interpolation techniques on publicly available
air-writing datasets and developed a method to recognize air-

www.ijacsa.thesai.org 1355 | P a g e



(IJACSA-International Journal of Advanced Computer Science and Applications),
Vol. 14, No. 11, 2023

written characters. Their findings highlighted the importance
of choosing the proper interpolation technique for accurate
recognition.

Few researchers have developed a simple yet effective air-
writing recognition approach based on deep CNNs [9]. Their
method utilized a 1D CNN architecture to recognize air-written
characters. The results showed that the suggested method
was very good at reading handwritten characters, showing
that 1D CNNs could be useful in this area. The authors
proposed an approach for air-writing recognition based on deep
convolutional neural networks (CNNs).

Furthermore, [21] developed a wearable IMU-based human
activity recognition algorithm for clinical balance assessment
using a 1D-CNN and GRU ensemble model. Although this
study focused on human activity recognition, the use of a 1D-
CNN model demonstrates the potential of this algorithm in
capturing and analyzing sensor data for various applications,
including air-writing.

Furthermore, the use of 1D CNNs has been explored in
other domains as well. applied a 1D CNN algorithm for the
detection of water pH using visible near-infrared spectroscopy
[28]. They interpreted the learning mechanism of the 1D CNN
through visual feature maps generated by the convolutional
layers. This demonstrates the versatility of 1D CNNs in various
applications, including air-writing recognition.

In the field of handwriting analysis and recognition, air-
writing has also been explored. Researchers have highlighted
the importance of analyzing handwriting not only on paper
but also in the air before the pen touches the paper. Significant
differences have been observed between these two writing con-
ditions [37]. Additionally, studies have focused on developing
recognition systems for air-writing using deep learning and
trajectory-based approaches. These systems utilize techniques
such as deep neural networks and depth sensors to accurately
recognize and track air-written characters [32], [11].

In a nutshell, the use of 1D CNN algorithms has made
significant contributions to air-writing recognition. The studies
mentioned above have demonstrated the effectiveness of deep
CNNs in accurately recognizing air-written characters. The
utilization of one-dimensional convolutional neural networks
(1D CNNs) in the analysis and interpretation of intricate
patterns in air-writing movements has facilitated progress and
innovation in this particular domain.

Furthermore, the detection and tracking of fingertip move-
ments in air-writing are crucial for accurate recognition. In
[31], developed a fingertip detection and tracking algorithm
specifically for air-writing recognition. This algorithm outper-
formed state-of-the-art approaches, achieving a mean precision
of 73.1

Sensor-based air-writing offers several advantages for
Tamil language learners and users. It provides a more interac-
tive and immersive learning experience, allowing learners to
practice writing Tamil alphabets without the need for physical
writing materials. This can be particularly beneficial for learn-
ers who may have limited access to writing resources or prefer
a more hands-on approach to learning. Additionally, sensor-
based air-writing systems can provide real-time feedback and

evaluation, helping learners improve their writing skills and
accuracy.

In conclusion, sensor-based air-writing methods like read-
ing handwritten words from a digital writing pad and finding
and following fingertip movements are very important for the
Tamil language alphabets. These techniques enable accurate
recognition and analysis of Tamil alphabets written in the air,
offering valuable tools for language learning, practice, and
evaluation.

Our study differs from the existing studies in multiple as-
pects. Most of the prior research only used statistical equations
to extract small subsets of features from the time domain,
frequency domain, and time-frequency domain. Some of these
studies also relied on publicly available datasets that were used
for the purpose of the research. In contrast, this paper utilizes
1D-CNN to extract a complete set of features from five sen-
sors’ raw data. This investigation follows a multi-stage process
and employs state-of-the-art techniques. In addition, unlike
previous work, which relied on publicly available datasets,
this study used data on Tamil alphabet recognition that was
collected independently.

III. METHODOLOGY

A flowchart for the proposed air-writing recognition system
is shown in Fig. 1. An approach is employed in our research
for the purpose of 6-DOF character recognition.

Fig. 1. The research flow.
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Fig. 2. The isolated characters of tamil vowel alphabets are written using a single continuous stroke, where the paths of the stroke are shown with arrows. The
starting and ending points are denoted with green and yellow color dots, respectively.

A. Writing with Six Degree of Freedom (DOF)

Writing in the air differs significantly from writing by hand
on paper or another surface. The writing is naturally repro-
duced in the air in uni-stroke without any pen-up or pen-down
information, instead writing in a box in the imagined space
without tactile input. Air-writing is tracked with a continuous
stream of sensor data.To our best knowledge, we are the first
to evaluate the rounded alphabet, i.e., Tamil language vowel
recognition with axis-independent motions.

A total of five participants, all of whom were right-handed,
were selected for the purpose of collecting air-writing data.
Participants were instructed to maintain consistency in their
writing style, including the use of a standardized writing
scale, stroke order for each letter, and speed of writing. Each
participant was given the opportunity to engage in a practice
session before data collection commenced. Each instance of
isolated motion characters was meticulously documented on
different occasions by each participant.

The tracking system utilizes a smartphone device, which is
monitored through an independent application. The application
utilizes the input features to effectively acquire and record the
sensor data associated with the task of writing. Subsequently,
participants were provided with detailed instructions regarding
the functionality and operation of the mobile application,
as well as a comprehensive overview of the data collection
procedure. Each participant carried an OPPO A12 smartphone
attached to their right hand with the pre-installed application
that can be recorded with five sensor data values with an
interval of 10 ms. In order to mitigate the inclusion of
extraneous movements, participants were instructed to execute
the software with their non-dominant hand. Each letter was

recorded separately. This was done in order to give the
subjects the option to rest between recordings. and even change
positions. The dataset pertaining to air-writing encompasses
a comprehensive collection of 600 distinct samples for 12
vowels.

In order to enhance the machine’s ability to recognize and
expedite the user’s writing process, the letters are subjected to
a simplification process. Isolated characters are written using
a single continuous stroke. The path of uni-stroke writing for
different letters of Tamil vowel letters is illustrated in Fig. 2.

B. Preprocessing

Each individual sample, which corresponds to a single air-
written letter, is regarded as a collection of distinct signals
(time series). Based on the sensor data, it is possible to
represent a writing motion as a spatio-temporal pattern. An
analysis of the sensor values of the aforementioned sensors
was performed in the spatio-temporal domain, wherein the
relationship between sensor data is illustrated. The visual
representation of the sensor data for the 12th vowel (‘oow’)
is illustrated in Fig. 3. It serves as a tool for researchers to
analyze and interpret patterns in the data collected.

C. Reformat Sensor Data into a Time-sliced Representation
and Data Sampling

The variability in the duration of each signal’s recording
arises from the inherent characteristics of the writing and
recording procedures. In accordance with the experimental
design, a predetermined length, denoted as “l,” has been
established to ensure uniformity in the length of all signals
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across all samples. Achieving a suitable time window is a
challenging task. Each window is considered non-overlapping
as the characters are isolated. The raw data from each of the
windows is considered an occurrence.

The sensor data from five sensors is accumulated into a
single CSV format. We have tried truncating to make the
signals consistent in length. This study selected an arbitrary
window length as the intermediate time taken to write each
character.

We have used the programming language Python to ex-
ecute the required preprocessing of the data and extract the
features, respectively. We have used packages named Pandas
and Numpy for performing feature extraction.

D. The Motivation for using CNN

Significant advancements have been made in recent years
in the domains of sensors, smart sensors, artificial intelligence,
and their integration. In the field of machine learning, there
is a current trend towards the utilization of Artificial Neural
Networks (ANN), Deep Neural Networks (DNN) which are
the prevailing techniques in the deep learning domain, and
Convolutional Neural Networks (CNN). These concepts have
gained popularity, indicating an increasing scientific interest
and subsequent contributions from the scientific community.
[19]

CNNs, also known as convolutional neural networks, are
a prominent class of deep learning models that are widely
used in various domains. These models are characterized by
their architecture, which typically includes multiple layers
of convolutions. These layers are designed to leverage a
collection of adaptable multi-dimensional filters. These filters
are systematically moved across the various axes of the input
sample [35].

In various domains, including industrial, clinical, and
environmental sectors, it is frequently observed that one-
dimensional (1D) data is prevalent. Examples of such sensor
data include electrocardiogram readings, temperature measure-
ments, environment-control variables, motion data, and power
consumption data. One potential approach for modeling this
information is the utilization of one-dimensional convolutional
neural networks (1D CNN) [28], [29], [36].

In the context of a one-dimensional convolutional neural
network (1D CNN), the filters are applied by sliding them
along a single axis of the input data. In the present scenario,
it is observed that all dimensions of the filter’s size, with the
exception of one, are predetermined to align with the sizes of
the fixed axes. In recent times, their utilization has extended to
the realm of Temporal Sequence Recognition and Time Series
Classification as well, as evidenced by the growing interest in
the area. Temporal Sequence Classification refers to the task of
accurately categorizing sequences of data that are captured by
inertial measurement sensors. The objective is to assign these
sequences to specific, pre-defined activities that occur over
extended periods of time [26], [36]. This classification process
takes place within a continuous stream of data, requiring robust
and reliable algorithms to achieve accurate results.

In the present investigation, the decision was made to
employ Convolutional Neural Networks (CNNs) due to two

primary justifications. Traditional machine learning methods
typically depend on the extraction of explicit features. In con-
trast, it is worth nothing that deep neural networks, particularly
convolutional neural networks (CNNs), possess the ability to
directly consume the raw input data without the need for
explicit feature extraction procedures. Hence, it is plausible to
hypothesize that a methodology that has demonstrated efficacy
in the domain of temporal data analysis and computer vision
holds promise for achieving favorable outcomes in our specific
context.

Next, the set of preprocessed samples is introduced into the
architecture, and a mini-batch learning process is implemented.
The architectural design of our one-dimensional convolutional
neural network (1D CNN) classifier draws inspiration from
the model. The architectural design consists of convolutional
layers that are strategically interspersed with pooling layers. In
this study, it is observed that all of the convolutional layers in
the experimental setup employ filters with a length of 3200
and 1600. Additionally, the Rectified Linear Units (ReLU)
activation function is utilized across these layers.

Given the nature of our task, which involves classifying
data into distinct vowels, we have opted to utilize categorical
cross entropy as our chosen loss function. This particular loss
function is well-suited for categorical classification tasks.

In the context of sensor technology, irrespective of the
specific domain of application, it is frequently observed that
data pertaining to the one-dimensional (1D) shape is prevalent
[20], [29].

E. 1D CNN Architecture for Creating Feature Vector

The conventional architecture of a Convolutional Neural
Network (CNN) consists of three primary layers, namely
the convolutional layer, pooling layer, and fully connected
layer. The layers in question employ various components and
techniques, including convolutions, activation functions, pool-
ing, dropout, batch normalization, and fully connected blocks,
among others. These elements can be flexibly combined in
numerous configurations.

A 1D CNN (Convolutional Neural Network) can be con-
structed based on the following considerations:

• The input data is formatted in one dimension. The data
for this study was obtained from five sensors installed
on a sliced window.

• The convolutional layers are tasked with performing
feature extraction operations. The extraction process
involves the application of convolution operations to
the input data, with the resulting convolutions being
passed as input to the subsequent layer. The convolu-
tional operations are determined by a set of filters,
a specified kernel size, padding, and stride. These
operations result in the creation of a feature map,
which is obtained by applying a ReLU activation
function.

• Pooling layers are typically applied following a con-
volutional layer, serving the purpose of retaining the
information produced by the feature maps. The tech-
niques on these layers include max pooling.
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Fig. 3. The variation of the sensor data from five different sensors for the last letter of Tamil language vowel alphabet.

Fig. 4. The 1D CNN architecture.

The term “dropout” refers to an individual who leaves
an educational institution before completing their program
of study. The dropout technique is employed as a means of
mitigating overfitting, and it can be implemented in both fully
connected and convolutional layers. The technique involves
randomly disabling certain connections within the neural net-
work. This process ensures that individual neurons are able to
be removed, thereby preventing them from exerting excessive
influence on the model’s output. Alternatively, the technique
enhances the generalizability of the model.

The application of the corresponding experiments, which
have resulted in the 1D CNN architecture for the problem,
is presented in Fig. 4. The input layer will consist of 300
inputs, which correspond to the sensor data for Tamil vowel
characters.

F. Population of the Dataset

In order to facilitate analysis, it is necessary to extract
features from the signal windows, as the raw data itself
is not suitable for direct analysis. This process enables the
identification and capture of patterns within the data. Previous
studies in the field of recognition have utilized both time
domain and feature domain features in their analysis. 1D CNN
uses filters on each window to extract features automatically.
1D CNN maps these internally extracted features to different
Tamil vowel alphabets. The extracted features are tabulated
with their vowel labels using the label encoding technique.
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However, when the 1D CNN feature vector is combined with
the machine learning algorithms, the extracted features from
the 1D CNN are used as inputs for the selected machine
learning algorithms.

G. Split up the Data Set into Train and Test Sets

To facilitate the training process of our network, we ini-
tially partition the dataset into two distinct subsets: a training
set and a testing set. The division is performed in such a
way that the training set comprises 80% of the data, while
the remaining 20% is allocated to the testing set.

H. Train the Dataset with Machine Learning Algorithms for
Tamil Air-writing Alphabet Recognition

In this modeling and dataset training stage, we develop
a model for classifying the features into the Tamil language
vowel alphabet, we utilize various classifiers of machine learn-
ing. The use of Naı̈ve Bayes (NB), Random Forest (RF),
Support Vector Machine (SVM), Decision Tree (DT) and
k-Nearest Neighbors (KNN) model for classification. These
classification-based algorithms are based on performance met-
rics that include accuracy, precision, recall, and f1 score.

It is worth noting that our dataset is balanced, where each
vowel is represented equally, ensuring a fair and unbiased
evaluation of our model’s performance. Therefore, we have
selected accuracy as our performance measure, which will
allow us to assess the effectiveness of our model in correctly
classifying the data.

I. Validate the Performance of the Trained against the Test
Data using Cross-validation and Confusion Matrix

In the conducted experiments, the relevant algorithm met-
rics that were evaluated included the following measures:
The accuracy of the model is being evaluated with 80:20
split dataset. In the present scenario, the research pair has
designated classification accuracy as the appropriate perfor-
mance metric. The accuracy was assessed by measuring the
performance in four different splits that were done on the
original dataset. The datasets were designated as training, and
testing sets, with a split of 80%, 20%, 70%, 30%, 60%, 40%
and 50%, 50% from the original dataset, respectively. The
objective was to develop a model that effectively generalizes
learning from data. Consequently, a solution that exhibited
consistent and homogeneous accuracy values was deemed
favorable, rather than solely prioritizing the highest accuracy
values within individual sub-datasets.

In summary, the experiments assessed the impact of the
variant on the accuracy of the data sets with the parameter
tuning of the selected model.

IV. RESULTS AND DISCUSSIONS

A. Preprocessing of Sensor Data

The sensor data from five sensors is analyzed with regard
to the variation in the data values. However, each of the letters
lapses at different time intervals. We have chosen 2s as the
preliminary window for the time-sliced segmentation, as shown
in Fig. 5. As many of the vowel letters end up in the long lines
or curve lines as shown in Fig. 2, the additional time can be
ignored.

Fig. 5. The windowing process: the sensor data is sliced into the time
window of 2s.

B. Feature Engineering Through 1D CNN

Each of the sliced windows of the sensor data was passed
into the above-mentioned 1D CNN to create feature vectors. A
total of 128 features were manipulated in the feature extraction
stage, as illustrated in Fig. 4. Each of the feature rows in the
feature matrix is labeled using a label encoder. The full feature
set for the classification was populated in this manner.

C. Training and Testing of Dataset using Machine Learning
Algorithms

As the initial step in this classification stage, the split
training dataset is used for training, while the testing data is
used for testing. The classification model was fitted with the
training dataset. We have used five classification algorithms,
such as Random Forest, Support Vector Machine, Decision
Tree, Naive Bayes, and K-Nearest Neighbour. The analysis
was first initiated with the 80:20 dataset split. It was found
that we achieved the highest accuracy of 90.83% from the
KNN algorithm. Fig. 6 shows the accuracy of the model
in both testing and training. The accuracy for the training
seemed to be 100% for RF, KNN and DT. However, in
terms of testing accuracy, only KNN outperforms the others.
We performed tests with numerous configurations. The first

Fig. 6. The accuracy of the models (SVM,RF, NB, DT and KNN) during
training and testing at 80:20 dataset split.

performance evaluation of the model is further extended using
the accuracy for the different values of k. It was observed with
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the variation of the k value, ranging from 1 to 30. The accuracy
of the model reduces with an increase in the k value. However,
there are some fluctuations at certain places where a small rise
prevails in the fall. Fig. 7 clearly illustrates the variation in
accuracy with the k value. The accuracy for classifying the air-
written characters with k = 1 and k = 2 depicts the maximum
accuracy of 90.83%. This means that with k = 1 or k = 2,
the classification is more accurate compared with the other k
values.

Fig. 7. The variation in accuracy with the change in k values.

Next configurations presented with the split percentage of
0.8, 0.7, 0.6 and 0.5 as training data and 0.2, 0.3, 0.4 and
0.5 as testing data, which had been taken into account for the
evaluation of metrics. In this evaluation the k value is taken
as 1, as it was obtained to be the highest accuracy. In Fig. 8,
to classify the alphabets as per the samples used for training
and testing, it has been observed that 0.6:0.4 achieves the
maximum accuracy of 91.67% with the value k = 1, which
shows the frequency of samples that are correctly classified
to a specific air-written character within all the samples that
are to be tested. Though the accuracy with the percentage of
samples for 0.8, 0.7, and 0.6 increases, there is a sudden fall
at the percentage of 0.5 of training data.

Fig. 8. The variation in accuracy with the change in the split percentage for
KNN model, when k=1.

To provide the significance of the proposed model, its
performance is being compared with multiple configurations.
In this regard, the approaches are investigated that have been
discussed previously.The confusion matrix of the model for
the percentage samples of 0.6:0.4 and k=1 of KNN algorithm
is shown in Fig. 9.

The accuracy, precision, recall, and F1-score of the classes
of air-written characters are shown in Fig. 10. It was observed
that the 3rd, 4th, 5th, 7th, and 10th characters can be easily
distinguished from the others. The 6th, 11th, and 12th letters
resembling the other letters show a lower accuracy rate. The
evaluation has been performed with respect to the metrics used
for the comparison.

The following are the findings of the evaluation:

• KNN outperforms the other classification algorithm.

• The value for k is chosen as 1 while varying from 1
to 30.

• The best test and train split is 0.6:0.4 for maximum
accuracy.

Fig. 9. The confusion matrix for KNN model when k = 1, with the 60:40
split percentage.

As this study has fully focused on the classification of the
Tamil air-writing characters as of now, this is the first paper
dealing with this objective.

D. Validation of the Performance

The validation of the model was tested with GridSearchCV
with 10 folds for the above-identified configuration, and it
was achieved with 93.33%. This study is summarized with the
achievement of this accuracy in the initial phase of identifying
the Tamil language air-written characters of vowel letters. We
have achieved a considerable amount of achievement in the
context of air-writing.

The process of identifying air-written Tamil characters
poses numerous obstacles as a result of the distinct attributes
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Fig. 10. The performance evaluation report for KNN model when k = 1,
with the 60:40 split percentage.

exhibited in handwritten Tamil, including variances in dimen-
sions, styles, and angles of orientation. Moreover, the task of
recognizing air-written characters presents intrinsic challenges
due to the need to capture three-dimensional trajectories and
employ suitable approaches for precise detection. This diffi-
culty arises from the fact that many letters exhibit various
features such as holes, loops, and curves. The study was
conducted using a restricted dataset due to the unavailability
of publicly accessible datasets. This work has the potential
for further expansion through the comprehensive identification
of all Tamil alphabetical characters. Additionally, enhancing
the accuracy can be achieved by increasing the dataset and
modifying the window size.

V. CONCLUSIONS

This paper focuses on developing a classification frame-
work that employs a selection of features to assist us in
recognizing Tamil vowel characters. A total of 12 different
letters were used with the data collection and classification
procedures. We have used a methodology for analyzing multi-
ple configurations for evaluation. Initially, 1D CNN is used for
feature extraction from the 2s of time window data segments.
An evaluation is based on the results of five machine-learning
methods: Naive Bayes, Random Forest, K-Nearest Neighbor,
Support Vector Machine, and Decision Tree. The experimental
results show that the proposed KNN achieves high accuracy
with k = 1 and 0.6:0.4 train test split percentage with 91.67%
accuracy. However, in validation using GridSearchCV this
model has achieved an accuracy of 93.33% with 10 folds.
Our findings were based on applications utilized in prior
studies; however, as a novelty, the system provided employs
collected sensor data to classify the characters by integrating
the framework with cutting-edge technology. It is possible to
increase the accuracy performance by examining the window
size.
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Abstract—The automated generation of speech audio that
closely resembles human emotional speech has garnered signif-
icant attention from the society and the engineering academia.
This attention is due to its diverse applications, including au-
diobooks, podcasts, and the development of empathetic home
assistants. In the scope of this study, it is introduced a novel
approach to emotional speech transfer utilizing generative models
and a selected emotional target desired for the output speech. The
natural speech has been extended with contextual information
data related with emotional speech cues. The generative models
used for pursuing this task are a variational autoencoder model
and a conditional generative adversarial network model. In
this case study, an input voice audio, a desired utterance, and
user-selected emotional cues, are used to produce emotionally
expressive speech audio, transferring an ordinary speech audio
with added contextual cues, into a happy emotional speech
audio by a variational autoencoder model. The model try to
reproduce in the ordinary speech, the emotion present in the
emotional contextual cues used for training. The results show
that, the proposed unsupervised VAE model with custom dataset
for generating emotional data reach an MSE lower than 0.010
and an SSIM almost reaching the 0.70, while most of the values
are greater than 0.60, respect to the input data and the generated
data. CGAN and VAE models when generating new emotional
data on demand, show a certain degree of success in the evaluation
of an emotion classifier that determines the similarity with real
emotional audios.

Keywords—Emotion transfer; contextual information; speech
processing; generative models; variational autoencoder; conditional
generative adversarial networks; empathetic systems

I. INTRODUCTION

The creation of empathetic systems, capable of understand-
ing and responding to human emotions, marks a significant
advancement in artificial intelligence. Empathetic systems hold
the promise of transforming human-machine interactions, of-
fering not just responses but genuine understanding. However,
this task presents a profound challenge. During speech pro-
cessing, the subtle nuances of human emotions often dissipate,
making it a complex endeavor to imbue artificial intelligence
with empathy. Preserving these emotional characteristics dur-
ing speech processing remains an open issue in the field of
AI.

It is expected in the near future to have home assistants
capable of not only recognizing when people surrounded are

feeling sad, happy, or anxious but also responding with appro-
priate empathy [1]–[3]. Such a system could offer invaluable
support especially to the vulnerable population, providing
comfort to the lonely, reassurance to the anxious, joy to the
despondent and safety to children and seniors. The potential
applications are vast, extending beyond homes to healthcare,
customer service, and mental health support. Achieving this
level of artificial empathy stands at the frontier of AI research,
requiring innovative solutions to bridge the gap between raw
data and the rich emotional tapestry of human speech.

There are several models proposed to achieve this target,
including generative and non generative models.

Generative models have emerged as valuable tools for the
synthesis of speech audios. These models offer the unique
ability to create audio data that captures the nuanced patterns
and complexities of human speech. Variational Auto-Encoders
(VAEs) [4], [5] for instance, provide a structured approach
to encoding and decoding data, allowing for the generation
of diverse, high-quality audio samples. Conditional Generative
Adversarial Networks (cGANs), on the other hand, introduce
conditional factors, enabling the generation of speech data
with specific attributes, such as different emotional states or
gender-specific characteristics. These generative models excel
in creating natural-sounding speech and have the potential to
revolutionize applications like voice assistants, speech synthe-
sis, and emotional speech generation.

Despite their promising capabilities, generative models also
come with inherent challenges. One notable drawback is the
risk of generating audio samples that, while coherent, may
lack the nuanced emotional expressiveness present in natural
human speech. The delicate interplay of pitch, rhythm, and
intensity that defines emotional speech can be challenging
to replicate accurately. Furthermore, generative models may
struggle with gender-specific patterns, such as pitch variations
and resonance differences between male and female voices.
Additionally, ensuring the generated audio remains consistent
with the intended emotional state or gender identity presents
a significant challenge. These difficulties underscore the need
for continued research and development in the field of gener-
ative speech modeling, particularly in the context of emotion,
gender, and natural speech synthesis [6], [7].

There are several non-generative models used for speech
synthesis, including Hidden Markov Models (HMMs) [8],
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Long Short-Term Memory (LSTM) networks [9], and deep
neural networks (DNNs) [10], [11]. While these models have
proven effective in certain aspects of speech processing, they
exhibit limitations that generative models, like VAEs and
cGANs, can address.

One limitation of traditional non-generative models, such
as HMMs and LSTMs, is their reliance on a fixed set of
acoustic features or linguistic representations. These models
often struggle to capture the rich nuances of natural speech,
including emotional variations and gender-specific character-
istics. The adaptability of non-generative models to generate
highly expressive and contextually rich speech remains limited.
Furthermore, these models may require extensive data pre-
processing and manual feature engineering, making them less
flexible and more labor-intensive in comparison to generative
models.

Generative models, on the other hand, have the potential to
overcome these limitations [12]–[14]. They can operate in an
end-to-end fashion, learning complex patterns without the need
for extensive feature engineering. By leveraging latent spaces,
conditional information, and adversarial training, generative
models can synthesize speech that better resembles natural
human communication, including emotional variations and
gender-specific traits. This adaptability and capacity to capture
nuanced characteristics make generative models an attractive
choice for applications where high-fidelity and emotionally
expressive speech synthesis is crucial, such as the creation
of diverse empathetic systems. Nonetheless, it is essential to
recognize that both generative and non-generative models have
their own strengths and limitations, and the choice between
them depends on specific task requirements and constraints
[15]–[21].

In this work, two generative models such as variational
auto-encoder and conditional adversarial network were uti-
lized, to train speech audio data, contextual audio data and an
emotional selected target on demand, to generate an emotional
speech audio with the target emotion. In this proposed case
study, we also show how a neutral speech audio with a
specific gender and a specific contextual data input (laughing
by giggling, angry by shouting, crying sound, etc.) is converted
into a happy speech audio automatically by the variational
auto-encoder model. For the creation of the testing data, a
TTS system is used by selecting a gender specific voice and
an utterance close in pronunciation to the trained data.

To the best of our knowledge previous research works did
not propose an emotional speech transfer on demand that train
extended generative models such as VAE and CGAN with
speech data and contextual related cues in gender and emotion.
Furthermore, a TTS system is utilized to generate testing data
for the proposed case study with a trained variational auto-
encoder model and additional contextual cues.

The paper is structured as follows. Subsequent sections of
the introduction section, sequentially detail the proposed ap-
proach and associated experiments, incorporating comprehen-
sive information on data preprocessing, experimental method-
ologies, and results. Following this, the case study section is
introduced to illustrate a practical application, featuring the
integration of real Text-to-Speech (TTS) samples with the uti-
lization of the proposed model and custom data. The following

discussion section serves to expound on the evaluations and
results pertaining to both models, delineating inherent limi-
tations and identifying potential avenues for further research
or enhancements. Lastly, the conclusion section encapsulates
final remarks on the presented works and outlines prospective
future endeavors.

II. PROPOSED APPROACH

In this proposed work, the functionality of a variational
autoencoder model and a conditional adversarial network
model were extended, for learning emotional patterns that have
associated emotional contextual audio data, such as crying,
shouting and laughing by giggling sounds. The sad emotion
is associated with the crying sound, the angry emotion with
the shouting sound, the happy emotion with the laughing by
giggling sound and a normal emotion has a simple whisper
sound of 1 second pattern.

The dataset used is an extended Ravdess dataset. The
Ravdess database contains 24 professional actors (12 female,
12 male), vocalizing two lexically-matched statements in a
neutral North American accent, “Kids are talking by the door”
and “Dogs are sitting by the door” for speech and sing. Speech
includes neutral, calm, happy, sad, angry, fearful, surprise,
and disgust expressions. The selected data from Ravdess
dataset is audio-only with 1 second recoding for 24 actors,
equally gender balanced, with additional 24 equally balanced
contextual audios that match by gender and by emotion.

The selection of contextual data associated is random,
forming a total of a 2 second recording for input data. How-
ever, the model cannot distinguish this associated data, since is
using it directly as a complete input data. The contextual audio
data is firstly divided by gender, into female and male data.
Even though the speech audio used correspond to a female or
male specific voice, we did not associate the same exact voice
by gender with the same pattern male/female voice. This is due
to the generalisation of the voice we do have while laughing,
crying or shouting and singing, where the voice is difficult to
be perfectly recognised.

The generative models used benefit in different ways. The
variational autoencoder model will keep training in an unsu-
pervised manner, because after training, once we input a data
with a specific associated contextual audio, and an additional
gender specific voice speech input, the variational autoencoder
will try to reconstruct the emotion present in similar audios.
Therefore, trying to reconstruct the weak emotional speech part
into a stronger emotional speech. For example, when people
speech is happy, people use to laugh by giggling, and these two
correlated actions we expect that our models will capture the
essence and associate both action into one emotional concept.
Certainly, other external noises from the context could be learnt
by the models, however there will be not correlation with the
emotional speech we emphasised.

The generative adversarial network in counterpart, will use
the same input data but to feed the discriminator that during
training passes information to the generator loss, and therefore
to the generator itself. In this case, we do not expect the
generator of CGAN model to be as good as the VAE encoder
and decoder. This assumption is based on the CGAN model
specifications, where after training, we ask the generator to
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generate a happy audio but we cannot ensure which samples
it will create in relation to gender and utterance given. This
issue is improved when we train data by gender (male or
female, but not both of them), or by specific utterance which
is very restricted in terms of the usage of TTS normal emotion
generated input audios. Therefore, for the case study we will
show an example based on a variational auto-encoder model
instead, when giving a TTS neutral audio voice as an input,
setting the gender and the utterance that is expected to be
reconstructed.

The VAE and CGAN models will try to transfer the
emotion in a new audio file. It is important to mention the
limitations we feat with this approach. The first limitation
is the reconstruction of the input and the generation of the
target data. The input data origin was initially separated, which
causes that the output received by each model should also be
treated separately at the end. This will cause the data to be
more noisy and more difficult to reconstruct as an audio file.

Another important point is that these models produce
noisy results with complex data, and speech data enter in
that category. Times series data cannot be manipulated such
as the image data because rotating, flipping, augmenting or
shifting the data for images will not affect the final position
or structure of the objects in an image, but it will completely
corrupt our times series data. Therefore, we made a great effort
while passing through these models to leave the data without
manipulating it, whenever was possible during the emotional
transfer process.

The details of the architecture of the proposed models are
shown in Fig. 1, 2 and 3, respectively.

The input data of VAE and CGAN architectures, is a
combined audio data between a 1 second speech audio from
Ravdess dataset audios, with a connected 1 second associated
emotional contextual information in a form of audio. There-
fore, the two audios are concatenated into one audio with
2 seconds of total duration and the same sample frequency,
44100Hz. As previously mentioned, the relation between the
speech data and the contextual information is the weakly emo-
tional pattern present in Ravdess dataset, and specifically, the
gender present in each speech audio data. As it was mentioned,
it significantly differs from using any other unrelated noise
that would not be useful in terms of our target, which is the
emotional transfer. For our case study we extracted the log
Mel spectrogram data and converted them into images.

Our proposed model architecture for VAE for training and
testing can be observed in Fig. 1 and 2, respectively. The basic
architecture of the VAE model has two associated networks,
called encoder and decoder, which are connected by the latent
space representing the probabilistic part of the model.

The proposed CGAN model’s architecture can be observed
in Fig. 3. In this figure we can identify two main parts, that
serve as networks, the generator and the discriminator. The
discriminator will output the fake or real classification affecting
the discriminator loss or the generator loss being mutually
exclusive results. The generator cannot see directly the input
images which make it more difficult to learn the emotional
patterns in the input audios, but while receiving the generator
loss information it will learn to generate them as closer as
possible to the original input data. In this case we assumed

Fig. 1. Proposed architecture of the VAE model for training.

Fig. 2. Proposed architecture of the VAE model for testing.
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some restrictions in the gender training to be male or female
and not both of them, because CGAN is not good in terms of
managing multiple conditions at the same time. In the testing
of the CGAN model, the generator of the model is directly
asked to produce the emotional data by emotion selected label.

Fig. 3. Proposed architecture of the CGAN model for training.

In each model, the loss function is affected by the phonetic
regularization with the extraction of the formants F1 to F5,
presents in the Mel spectrogram data.

III. EXPERIMENTS

A. Data Preprocessing

The input audio data before transforming into log Mel
spectrograms can be observed in Fig. 4. This data were used
for training, for the VAE and CGAN model to recognizse the
happy speech and the contextual data that are usually present
in a normal conversation. We limited our research to a one
side speaker to be analysed.

The first audio A represents the speech of a male speaker
from the Ravdess dataset that has an original duration of 3
seconds. The utterance in this happy speech is saying “Dogs
are sitting by the door”. The identification number in the
original Ravdess dataset is “03-01-03-01-02-01-09” and is
open to the public. This happy audio does not sound happy to
our ears, since it is part of a weak emotional dataset, which is
one of the reasons why the emotional transfer is complex to
achieve in time series data. As can be observed in the image,
the audio A contains zero data in the beginning, and at the end
of the speech. With the aim to eliminate the non-useful data,
the audio was reduced into a 1 second audio, while remaining
the speech content.

The second audio B remains in 1 second, since originally
each contextual data has 1 second of duration. This represents
naturally what happens with human beings, since usually
our laughing takes about the same time in being produced.
The combination results in a total duration of 2 seconds for
the concatenated audio C. These preprocessing tasks provide

the desired adjustment, while maintaining a consistent audio
quality.

The contextual information related to emotion is added
as follows. We selected 6 audios per gender and per weakly
emotion to add to any weakly emotional audio that matches
by gender and emotion class, and chosen randomly. This is
possible, given that, while singing or making emotional noises,
we can not perfectly distinguishing these pattern belonging
gender and voice. The duration of each audio is 1 second, its
sampling rate is 44100Hz and its format extension is WAV. For
happy emotion, we selected 6 female giggling patterns and 6
male giggling patterns, in total 12 audios for constructing the
emotional extended audios. In the case of sad emotion, we
selected 6 female crying pattern audios and 6 male crying
pattern audios. When selecting the angry audios, we picked 6
female and 6 male shouting audios. However for neutral pattern
audios we selected 6 female and 6 male whisper and natural
English speaking pauses, such as, “Emmmm. . . .”, “AHA. . . .”,
“Ahhhh. . . .”, “cause. . . . . . .”, and so on, where the utterance is
almost not listened.

All the training and testing audios were denoised, trimmed
and adjusted by volume, especially the audio B, since many
artefacts were present. This is because it is custom data,
downloaded freely from the Freesound site. Generally, custom
data has many artefacts content present in the audios.

Fig. 4. Original audios A and B representing a happy speech, preprocessed
and combined into one audio output file C.

The following step after gathering the clean concatenated
audio is to transform the audio into frequency domain. The log
Mel spectrogram image data generated for testing, as a case
study can be observed in Fig. 5. The sampling rate is 44100Hz,
the number of FFTs is 2048, with a hop length of 512. For
the VAE model the target size is a 128 by 128 image. For
the CGAN we selected the target 28 by 28, because CGAN
generates better results with smaller sizes of images.

Before training, the pixel values were normalized to a (-
1, 1) interval instead of using RGB values ranging from 0 to
255. Firstly, larger input values may slow down or disrupt the
learning process of neural networks and setting them to smaller
values is good practice [21]. Secondly, this normalization was
required since the generator outputs tanh activations within the
same interval.
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Fig. 5. Input log Mel spectrogram data example for the VAE and CGAN
model. Happy emotion male speaker with original Ravdess dataset extended

with male giggling sound.

B. Experimental Details

Two distinct methodologies were introduced, involving the
VAE and CGAN models. The initial approach utilizes the VAE
model in an entirely unsupervised manner, whereas the second
approach employs the CGAN model in a supervised capacity.

Through the experiments, it was demonstrated that en-
hancing the input dataset with contextual attributes yields
superior outcomes compared to explicit labeling or enforced
supervision. Despite CGAN being a supervised model, it also
benefits the core task of emotional transfer. This advantage
is attributed to the data complexity being reduced when well-
patterned contextual data is linked with the original input. Such
simplification is only achievable with contextual information
related to emotions and speaker gender.

In CGAN’s labeled input-guided framework, we must as-
sign appropriate labels to guide the generation of new samples.
The model needs to be trained with labels that are familiar
to it during the training phase. In contrast, the VAE utilizes
extended input data without the explicit management of labels;
instead, it separates classes by observing the data’s intrinsic
patterns during training.

To generate data from a specific class using the afore-
mentioned CGAN model, several structured steps need to be
followed. Firstly, a one-hot encoded label vector representing
the desired class is created. This label must align with the
format of labels in our training dataset. Secondly, random
latent vectors are generated as input for the generator, sampled
from a normal distribution. Thirdly, the one-hot encoded label
vector is concatenated with the random latent vectors to form
the conditional input for the generator. In the final step, the
generator is employed to create data samples based on the
prepared conditional input.

C. Experimental Results

The training dataset comprises 263 samples, while the test
dataset consists of 66 samples. The distribution of training
data is as follows: 37 samples for neutral audios, 72 for happy
audios, 75 for sad audios, and 79 for angry audios. In the
testing set, there are 11 neutral audios, 20 happy audios, 18 sad
audios, and 17 angry audios. The limited number of ”neutral”
samples is due to the smaller quantity available in the Ravdess
dataset for each actor, requiring additional steps to balance
the dataset, such as cloning voices and creating neutral audios
with different utterances and intensities. This task, although
valuable, falls beyond the scope of our current research and
could be explored in future studies.

The computational environment used for testing included
a RAM occupancy of 5.38GB out of 51GB and a disk space
usage of 26.83GB out of 166.77GB. The experiments utilized
a NVIDIA T4 GPU provided by Google Compute Engine.
The execution time for the CGAN model training over 10,000
iterations was 20 minutes. For the VAE models, the training
process involved 10,000 epochs and took approximately 20
minutes. The programming language employed for these tasks
was Python version 3.

To assess the VAE model, an unsupervised approach lack-
ing predefined target classes, two metrics were utilized, mean
square error (MSE) and structural similarity index (SSIM)
between the original and generated data. In MSE, lower values
indicate higher similarity between images, with 0 representing
a perfect match, although realistically, a small value signifies
good similarity. SSIM values range from -1 to 1, where 1
signifies a perfect match. Values closer to 1 indicate strong
similarity, and a value above 0.9 is generally considered a
robust match. It is essential to consider that ideal values can
vary based on the specific domain and image quality.

VAE model results of training data after 10000 epochs, for
original Ravdess dataset can be observed in Fig. 6, 7, and 8.
The training and validation loss of the variational autoencoder
trained with the original Ravdess dataset for 10000 epochs can
be observed in Fig. 6. The training loss starts in a high value
105 from epoch 1 and the validation loss starts in 10 in the
epoch 1. The values are steadily decreasing over the epochs as
expected. The data generated by VAE model in 10000 epochs

Fig. 6. Training and validation loss of the variational autoencoder after
10000 epochs of training with Ravdess dataset.

of training can be observed in Fig. 7. The generated results

Fig. 7. VAE model random generation of different classes of data after
10000 epochs of training with Ravdess dataset. “O” stands for original, “G”

for generated, and the emotion class is the 3rd number from left to right
reading (01:Neutral, 03:Happy, 04:Sad, 05:Angry).

comparison with Ravdess dataset can be seen in Fig. 8.

www.ijacsa.thesai.org 1368 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

Fig. 8. VAE results comparison with Ravdess dataset. MSE and SSIM
measured data results.

CGAN model results of training data after 10000 epochs,
for original Ravdess dataset can be observed in Fig. 9, 10,
11, 12 and 13. CGAN loss for training data over 10000
epochs can be observed in Fig. 9. The angry, sad, happy and

Fig. 9. CGAN loss over 10000 epochs of training.

neutral emotional data generated by CGAN model after 10000
epochs of training can be observed in Fig. 10, 11, 12 and 13,
respectively.

Fig. 10. CGAN model generation of data class 1 (neutral emotion) after
10000 epochs of training.

Fig. 11. CGAN model generation of data class 3 (happy emotion) after
10000 epochs of training.

VAE proposed model results after 10000 epochs of training,
with Ravdess dataset extended with contextual information
data, can be observed in Fig. 14, 15 and 16. The training

Fig. 12. CGAN model generation of data class 4 (sad emotion) after 10000
epochs of training.

Fig. 13. CGAN model generation of data class 5 (angry emotion) after
10000 epochs of training.

and validation loss of the variational autoencoder trained with
Ravdess dataset extended with contextual information data
for 10000 epochs can be observed in Fig. 14. The training
loss starts in a lower value above 101 from epoch 1 and
the validation loss starts also in a lower value of 100 in the
epoch 1, in comparison with the training and validation loss
of original Ravdess dataset in Fig. 6. The values are steadily
decreasing over the epochs as expected. The data generated

Fig. 14. Training and validation loss of the variational autoencoder after
10000 epochs of training with the Ravdess dataset extended with contextual

information data.

by VAE model in 10000 epochs of training can be observed
in Fig. 15. The generated data improved the previous original
Ravdess training with VAE, since the quality of each image
increased significantly while remaining the same training and
testing conditions. The generated results comparison after

Fig. 15. VAE model random generation of different classes of data after
10000 epochs of training with contextual information extended data. “O”
stands for original, “G” for generated, and the emotion class is the 3rd

number from left to right reading (01:Neutral, 03:Happy, 04:Sad, 05:Angry).
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10000 epochs of training with Ravdess dataset extended with
contextual information data, can be seen in Fig. 16. CGAN

Fig. 16. VAE results comparison with the proposed custom dataset. MSE
and SSIM measured data results.

proposed model results after 10000 epochs of training, for
Ravdess dataset extended with contextual information data can
be observed in Fig. 17, 18, 19, 20 and 21. CGAN loss for
training data over 10000 epochs can be observed in Fig. 17.
It shows that the loss starts with a higher value and decreased
accordingly, as it is expected for loss functions in both sides,
with no strange jumpings or increasing values from both sides.
It also shows a convergence and a estabilization point. The

Fig. 17. CGAN loss over 10000 epochs of training.

angry, sad, happy and neutral emotional data generated by
CGAN model after 10000 epochs of training can be observed
in Fig. 18, 19, 20 and 21, respectively. The generated data
improved the previous original Ravdess training with CGAN,
since the quality of each image increased significantly.

Fig. 18. CGAN model generation of data class 1 (neutral emotion) after
10000 epochs of training.

To validate the accuracy of the generated data, we de-
veloped an emotional classifier program, trained on the same
input data utilized in both the VAE and CGAN models. The
classifier’s accuracy indicates the models’ ability to generate
emotional data that can be correctly classified into specific

Fig. 19. CGAN model generation of data class 3 (happy emotion) after
10000 epochs of training.

Fig. 20. CGAN model generation of data class 4 (sad emotion) after 10000
epochs of training.

emotion classes. It is important to remark that this measure can
not obtain a 100 percent of accuracy due to the lack of train
and validation over this fresh generated data. Therefore, the
generated data is non-trained and unseen data for the classifier,
however it will give us a notion of how much we should
adjust the classifier and the models to improve the results.
Most importantly, it will result in all classes zero classified, if
it is not able to detect any emotional generated data.

When testing both models with the original Ravdess input
data, it is anticipated that the generated results to be weakly
classified by the classifier. This expectation arises because the
Ravdess data, as previously discussed, is inherently weakly
emotional. Moreover, it is important to acknowledge the in-
herent noise in the outcomes produced by generative models,
particularly concerning audio data features such as log Mel
spectrogram values.

The VAE generated data was sent to the classifier for
testing generation accuracy. The results can be observed in
Fig. 22. The results of the classifier after training with original
Ravdess data shows a 20.51 percent of correct classification of
emotions in a total of 39 tested generated data. Even though
the result is low in comparison with a perfect accuracy, as
explained above, it is expected that the classifier cannot easily
extends its classification with these non-trained unseen data.
This is the evidence that our CGAN model in Fig. 23, is trying
to reconstruct the data getting a better emotional generated
data’s result, in comparison with VAE model. Additionally,
the classifier needs to be adjusted for future works to measure
more precisely our data.

The CGAN generated data was sent to the classifier for
testing generation accuracy. The results can be observed in

Fig. 21. CGAN model generation of data class 5 (angry emotion) after
10000 epochs of training.
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Fig. 22. Validation confusion matrix for VAE model generated data after
classified by an emotional classifier.

Fig. 23. The results of the classifier after training CGAN with
extended data shows a 25.641 percent of correct classification
of emotions in a total of 39 tested generated data. Even though
the result is low in comparison with a perfect accuracy, as
discussed above, it is expected that the classifier cannot easily
extends its classification with these non-trained unseen data.
This is the evidence that our model is trying to gradually
reconstruct the data and the classifier needs to be adjusted for
future works to measure more precisely our generated data.

Fig. 23. Validation confusion matrix for CGAN model generated data after
classified by an emotional classifier.

During this evaluation, we anticipate the input data to be
classified in closer proximity to the generated data. However,
we cannot definitively confirm how the generative models
interpret the essential features in the presence of additional
contextual information. Nevertheless, the generated data is
expected to align more closely with its input data due to
the utilization of paired information. For instance, the weak
speech emotion in the Ravdess dataset, when associated with
the extended contextual information like a female voice’s
giggling pattern linked to a happy emotion, should be more
accurately classified as happy. In comparison with the vanilla
VAE model and standard CGAN model trained with original
Ravdess dataset, the results are clearly improved. The results
shows also that more efforts are required for future works in
order to better represent the reconstructed emotional audios.

D. Case Study

As an extension of the emotional data generation capa-
bilities with the proposed VAE and CGAN models, in this

case study we showcase the specific emotion transfer with
additional conditions such as specific gender, specific voice,
and specific utterance, with an additional change in emotions,
from neutral to happy, sad, angry respectively. Since the
variational auto-encoder model is more flexible in terms of
receiving new input data to regenerate, we reutilized the pre-
trained proposed variational auto-encoder model.

Furthermore, the utterances in this study were generated us-
ing a Text-to-Speech (TTS) system, which inherently produces
a “Neutral” emotion speech audio since it lacks emotional
variation. Converting “Neutral” audio to another “Neutral”
audio is not necessary for our evaluation; it would not yield
any change and only indicates the models’ understanding of
elements like whispering or speaking pauses. Although our
training data includes neutral sounds, such as whispers or slight
delays in speech, they are not utilized in our TTS systems for
testing purposes.

For specific test scenarios, assuming the model is trained,
we paired our TTS-generated voice with additional emotional
audio, creating samples as follows:

1) ’Bob is by the door’ with female giggling.
2) ’Bob is by the door’ with male giggling.
3) ’Bob is by the door’ with female shouting.
4) ’Bob is by the door’ with male shouting.
5) ’Bob is by the door’ with female crying.
6) ’Bob is by the door’ with male crying.

To demonstrate the practicality of this approach, a “Neu-
tral” emotional speech is converted into a “Happy” emotional
speech on demand through a TTS system, by using the pro-
posed variational auto-encoder model with custom data for the
reconstruction. A selected raw audio data generated for testing
can be seen in Fig. 24. The TTS system utilizes a neutral MAC
PC male voice “Alex”, uttering “Bob is by the door”. The
duration was condensed to one second for consistency across
speech data. The TTS voice is neutral without any emotional
inflection. For this use case, the utterance was varied from the
trained sets u1 (“Kids are talking by the door”) to u2 (“Dogs
are sitting by the door”). This variation illustrates the model’s
ability to transfer emotion even with slight differences in the
trained words.

Fig. 24. Raw audio A is a Neutral speech audio generated by a TTS MAC
OS male voice system. Original audio B representing a happy emotion by
giggling. Preprocessed audios were combined into one audio output file C.
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The following step after gathering the clean concatenated
audio is to transform the audio into frequency domain. The
log Mel spectrogram image data generated for testing, as a
case study can be observed in Fig. 25. The sampling rate is
44100Hz, the number of FFTs is 2048, with a hop length of
512. For the VAE model the target size is a 128 by 128 image.

Fig. 25. Input log Mel spectrogram example for the VAE. Neutral speech
with additional happy contextual data.

The result of the VAE model emotion transfer can be
observed in Fig. 26, when given the happy bob spectrogram
generated, the proposed VAE model try to reconstruct it with
happy emotion.

Fig. 26. Result of the VAE model emotion transfer from neutral to happy
speech sample.

In this implementation, an unsupervised model was used
to infer the emotion that should be reconstructed by contextual
information. This task was developed with the proposed VAE
model. The TTS speech was created with 1 second plus a
related audio extension of 1 second, depending of the gender
and the emotion desired. These samples show how the emotion
is reconstructed among the trained utterances and among
similar utterances with words composition variability. The
utterance selected for this testing is as follows. u3 : “Bob is
by the door”.

The total data size used are 329 audios, the train data size
is 263 audios, transformed into log Mel spectrogram images.
The test data size is 66. This case study showcase one sample
among 6 samples presented. The size of each image is 128
by 128. The initial VAE training is performed with grayscale
images. Each audio has a sampling rate of 44100Hz, which
makes it more difficult to recover the audio after passing to
Mel spectrogram.

Some pending tasks are required such as volume regular-
ization and denoising tasks, however it can be seen how the

contextual information such as giggling in a male speaker is
greatly represented and trying to recover the left side of the
speech with the same accent and pauses that the male speaker
represents.

IV. DISCUSSION

To assess the VAE model, an unsupervised approach lack-
ing predefined target classes, two metrics were utilized, mean
square error (MSE) and structural similarity index (SSIM)
between the original and generated data. In 66 reconstructed
audios for the proposed VAE model, when testing the custom
data, the MSE is lower than 0.010 and the SSIM is almost
reaching the 0.70, while most of the values are greater than
0.60. For the Ravdess dataset, the MSE of the reconstruction
is lower than 0.020 and the SSIM is almost reaching the
0.70, while most of the values are higher than 0.50. This
signify that the proposed data along with the proposed model
is getting better similarity in the reconstruction of tested data,
while the mean squared error is lower which emphasizes the
improvement in the reconstruction by using this proposed
unsupervised model.

An external tool was created to measure the level of
reconstruction in terms of emotions. This tool is an emotional
classifier, trained with the same emotion classes and the same
input data size and characteristics as the proposed models.
Certainly the reconstructed data from CGAN by setting a
specified emotion label and the TTS generated data used as
input for the VAE make them different than the trained data
of the created tool. However, this tool can state if the generated
data by both models is not considered emotional at all by the
classifier showing near zero values in the accuracy. This tool
help to test the research results while avoiding the subjective
measures by human resources. The VAE and the CGAN
generated data were sent to the classifier for testing generation
accuracy. The results of the classifier after training with custom
data shows a 20.51 percent of correct classification of emotions
in a total of 39 tested generated data for VAE. The results of
the classifier after training CGAN with custom data shows a
25.641 percent of correct classification of emotions in a total
of 39 tested generated data. Even though the result is low
in comparison with a perfect accuracy, as explained above,
it is expected that the classifier cannot easily extends its
classification with these non-trained unseen data.

The results of the classifier also show that there is a need
of a better vocoder function in future improvements of this
work, and that the output should be better adjusted by a
volume regularizer and an extra denoise function. This is due
to the weak points present in generative models, where a better
vocoder could probably increase the accuracy in the emotional
classifier results, after generating new unseen and non-trained
data. The new generated data is still identified as different for
the emotional classifier, because the data just created posses
different characteristics such as moved characteristics from the
original input data that the classifier usually consumes.

The treatment of the utterances could be improved in
future works, such as injecting the words spoken and its
characteristics right after the generative models resampling.
This is because the generative models tend to loose the accents
of each spoken word during the transition from original data
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to resampled data. However, a strong point of this research to
mention is the extension of the trained utterances to similar
utterances that have some words in common but differ in
others. As it is known, with models such as HMM, RNN and
LSTM, the utterances are totally fixed without any possibility
of extension. This also make the models fail in the presence of
utterances that contain different words, even when the general
pronunciation of the words is similar and the sentence has the
same duration. In comparison with other datasets, we used
the Toronto emotional speech set (TESS) with two female
speakers and a variation in utterances such as “Say the word
book”, “Say the word bought”, or other variations from 200
target words for the emotions happy, sad, angry and neutral.
SSIM and MSE results with our proposed model and extension
with contextual cues show, for female speaker’s emotions,
similarity to the evaluated Ravdess dataset with 0.7 and 0.020,
respectively. Therefore, demonstrating the ability to be robust
and scalable to other utterances and voice characteristics. For
future works, the evaluation with other datasets that include the
male counterpart audios is also required for better determine
the level of scalability by gender.

V. CONCLUSION

In this research, a method for transferring emotional speech
utilizing generative models and specific emotional targets for
the output was presented. The generative models employed in
this task include a variational autoencoder model and a condi-
tional generative adversarial network model. Although further
refinement is needed to enhance the accuracy of generated
emotional speech, both proposed models have demonstrated
the ability to reconstruct emotional speech with a certain
degree of quality.

In the presented case study, it was utilized an input voice
audio, a desired utterance, and user-selected emotional cues
to automatically transform ordinary speech into emotionally
expressive speech audio using a variational autoencoder model.
Remarkably, the proposed VAE model achieved this task with-
out requiring specific labels to control the generated output,
highlighting the efficiency of this approach with unsupervised
learning. The model attempts to replicate the emotion inherent
in the emotional contextual cues used for training directly into
the ordinary speech. The findings reveal that the suggested un-
supervised VAE model for generating emotional data achieves
an MSE below 0.010 and an SSIM nearly reaching 0.70. The
majority of values surpass 0.60 in comparison to both the input
and generated data. When generating new emotional data on
demand, CGAN and VAE models demonstrate a discernible
level of success in the evaluation of an emotion classifier,
determining its similarity to real emotional audios used for
training.

In future works, the primary focus will be on refining
the generative models further and implementing additional
strategies to achieve a better balance between real contextual
information and emotionally rich speech. This ongoing effort
aims to bridge the gap between human understanding and
artificial agents’ comprehension in the essence of a desirable
authentic speech.
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Abstract—Social networks produce a large volume of infor-
mation, a part of which is fake. Social media platforms do a good
job in moderating content and banning fake news spreaders, but
a proactive solution is more desirable especially during global
threats like COVID-19 pandemic and war. A proactive solution
would be to ban users who spread fake news before they become
important spreaders. In this paper we propose to model user’s
interactions in a social media platform as a graph and then
evaluate state of the art (SOTA) graph neural networks (GNN)
that can classify users’ (nodes) profiles as being suspended or not.
As with other real world data, we are faced with the imbalanced
data problem and we evaluate different algorithms that try to
fix this issue. Data used for this study were collected from X
(Twitter) by using Twitter API 1.1 from November 2021 to July
2022 with the focus to collect information spread through tweets
about vaccines. The aim of this paper is to evaluate if current
models can deal with real world imbalanced data.

Keywords—GNN; imbalanced data; Twitter; social networks;
GCN; GraphSage; GAT; GraphSMOTE; ReNode

I. INTRODUCTION

Social media has changed the way that the news is created
and spread worldwide. According to Statista [1] in 2022 over
4.59 billion people were using social media, a number which
is estimated to increase to almost six billion in 2027. In March
2020 World Health Organization declared Coronavirus disease
(COVID-19) pandemic. Very soon a lot of people started
to use social media to spread information about this new
disease resulting in a massive infodemic. Infodemic1 refers
to false information related to a disease. This phenomenon is
amplified through social networks spreading farther and faster
like a virus [2]. World Health Organization (WHO) Director-
General, Tedros Adhanom Ghebreyesus, in [3] emphasized the
importance of fighting not only the pandemic but also the
infodemic that was spreading. During difficult time for all the
countries worldwide it is very important to spread the correct
information rather than false and fake news that undermines
the global response and jeopardizes measures to control the
pandemic [4].

There are various definitions of fake news. Allcott and
Gentzkow [5] defined fake news as “news articles that are
intentionally and verifiably false and could mislead readers”.
Other studies have defined it as “a news article or message
published and propagated through media, carrying false infor-
mation regardless of the means and motives behind it” [6],
[7], [8]. Much fake news about COVID-19 on social media
has been circulating but the spread of fake news and disinfor-
mation about vaccines had a significant influence on vaccine

1https://www.who.int/health-topics/infodemic

acceptance, with many people opting not to get vaccinated
posing a threat to individual and collective health. In order to
prevent the spreading of fake news it is important to develop
tools that will predict this.

Tweets associated with COVID-19 have been collected for
a period of nine months from November 2021 until July 2022
for the purpose of applying social network analysis techniques
on these posts. In [9], the authors focused their analysis on
three main terms: pfizer, moderna and AstraZeneca. For these
terms and for the nine month period, 27 graphs were built
and an analysis of these graphs was performed. It was pointed
out that most of the time the most influential users (based
on beetweenness centrality) in the network were engaged
in a form of information disorder and their accounts were
suspended at the time of the study. Unfortunately the real
reason behind the account suspension is not declared by X
(Twitter), but one can safely presume that the main reason an
account can be suspended is if a user does not comply with the
TOS and engaging in mis/dis information is not in compliance
with the platforms’ TOS 2, 3. We value that it is of great interest
to be able to predict a user’s status based on his position in the
network as well as his attributes (date of joining the platform,
number of posts, number of followers etc.). To this purpose, we
applied different graph neural networks (GCN [10], GraphSage
[11] and GAT [12]) on our dataset for the downstream task of
classifying nodes. Given the fact that the dataset is imbalanced
(there are more active users than inactive users), models which
claim to fix this problem [13], [14], [15], [16], [17] were also
studied.

The paper is organized as follows: Section II reviews
recent studies on deep learning models on node classification
in graph neural networks about fake news and infodemic
prediction. The data that is used in this study, as well as
the methodology that is applied for node classification and
evaluation, is presented in Section III. In Section IV, the results
are discussed. The conclusion and a concise summary conclude
this paper.

II. RELATED WORK

Graph neural networks are the most reliable and effective
way to automate the process of fake news detection [18]. Feng
et al. in [19] propose a bot detection framework that encode
multi-modal user information such as user account descrip-
tion, the content of the post and numerical and categorical
features that they can assign to an account available from the

2https://help.twitter.com/en/resources/addressing-misleading-info
3https://help.twitter.com/en/rules-and-policies/crisis-misinformation
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Twitter API. Users are treated as nodes of the heterogeneous
graph. Relational Graph Convolutional Network is applied to
the graph to tackle the challenges of bot disguise and bot
communities.

In another work [20] for bot detection the authors propose
a transductive model that combines symmetrically BERT and
GCN. They constructed a heterogenous graph composed of
unique words and documents in a collection as nodes. Word
occurrences in a document or word co-occurrence are weighted
using TD-IFD and PMI and stored as information on the edges
of the graph. The experiment shows that a better performance
can also be achieved by the proposed framework on a wide
range of social robot detection datasets.

Li and Goldwasser [21] constructed a social information
graph by embedding the items that are shared by Twitter users,
the users who can be political users and other users who spread
content. The edges represent the follower relations between
political users and other users that follow them. They used two-
layer Graph Convolutional Networks to capture the documents’
social context and to detect news items as fake or not by node
classification.

In [22] the dataset of CheckThat-2022 Task 3 dataset [23] is
used as the primary dataset to analyze a corpus with unknown
topics through multiclass classification, encompassing true,
false, partially false, and other categories. They have explored
three BERT-based models—SBERT, RoBERTa, and mBERT.
The problem of imbalanced dataset is tackled by enhancing
results via ChatGPT-generated artificial data for class balance
and improving the results for the true, partially false, and
other classes witnessed improvements of 5%, 9%, and 3%,
respectively, while the results for false news experienced a
decline of 9%.
Data augmentation has been applied by adopting synthetic
minority oversampling in Zhao et al. [16]. They proposed a
novel framework, GraphSMOTE, based on SMOTE [24] ap-
proach which addresses the imbalance problem by generating
new samples, performing interpolation between samples in
minority classes and their nearest neighbors. In [17] the authors
have followed the approach of the imbalance of topological
structure on the graph for handling the imbalance problem in
graph-structured data. They proposed a ReNode framework for
solving the problem of edge graph structure by re-weighting
the influence of labeled nodes adaptively based on their relative
positions to class boundaries.

III. METHODOLOGY AND DATA

In the following section we describe the dataset creation
process as well as a description of different GNN models.

A. The Dataset

The data used in this paper is described in [9]. The data
consist of 27 graphs. The size of each graph is displayed in
Table I. To be able to run any graph neural network in any
of these graphs, first we need to convert these graphs into a
dataset that can be fed to the GNN model. To this purpose,
we decided to use PyTorch4 and PyG5 libraries.

4https://pytorch.org/
5https://pyg.org/

TABLE I. SIZE OF THE CREATED GRAPHS

Pfizer Moderna AstraZeneca
Month Nodes Edges Nodes Edges Nodes Edges

November 2021 367294 731875 358701 602031 216976 390200

December 2021 278266 543490 267581 430523 167942 288595

January 2022 198258 451691 247518 413592 110906 192169

February 2022 229197 673992 298231 600610 117994 213708

March 2022 244193 717114 323143 634862 93629 176314

April 2022 203168 608647 275389 569098 66175 201440

May 2022 210783 626985 273315 629752 79209 222855

June 2022 172249 526720 238628 494884 56726 130264

July 2022 40060 75511 56759 79718 23721 39747

We used the procedure6 described in the PyG documen-
tation to create our dataset. The advantage of converting the
data into a dataset is that the data can then be fed into different
neural networks without having to adapt the data each time.
Another advantage is that we can make use of the many
functions available in PyG to correctly split the dataset into
development, test and validation sets. Creating a dataset from
the available graphs, involves choosing node and edge features
from the possible attributes. All node and edge features need
to be of numeric type which limits our choice. In Tables III
and IV node and edge features are shown. A transformation
was required for some of the features as not all of them
are numeric. Boolean features were transformed to 0 or 1.
Date/time features were transformed to UNIX timestamp and
category features such as “Relationship” were transformed to
a number from 1 to 5 (Tweet = 1, Retweet = 2, Mentions = 3,
Replies to = 4 and MentionsInRetweet = 5). The active status
of a user was obtained by automatically making an HTTP
request to the X (Twitter) web site since the API is no longer
available. The active status for every user (node) in all the
27 constructed graphs was obtained in August 2023. As we
expect in every real world dataset, we can notice by looking
at Table II that the data is imbalanced for this dataset (i.e. there
are fewer inactive users than active users). This will affect the
prediction results of the standard models making them biased
towards the majority class. Special models which account for
the imbalance of the data need to be tested in this case.

B. GNN Models

Graph Neural Networks (GNNs) are a type of deep learn-
ing model designed for handling data represented in graph
structures. In recent years, the field of graph neural network
research has witnessed significant advancements [25], with a
notable expansion in the range of GNN designs [25], [26].
Among these various designs in this paper we use Graph
Convolutional Network (GCN) [10], GraphSAGE [11], and
Graph Attention Networks (GAT) [12]. GCNs [10] are adapted
to handle irregular and non-Euclidean data. For each node in
the graph, GCN aggregates the features of all the neighbors of
the node and the node itself. Different functions can be used
for feature aggregation. The aggregated values are passed to
the neural network which returns the feature vector resulting
from the model. The GNC model can use several GCN layers
on top of each other where the output of one layer will

6https://pytorch-geometric.readthedocs.io/en/latest/tutorial/create dataset.
html
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TABLE II. DATASET STATISTICS

Pfizer Moderna AstraZeneca
Month Inactive Active IR Inactive Active IR Inactive Active IR

November 2021 20216 347078 0.058 16968 341733 0.049 10015 206961 0.048

December 2021 15515 262751 0.059 13278 254303 0.052 7843 160099 0.048

January 2022 11623 186635 0.062 12174 235344 0.051 5415 105491 0.051

February 2022 13402 215795 0.062 17089 281142 0.060 5611 112383 0.049

March 2022 14087 230106 0.061 17384 305759 0.056 4313 89316 0.048

April 2022 11678 191490 0.060 14217 261172 0.054 3638 62537 0.058

May 2022 12492 198291 0.062 14813 258502 0.057 4117 75092 0.054

June 2022 10128 162121 0.062 12207 226421 0.053 2853 53873 0.052

July 2022 2181 37879 0.057 2056 54703 0.037 1139 22582 0.050

TABLE III. NODE FEATURES

Feature Name
ID

Active

Degree

In-Degree

Out-Degree

Betweenness Centrality

Closeness Centrality

Eigenvector Centrality

PageRank

Clustering Coefficient

Reciprocated Vertex Pair Ratio

User ID

Followed

Followers

Tweets

Favorites

Joined Twitter Date (UTC)

Listed Count

Verified

Tweeted Search Term?

Vertex Group

TABLE IV. EDGE FEATURES

Feature Name
Relationship

Relationship Date (UTC)

Imported ID

In-Reply-To Tweet ID

Favorited

Favorite Count

In-Reply-To User ID

Is Quote Status

Retweet ID

Unified Twitter ID

Vertex 1 Group

Vertex 2 Group

be the input for the next layer. GraphSage [11] generates
node embeddings by sampling and aggregating information
from their neighbors. This model is suitable for large graphs
because it is not necessary to process the entire graph at
once, thus avoiding the limitations derived from the processing

power and memory capacity available to us. The input of
the GraphSage model is the graph which consists of nodes
and edges. Each node in the graph has some features. To
find node embeddings, the model selects for each node a
fixed-size subset of its neighbors. The features of the selected
neighbors are aggregated by means of an activation strategy
thus creating an aggregated representation for each node. This
aggregation reveals information about the local neighborhood
of the node. These aggregated representations are passed as
input to an activation function. To discover more complex
relationships, updated representations can be passed through
several layers of the GraphSage model. The last layer of the
network is determined by the task to be performed. This model
can be used to classify a node, predict a link. GAT [12]
discovers dependencies and relationships in graph-structured
data. Unlike GCN where all neighbors of a node have the same
importance, GAT uses an “attention” mechanism to weight the
importance of each neighbor during the aggregation process.
In this way the network works only with the information of
the nodes that are important. Weights are learned during the
training process based on the importance each neighbor has on
the specific task. Despite the progress in learning from graphs
with GNN, existing work mainly focuses on balanced datasets
[13]. In real world applications, we are faced with imbalanced
data and GNNs fail to accurately predict the samples that
belong to the minority class. Imbalanced class problems can be
solved by modifying the GNN model to bias toward minority
class, or by resampling that consists in altering the dataset by
adjusting the number of instances for each class to achieve
a balanced distribution [16], [14]. The most used approach is
resampling because it can be integrated with any classifier [16],
[14]. Resampling can be achieved either by undersampling
or oversampling. Undersampling methods remove instances
that belong to the majority class, but this can result in a
loss of valuable information [16], [14]. Oversampling methods
increase the number of minority classes which can lead to
overfitting [16]. The results of applying these approaches to
graphs are suboptimal because they consider each sample
as independent and don’t take into account the relation that
exists in the graph data [16]. In this paper we first apply
the three standard SOTA models (GCN, GraphSage and GAT)
to classify nodes as being active or inactive. Given the fact
that our data is imbalanced we also use GraphSMOTE [16]
and ReNode [17] to deal with imbalance data. GraphSMOTE
uses a feature extractor to learn node representations. Node
representation should reflect the similarities and dissimilarities
between samples considering node attributes, node labels, and
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Fig. 1. The GCN model.

local graph structures [16]. After obtaining node representation
for each node, GraphSMOTE uses the SMOTE algorithm to
generate synthetic minority nodes in the latent space [16]. In
order to include the new nodes in the graph, GraphSMOTE
simulates connections between synthetic nodes by performing
a training on existing nodes and edges. The GNN classifier can
then perform node classification based on the augmented graph
created by GraphSMOTE. Another framework that we have
used to handle the topology imbalance issue of our network is
ReNode. ReNode framework re-weight the influence of labeled
nodes according to their position. Their structural position are
located by using the conflict detection-based Topology Relative
Location (Totoro) metric to leverage the interaction among
them. The training weights of nodes with small conflict are
increased and vice versa [17].

IV. EXPERIMENTAL RESULTS

In this section, we present the results of our experiments
in our imbalanced dataset. It will try to answer the following
research questions:

• RQ1: Do standard GNN models yield acceptable re-
sults in case of imbalanced data?

• RQ2: Do special GNN models designed for imbal-
anced data help in our case?

A. Experimental Setup

The models for GCN, GraphSage and GAT are imple-
mented in Pytorch and PyG by following a message passing
paradigm. All the training is done in python 3.8 in a machine
with 1 Titan RTX with 24GB, AMD Ryzen Threadripper PRO
5995WX 64-Cores CPU with 451 GB of RAM.

1) GCN implementation: The GCN model consists of three
layers as shown in Fig. 1. Each layer consists of a GCNConv
module, a batch normalization module, a ReLu activation
function and a dropout. The last layer of the model contains
only a GCNConv module and a LogSoftmax which yields the
output. The input dimensionality is the number of features we
have selected (21). Each intermediate (hidden) layer has 256
dimensions and the output layer has a dimensionality equal to
the number of classes in the dataset (2). The learning rate is
set to 0.01, dropout to 0.5 and the training was set to run for
500 epochs.

2) GraphSage implementation: The GraphSage implemen-
tation follows the architecture described in [11]. It consists
of two message passing layers with 21 input dimensions, 32
hidden dimensions and 2 output dimensions. The dataset was

divided into batches with a batch size of 32. Other parameters
include: Adam optimizer, learning rate is set to 0.01, dropout
probability equal to 0.5 and the training was set to run for 500
epochs.

3) GAT implementation: Our GAT implementation follows
the architecture presented in [12]. It consists of 2 message
passing layers with 21 input dimensions (equal to the number
of node features), 32 hidden dimensions and 2 output dimen-
sions. The number of attentions heads was set equal to 2.
Similar to GraphSage, the dataset was divided into batches
with batch size of 32, Adam optimizer was used, learning rate
was set to 0.01, dropout equal to 0.5 and number of epochs
equal to 500.

4) GraphSMOTE implementation: We have used the
GraphSMOTE implementation from [16] available from the of-
ficial GitHub page of the authors7. This model implementation
expects the graph to be represented with an adjacency matrix
while in a PyG dataset (ours as well) the graph is represented
as a COO edge list. In order to run GraphSMOTE in our
dataset we had to first convert the edge list to an adjacency
matrix which was performed using Pytorch’s built-in functions.
The following parameter values have been used: GraphSage as
embedding model, batch size was set to 40, learning rate 0.001,
dropout probability equal to 0.1, epochs equal to 2000.

5) ReNode implementation: The implementation of the
ReNode [17] algorithm used in this paper was adopted from
the author’s Github page8. Similar to the GraphSMOTE case
also here we needed to adapt our dataset to the ReNode
implementation especially in the case of the inductive settings.
The main change was related to converting the edge list into
a CSR adjacency matrix. Some of the parameter values used
for this algorithm are: learning rate equal to 0.005, hidden
layer dimensionality is set to 32, number of layers equal to 2,
personalized page rank teleportation is set to 0.15.

6) Evaluation metrics: For every prediction problem, the
correct evaluation of the results is very important. In the
specific case of imbalanced data, choosing the appropriate
evaluation metric is of critical importance. Our dataset has
imbalanced data as can be seen from Imbalance Ratio, IR
value from able II. Two classes Active versus Inactive users
have IR values in the range from 0.037-0.062. In order to be
considered balanced the dataset should have an IR equal to
1. For the above mentioned models we have used Macro F1
score and Macro recall to evaluate their performance in our
dataset. Recall is one of the most used evaluation metrics.
It gives accurate measurements regarding the detection of
samples from the minority class. We can distinguish recall+,
also known as sensitivity and recall− also known as specificity.
These two metrics can be calculated using the following
formulas

recall+ =
TP

TP + FN

recall− =
TN

TN + FP

where TP is the number of true positives and FN is the number
of false negatives. Macro recall is the arithmetic mean of

7https://github.com/TianxiangZhao/GraphSmote
8https://github.com/victorchen96/ReNode
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recalls for different classes without considering the importance
of different classes. F1 score is another very important metric
used to evaluate the performance of machine learning models.
It is defined as

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
=

TP

TP + 1
2 (FP + FN)

where TP = True Positive, FP = False Positive and FN = False
Negative. Macro F1 score is the arithmetic mean of F1 score
of each class.

B. Results of Standard GNN Models (RQ1)

Given the extreme imbalance ratio that our data has, it
is to be expected that the standard GNN models will have
problems to correctly classify nodes. Our implementations of
GCN, GraphSage and GAT are really good at learning really
fast how to cheat so they can achieve a high accuracy. After
only five iterations the model reports a high accuracy of around
95%. Looking closely at the results one can notice that the
model only predicts “TRUE”. By always predicting “TRUE”
(the user is active) the model is certain to achieve around 95%
accuracy because 95% of the users in the data is active. The
reported Recall and F1 score for all these models is the same
for our dataset. Sensitivity = 1 and Specificity = 0. These two
metrics can be combined into Macro recall which in this case
is equal to 0.5. The F1 score is equal to 0.97. After we were
presented with these results, we noticed the need to test other
models which are designed to handle imbalanced data.

C. Results of Specific GNN Models (RQ2)

The first specific GNN model that we tested on our data
is GraphSMOTE [16]. Given the fact that GraphSMOTE is
based on SMOTE [24] which in turn is one of the most used
techniques in case of imbalanced non-graph data, this method
is expected to perform better than other methods. After running
the algorithm on our dataset, we noticed that this algorithm did
classify some users as being inactive, in contrast to the standard
GNN models. However, not all the predictions were correct.
Calculating Sensitivity, Specificity and F1 for this method
yields the following results: Sensitivity = 0.95, Specificity =
0.04, Macro recall = 0.49 and F1 score = 0.96. We notice a
decrease in both these measures which gives the impression
that this algorithm performs worse than the standard GNN
models. One can argue that an algorithm which detects from
both classes, even though not always correct, is better than an
algorithm which is biased towards the majority class. Other
evaluation metrics may capture this fact better than F1 score.
The second algorithm that claims to handle imbalanced data
and that we tested was ReNode [17]. This model classified
more samples to be part of the minority class than what was
expected. We ran both the inductive and transductive settings
and also played with TINL and QINL settings, however the
results were poor. This algorithm scored a Sensitivity of 0.37,
Specificity of 0.67 and F1 score = 0.54 (see Table V).

V. CONCLUSIONS

In this paper we tackled the problem of fake news detection
and spreading by providing a proactive solution: to detect
and ban fake news spreaders before they become important
spreaders. We created a dataset from November 2021 to July

TABLE V. EVALUATION METRICS FOR THE IMPLEMNTED MODELS

Sensitivity Specificity Macro F1
GCN 1 0 0.97

GraphSage 1 0 0.97

GAT 1 0 0.97

GraphSMOTE 0.95 0.04 0.96

ReNode 0.37 0.67 0.54

2022 that contains information about the users features and
relationships that spread news through tweets about vaccines.
The problem of classification in imbalanced data is raised since
our real data dataset was deeply imbalanced for all the periods
that were taken into consideration. Three graph neural network
models were trained in our datasets for node classification:
Graph Convolutional Network, GraphSAGE, and Graph Atten-
tion Networks. They achieve high accuracy after few iterations
because they learn really fast by predicting always True having
Sensitivity = 1, Specificity = 0 and F1 = 0.97. In order to
reach our goal to find and prevent the potential spreaders,
increasing true negative which will yield increase in specificity
becomes very important. We have tested two other frameworks
to overcome the problem of imbalanced data: GraphSMOTE
and ReNode. Both of these frameworks claim to give better
results in imbalanced data. We found that GraphSMOTE does
a better job in increasing the Specificity, but this comes at
the cost of increasing the false positives rate. For this model
we report Sensitivity = 0.95, Specificity = 0.04 and F1 score =
0.96. We found ReNode to not be as good as the authors claims
in our case. For our dataset this technique scores Sensitivity =
0.37, Specificity = 0.67 and F1 score = 0.54.
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Abstract—The boom in social networks and digital communi-
cation has given place to innovative forms of social interaction.
However, it has also made possible new forms of harassment of
others anonymously and without repercussions. Such is the case
of cyberbullying, an increasingly common problem, especially
among young people. Its effects on individuals can be devastating,
ranging from anxiety and depression to social isolation and low
self-esteem. Furthermore, there is a wide variety of applications
called parental control, which allow parents to show, the pages
the child or adolescent has accessed, know how often the child
or adolescent accesses them, and control the time spent on
social networks or other entertainment platforms. Therefore,
the present research aimed to analyze, design, and implement
an intelligent application based on data mining algorithms and
the Latent Semantic Analysis (LSA) method for the presumed
detection of cyberbullying in social networks in adolescents. The
methodological process of the study was carried out following the
fundamentals of applied research with a qualitative-quantitative
descriptive, and cross-sectional approach. As a result, a multi-
platform application was obtained that alerts about suspected
bullying to parents or guardians. For the validation of the
application, the technique of expert judgment was applied. Also,
the process of obtaining negative and positive text similarity was
performed based on cosine similarity. In the analysis of Twitter
accounts, values of 46% with negative texts and 6.71% with
positive texts are obtained, which allows inferring that this is
a presumed case of cyberbullying in this account.

Keywords—Cyberbullying; control parental system; natural lan-
guage processing; Spanish cyberbullying prevention system

I. INTRODUCTION

Social networks have transformed the way people com-
municate and interact with each other, and have made it
possible to instantly connect with people all over the world.
Undoubtedly, the era of digital transformation has created
new opportunities in various areas of society; for education,
commerce, and culture, and has allowed people to connect and
share ideas in ways never before imagined. In this sense, it is
valid to say that there are many satisfactions experienced by
users of digital media with the advancement of technologies,
although positive experiences do not always occur given the
appearance of malicious users that cause negative effects on
people. Among these negative effects is cyberbullying on social
networks; an increasingly common problem. It refers to bul-
lying, harassment, intimidation, and other forms of aggressive
behavior that take place online through social networks and
other digital platforms. The effects of cyberbullying can be
devastating, from anxiety and depression to social isolation
and low self-esteem [1].

Today, everyone can be a victim of cyberbullying, but
young people are more vulnerable [2] for example, adolescents
are more likely than adults to spend extended time online and
be more involved in social networks. This means they have
greater opportunities to interact with other users, including
people who may have bad intentions. Also, young people
often lack the emotional maturity and experience to deal with
cyberbullying situations [3]. Often, they may feel embarrassed
or scared to talk to someone about bullying, which can make
the situation worse. In addition, they are more likely to make
impulsive or risky decisions in online situations, which may
increase their vulnerability to victimization in digital media.

Another factor contributing to young people’s vulnerability
to cyberbullying is the lack of adult supervision. Parents often
do not have a full understanding of online platforms and the
social interactions their children have with them, which can
make it more difficult for them to detect signs of cyberbullying
or to intervene before situations become serious [4]. Also, it
should be considered that many of these young people use
these platforms as their primary means of communication
and socialization. However, they are unprepared to deal with
cyberbullying, feeling alone and isolated if they do not have the
support of their parents and friends. Therefore, cyberbullying
can have a very negative impact on the social and emotional
lives of adolescents.

As a serious problem that can lead to significant emo-
tional and psychological consequences, parents should rely on
technological advances to limit the exposure of adolescents
to inappropriate content. It is important to note that these
consequences are not exhaustive, as the experience of each
victim of cyberbullying may be different. However, their
impact underscores the importance of creating strategies to
prevent and address bullying in any space. In this sense, the
study carried out by the Ministry of Education of Ecuador
with World Vision and UNICEF, in which 5,511 students from
126 institutions were consulted, states that in Ecuador 6 out
of 10 students have been victims of bullying and the use of
social networks. The students surveyed state that they have
been victims of the dissemination of messages; in some cases
to reveal private conversations and in other cases to generate
threats by anonymous users [5].

School violence has been silenced, not because it has been
solved, but because it now occurs in digital scenarios, which
has generated new terms to be taken into account by adults,
such as the well-known cyberbullying, a form of harassment
based on the use of Information and Communication Tech-
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nologies (ICTs) [6], [7]. In addition to social networks, it
occurs in message-sharing platforms, video games, and blogs,
among others [8]. Therefore, the diversification of online
environments makes it difficult for adults to monitor them.
This happens, first, because most parents are not tech-savvy.
Secondly, because parents or guardians do not have enough
time to carry out a constant review of the new media; and,
thirdly, in many cases young people keep this type of situation
secret. By the above, adults have been forced to adapt digitally
in a fast way to the new generations to carry out adequate
supervision [9].

In this sense, technological progress has allowed the de-
velopment of intervention alternatives that facilitate parental
control processes. Parental control systems are nowadays a
viable alternative for parental intervention in the protection
of adolescents from bullying on social networks. Likewise,
it can help identify and prevent bullying situations, providing
parents with the ability to monitor and control the use of digital
environments and prevent cyberbullying [10]. However, these
apps generally offer features such as monitoring browsing
history, blocking inappropriate websites, monitoring messages
and phone calls, and setting time limits for device use [10].
Hence, there is limited research related to parental performance
in the mechanisms of prevention and intervention in the face
of cyberbullying [11].

Among the limitations of existing applications is that they
do not focus on analyzing the activities that adolescents carry
out on their social networks to determine whether any action
taken against an adolescent is alleged cyberbullying [12].
In this regard, [6] argues that the use of Natural Language
Processing (NLP), as a branch of Artificial Intelligence (AI),
in applications for parental control, is part of the technological
innovation of recent times in the field of online protection.
Among its potentialities is the ability to understand and process
human language with high levels of similarity to that of people.
Over the last few years, it has been applied in social network
analysis to identify topics, sentiments, and other characteristics
of natural text [13]. In addition, it contains a variety of tools
and techniques to extract valuable information in large vol-
umes of texts, identify trends, and determine opinion patterns,
preferences, and user behaviors [14]. These techniques find
functionality through the creation of algorithms that allow the
analysis of specific information and obtaining accurate results
in real-time [15]. One such tool is the Latent Semantic Anal-
ysis (LSA) method, which uses mathematical and statistical
techniques to create a numerical representation of words and
documents in a corpus. This numerical representation allows
patterns to be identified in the way words are used in different
documents and how they are related to each other [16], [17].

Despite its innumerable advantages, the documentary re-
view evidences a limited availability of NLP applications
developed to detect cyberbullying in the Spanish language.
Likewise, NLP uses the LSA method for the identification of
semantic patterns and relationships in sets of texts. Although
the usefulness of LSA has been demonstrated in different
NLP applications and has significant contributions in language
pattern identification, topic detection, sentiment analysis, and
language variant detection; its use in cyberbullying detection
applications in social networks is also limited. According to
[18], LSA is useful in a wide variety of applications, because

of its ability for information retrieval, automatic document
classification, topic clustering, and content recommendation.
In addition, it is used in the construction of search engines to
identify relevant information in large text datasets.

Attention to such, this paper presents the results of the
research developed to analyze, design, and implement an
application based on NLP for the prevention of presumptive cy-
berbullying in the social networks of Ecuadorian adolescents.
As a contribution, a multiplatform application for parental
control based on NLP in Spanish and using the Latent Seman-
tic Analysis method is presented. The proposal responds to
the need to protect Spanish-speaking adolescents from online
cyberbullying and the scarce production of solutions based
on these technologies in Spanish. Taking advantage of the
potential of NLP and semantic analysis made it possible to
develop an effective tool to detect and prevent cyberbullying
in the linguistic and cultural context of the Spanish language,
giving parents and guardians the ability to protect adolescents
in digital environments.

To effectively communicate the findings and contributions
of the study on the multiplatform application of parental
control through Natural Language Processing in the Spanish
language. This paper is organized as follows. In Section II,
we present some studies related to the use of information and
communication technologies for the detection and prevention
of cyberbullying, highlighting the limitations of the most recent
studies. Section III, outlines the methodological components of
the research, as well as the phases guiding the development of
the Intelligent Parental Control System. In the Results Section
IV, the data obtained in the implementation of the mobile and
web applications are detailed. In the Discussion Section V, the
results are interpreted in a broad context of cyberbullying in
social networks, comparing the results of related works with
the challenges for the practical implementation of the designed
application. Finally, in Section VI, conclusions derived from
the study are presented, highlighting the contributions of the
NLP-based application in Spanish for the prevention of pre-
sumptive cyberbullying in the social networks of adolescents.

II. RELATED WORKS

The following are the results of the main research devel-
oped to prevent cyberbullying using advances in Information
and Communication Technologies.

Researchers from the National University of the USA
developed the SafeGuard Web application, intending to detect
dangerous situations in educational institutions based on social
networks [19]. By constantly monitoring publications on social
networks, SafeGuard determines the relationship of the lan-
guage users use with pre-established keywords such as suicide,
death, violence, and so on. When these terms are identified, the
application sends alert messages to the system administration,
thus protecting potential victims from any emotional or physi-
cal harm. SafeGuard’s configuration employs web technologies
with hosting in the cloud environment, allowing login from any
location. In terms of operation, SafeGuard employs IP address-
based access restrictions for client login over the network and
uses a JSON Web token with expiration times. To respond to
client requests, the application uses the HTTPS protocol. The
results of its implementation show the application’s ability to
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detect cyberbullying, threats, or distress situations through the
configuration of monitors or keywords. However, it requires
adding weighting factors to the monitors that favor the search
for particular keywords by the weighting assigned to them.

The authors of the study [20] analyzed the increase in
cyberbullying over the last 15 years, and came up with
BullyScan. It is a novel framework based on natural lan-
guage processing and machine learning with the ability to
identify online bullying automatically with high accuracy
and efficiency. The application employs a logistic regression
algorithm developed from the validation and testing of five
different machine-learning models with the combination of
three datasets of cyberbullying and/or hate speech. The tests
conducted demonstrated 92% accuracy in detecting cyberbul-
lying in real time, evidencing the ability to significantly reduce
cyberbullying rates and increase positivity on social networks,
as well as prevent the consequences of cyberbullying.

On the other hand, [21] proposes a system that employs
PLN and machine learning to detect bullying related to mes-
sages in digital environments in the English language. For
the research, 1651 tweets were collected and applied to a
PLN approach to identify the most offensive terms related
to cyberbullying. Using the obtained dataset, Random Forest
(RF) and Support Vector Machine (SVM) algorithms were
trained. The former outperforms the latter with an accuracy
of 98.5%. The analysis of the results was performed using the
Root Mean Square Error (RMSE) and the Mean Square Error
(MSE). The RF algorithm scored better than the SVM. The
results show the existence of cyberbullying and the need to
address it immediately.

Similarly, the authors [22], agree that cyberbullying is
an extremely prevalent issue at the moment; as access to
social platforms increases, messages of hate, toxicity, and
cyberbullying. In this sense, it is fundamental to generate
mechanisms that guarantee the security of social networks and
that any form of violence or hate crime can be automati-
cally detected. Based on this, they proposed the analysis of
cyberbullying through natural language processing employing
the compression of the use of slang in social networks. As
a result of their research, they achieved greater accuracy in
identifying online harassment situations through experiments
with multiple models such as Bi-LSTM, GloVe, and BERT
and the application of the unique processing technique for
the incorporation of an abusive corpus of slang. The model
demonstrates greater effectiveness than models that do not
contain slang preprocessing.

In a more comprehensive perspective, [23] developed an
NLP tool that uses the social network Twitter as a basis for
the extraction of information related to cyberbullying. The
methodological procedure followed consisted of analyzing a
set of tweets with the SARNA technique and classifying them
based on their content as cyberbullying or neutral. The authors
created a labeling system for people to classify the tweets
using a reliability scale from 1 to 4, where ratings 1 and
2 indicate that they are non-cyberbullying tweets, while 3
and 4 refer to tweets with cyberbullying content. For the
classification process, the BERT model was used, which was
trained to identify aggressive, toxic, or threatening comments
with label 1 and neutral comments with label 0. The results
obtained demonstrate the importance of providing an adequate

knowledge base, training the supervised learning model, and
conducting case studies to accurately detect cyberbullying
using NLP techniques; nevertheless, the authors do not detail
the data obtained during the process.

In the same context, the Salesian Polytechnic University
has promoted the development of applications that contribute
to the reduction of the effects of this problem. The authors
in [6], which some authors are also authors of this paper
have deployed a Cyberbullying Prevention System (CPS) in
Spanish based on Natural Language Processing and the use of
Machine Learning techniques such as Naive Bayes, Support
Vector Machine, and Logistic Regression. As in the previously
mentioned research, the social network Twitter was used for
the extraction of the database or corpus. As for the training
process, it consisted of the use of precision metrics, and
corpus sizes with variability. The level of accuracy of the SPC
system was validated with the application in three case studies,
obtaining a 93% of reliability.

Furthermore, according to [24] most of the research devel-
oped to detect bullying on social network platforms is based
on machine learning models that use datasets extracted from
individual social networks. Therefore, they have proposed a
cross-platform data system that uses text collected from posts
made on seven social networks. They propose an annotation
system composed of a series of stages and techniques to
identify posts and hashtags through crowdsourcing, and then
identify posts that require annotation through machine learning
methods. The advantage of the presented model lies in the
possibility of cyberbullying cases and the limitation of the
particular characteristics of the publications, unlike traditional
methods based on post-selection and tagging. The training
process of the models on the diverse dataset evidences a good
performance and allows for an increase in the number of
positive examples with the same amount of resources and the
applicability of the models in different media.

Thus, although research related to cyberbullying has ad-
vanced in recent years, there are still great challenges to be
faced. Among these challenges is the need to address the
issue in a standardized manner [25] and the generation of
applications that consider the linguistic and cultural context in
the automatic detection of situations related to cyberbullying.
In addition, the aforementioned related works differ from our
proposal, since to our knowledge and according to the analysis
of the state of the art, there are no applications proposed at the
international and even more at a local level that use the Latent
Semantic Analysis method for the detection and prevention
of cyberbullying in social networks. In Table I, we present
a comparative analysis of the cyberbullying detection studies
presented before and we have included the present research.

III. PARENTAL CONTROL MULTIPLATFORM SYSTEM FOR
THE PREVENTION OF CYBERBULLYING

The methodological framework followed for this research
was based on the principles of applied research whose purpose
is to contribute to the solution of society’s problems through
the application of knowledge and tools of a specific scientific
discipline. In this sense, the research is focused on the (a)
design and (b) implementation of a multiplatform system based
on Natural Language Processing for the prevention of pre-
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TABLE I. COMPARATIVE ANALYSIS OF CYBERBULLYING DETECTION STUDIES HIGHLIGHTING METHODOLOGIES, KEY FEATURES, OUTCOMES, AND
UNIQUE CONTRIBUTIONS OF EACH STUDY, INCLUDING THE PRESENT RESEARCH

Study Methodology Key Features Outcomes/Accuracy Unique Contributions

SafeGuard
(Wyne, 2021)

Web application,
keyword monitoring

Cloud hosting,
IP address restrictions,
HTTPS protocol

Effective in detecting cyberbullying
via keyword monitoring

Focus on educational institutions,
requires keyword weighting

BullyScan
(Shrimali, 2022)

NLP & ML,
Logistic Regression

Combination of three datasets,
real-time detection 92% accuracy High accuracy and efficiency

in real-time detection

Afrifa et al. (2022) NLP & ML,
RF and SVM algorithms

Analysis of 1651 tweets,
RMSE and MSE evaluation 98.5% accuracy with RF algorithm High accuracy,

focus on English language messages

Bhatia et al. (2022) NLP, Bi-LSTM, GloVe, BERT Slang preprocessing,
abusive corpus analysis

High accuracy in identifying
online harassment

Effectiveness in slang and
abusive language detection

Soto et al. (2022) NLP, BERT model SARNA technique,
labeling system for tweets Not detailed Importance of adequate

knowledge base and training
CPS
(Leon Paredes, 2019)

NLP & ML, Naive Bayes,
SVM, Logistic Regression

Twitter data extraction,
precision metrics 93% reliability Focus on Spanish language,

high reliability

Van et al. (2020) Cross-platform data system, ML Posts from seven social networks,
crowdsourcing annotation Good performance Cross-platform applicability,

diverse dataset

Present study NLP & LSA,
cosine similarity analysis

Focus on Spanish language,
multiplatform application,
analysis of Facebook, Ask.fm,
and Twitter

46% with negative texts and
6.71% with positive texts

Unique use of LSA for
cyberbullying detection in Spanish

sumptive cyberbullying in the social networks of adolescents
focused in the city of Cuenca - Ecuador.

On the one hand, we detail some important points related to
the (a) design of the Parental Control Multiplatform System for
the Prevention of Cyberbullying based on NLP. To implement
an accurate design, we need to know how young people (stu-
dents between 18 and 24 years old) of the Salesian Polytechnic
University use digital media to determine the main problems of
cyberbullying in social networks in our local context. Hence, a
structured survey called “Survey of Safety and Cyberbullying
in Social Networks” was applied. The survey consisted of 20
items with dichotomous and polytomous response options. The
instrument with the questions was applied to 133 students
enrolled in the Computer Science program. The size of the
probabilistic sample was defined considering Eq. (1) for a finite
population. The total population was 5,576 on-campus students
from all UPS courses. The procedure for the selection of the
sample is indicated below,

n =
Nσ2Z2

(N − 1)e2 + σ2Z2
(1)

where, n, is equal to the size of the sample; N, is equal to
the size of the population; σ, is equal to the standard deviation
of the population, when a value is not available the constant
value of 0.5 is used; Z, is obtained by confidence levels, in
case of not having a value 95% of confidence is placed and
this is equivalent to 1.96 (it is the one commonly used); e,
is equal to the acceptable limit of the sampling error, when a
value is not available a range from 1% (0.01) and 9% (0.09)
is used, this value depends on the interviewer.

The process of tabulating the results obtained through the
survey was crucial within the methodology proposed for the
design of the Parental Control Multiplatform System, so we
highlight the most important results below. The analysis of the
results shows that 88% of the participants are between 18 and
24 years of age, 86% are male, and 100% use social networks.
Regarding the use of social networks by the participants, 9%
stated that they use social networks to meet new people, while
37% use them for entertainment, 16% to communicate with
people who live in different places, 36% to communicate with

friends, family, acquaintances, among others, and only 2%
responded that they use the networks for other situations such
as business. The data obtained show that most of the young
students surveyed use social networks to communicate with
other people.

Furthermore, when participants were asked about the time
they spend using social networks, 2% use social networks for
less than one hour, 31% use them for one to two hours a day,
41% use them for three to four hours a day, 17% use them for
five to six hours a day, 4% use them for seven to eight hours
a day, and 5% use social networks for more than nine hours
a day. In this sense, it is evident that most of the participants
use social networks for several hours during the day. Regarding
the most used social networks, 23% of the participants stated
that they use WhatsApp, 22% use Facebook, 8% use Twitter,
1% use Tumblr, 23% use YouTube, 20% use Instagram, and
3% use Pinterest. Thus, the majority of the surveyed students
mostly use social networks such as WhatsApp, Facebook,
YouTube, and Instagram.

An important fact to be considered is that 46% of par-
ticipants confirm having received cyberbullying messages. Re-
garding the social networks in which they have sent, known, or
received messages of cyberbullying, 15% indicate WhatsApp,
38% indicate Facebook, 4% indicate Twitter, 11% indicate
Instagram, 1% indicate that Snapchat, Tinder, and Badoo are
social networks where this type of problem happens, 2%
indicate that YouTube is the social network where messages
of cyberbullying are sent, known or received, 1% indicate that
in no social network this problem happens, and 27% did not
respond. Thus, most of the participants who send, know, or
receive cyberbullying messages have received it at least once
on any of the social networks WhatsApp, Facebook, Instagram,
Twitter, Snapchat, Tinder, and YouTube. Finally, it is important
to highlight that 95% of participants say that if they had a
computer tool to prevent and detect cyberbullying, they would
use it.

Hence, based on this diagnosis, we have determined the
features that the Parental Control Multiplatform System pro-
posed in this paper should have. First, we have designed it
to be used by parents, guardians, teachers, and psychologists,
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Fig. 1. Stages followed for the implementation of the parental control multiplatform system.

among others, and to be aware of the type of information that
adolescents receive through social networks. We have focused
on young people who have initiated using these platforms and
do not have the knowledge to deal with bullying situations.
Also, the Parental Control System was designed to work both
in web environments and mobile devices, through the creation
of a multiplatform system. It is necessary to note that, for web
environments, the application has features that differ from the
version for mobile devices, mainly due to the incorporation of
extra functionalities.

On the other hand, we detail the (b) implementation of the
Parental Control Multiplatform System based on Natural Lan-
guage Processing through the Latent Semantic Analysis (LSA)
method for preventing presumptive cases of cyberbullying in
social networks. The system has been divided into three main
stages, as shown in Fig. 1.

For the first stage of system implementation, we utilize
the Latent Semantic Analysis (LSA) method, which allowed
us to obtain a base training model for detecting cases of
presumptive cyberbullying in several social networks. At this
point, it is important to indicate that this paper is oriented
to the Natural Language Processing of the Spanish language
with an emphasis on social network users from Ecuador. So,
we started by obtaining a Spanish dataset related to cases
of cyberbullying in Ecuador. We need this specific type of
dataset due to the slang used among adolescents. Thus, we
worked with a dataset referred to a previous paper published by
some authors of this work, as shown in the research document
“Presumptive Detection of Cyberbullying on Twitter through
Natural Language Processing and Machine Learning in the
Spanish Language”.

As mentioned in study [6], the dataset is compounded
with a total of 960,578 tweets, of which 416,567 correspond
to presumptive cyberbullying. Then, all the tweet’s text data
was cleaned up by using text processing techniques such as
the removal of stopwords, lemmatizing, and stemming of the
remaining words. After the processing of the tweet’s text data,
we constructed the Term-by-Document matrix, and then we
reduced this matrix to 300 k dimensions by applying the
Singular Value Decomposition (SVD) truncated method [26].

At this point, it is important to clarify how we used
the Latent Semantic Analysis method for the presumptive
detection of cyberbullying. As mentioned, we employed a
dataset of 416,567 tweets with plausible cyberbullying, and
544,011 tweets with no presumptive cyberbullying to train
our knowledge base. Then, each comment of a post made on
the social network of the adolescent is compared against the
trained dataset (cyberbullying, and no cyberbullying). There-
fore, a similarity value is obtained for each trained document
from the dataset versus the comment post issued on the social
network. Next, these values are ordered from highest to lowest.
We left with the top 10 values, to subsequently obtain a general
similarity value of the comment posted on the social network
by applying the following equation,

SimPos =

∑10
i=1 SimDoci

10
(2)

where, SimPos is equal to the general similarity of the
comment posted on the social network, SimDoc is equal to
the similarity obtained between each document of the trained
dataset and the comment posted on the social network. Finally,
the value of SimPos is then evaluated between the general
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similarity obtained of the trained dataset with presumptive
cyberbullying and the trained dataset with no presumptive
cyberbullying, which allows us to determine whether the
comment post contains presumptive cyberbullying or not. For
our case studies, if the general similarity of the trained dataset
with presumptive cyberbullying is greater than the general
similarity of the no presumptive cyberbullying dataset, then
it can be inferred that the comment contains presumptive
cyberbullying.

In the second stage of the implementation of the Parental
Control Multiplatform System, we crawled the text data from
social networks, in this case, Twitter, Facebook, and AskFM.
First, the system needs the credentials of the Facebook and
AskFM social network user, to extract the text interaction of
its account. Thus, for these cases, we utilized frameworks,
that can automate the web browser navigation throughout the
execution of programming scripts. However, for the case of
Twitter, we used the official API, which can permit us to
extract the text tweet data of a specific user when its account is
public. Hence, for this case, we don’t need the user credentials,
only a key API consumer of a Twitter developer account.

Moreover, the data crawled from the social network has
to be extracted constantly to detect them as soon as possible
the presumptive cyberbullying. Consequently, we proposed and
developed automated tasks on the server side to extract the
social network text data using the crawlers specified in the
previous paragraph. These automated tasks can be executed
hourly, daily, weekly, or monthly depending on the configura-
tion each user makes on the system.

In the last stage, we developed the multiplatform (progres-
sive web and mobile) system. Some of the functionalities cre-
ated have been focused on registering new users, authenticating
and authorizing user accounts, recovering account passwords,
registering and authorizing the credentials of the adolescent’s
social network accounts, crawling the text data from the
registered and authorized social network accounts, scheduling
when the text data is extracted, and presenting the analysis
results of the presumptive or not cyberbullying, as shown in
Fig. 2, and 4. In addition, as part of raising awareness of the
cyberbullying problem, we added some relevant documentation
(articles, videos, and psychologist experts’ contacts), as shown
in Fig. 3.

Finally, taking into account these three phases in the
implementation of the Parental Control Multiplatform System,
its “normal” functionality is explained in greater detail below.
Then, as a first step, the parent or guardian responsible for
the child or adolescent must register as a user within the
system, for which personal information such as identification
number, full name, address, telephone, email, and password are
requested. Next, they must go through a process of verification
of their personal data, for which an email is sent to the guardian
indicating the steps for activating their account in the system.

With these previous steps completed, the new user will be
able to log in and then have the option of registering different
social network accounts of his/her tutored. At this point, it is
important to indicate that, when registering Facebook and ASK
FM social network accounts, the username and password of the
adolescent’s account must be entered so that this information is
sent to the crawlers and the text information can be extracted.

Fig. 2. Graphical user interface of the functionalities that the user of the
parental control multiplatform system has access to.

Fig. 3. Graphical user interface of the relevant documentation related to
cyberbullying presented in the parental control multiplatform system.
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Fig. 4. Graphical user interface of the list of publications from the social
network adolescents’ accounts in the parental control multiplatform system.

Once the corresponding user and account registrations have
been made, the frequency of analysis to be performed on the
accounts can be configured. This analysis can be hourly, daily,
weekly, or monthly and is done through automated tasks on the
server side. However, there is the possibility that the user from
the system can run a scan at any time. This allows the web
services to be consumed to extract the information from the
social networks, and subsequently analyze them. Regardless of
which of the two analysis options is selected, once the system
completes the analysis, a message is sent to the user’s email
indicating that the analysis is complete.

IV. RESULTS

Below, we present the results of the experiments carried
out with the Parental Control Multiplatform System for the
prevention of presumed cases of cyberbullying.

A. Results of the Analysis of Accounts from Different Social
Networks using the Latent Semantic Analysis Method

This sub-section presents the results of the analysis of
social network accounts that have been specifically selected
for testing and validation. The objective of these experiments
is to test the performance of the LSA method. So, these
selected accounts have published content considered as alleged
harassment, even some accounts belonging to a well-known
case in Cuenca - Ecuador, where the implicated user faced
legal problems and is currently serving a sentence. On the
other hand, accounts of public figures that publish messages of
peace and love considered as “without harassment” have been
used. The validation procedure consisted of first extracting the

information from the social network accounts and then analyz-
ing this information using the LSA method. As a final phase,
the results were presented with the percentage of similarity,
both in texts with presumptive cyberbullying (negative) and
without presumptive cyberbullying (positive) as can be seen in
Fig. 4, which shows an example of how the analysis results are
presented in the Parental Control Multiplatform System. Then,
for this experiment, two Twitter accounts were analyzed.

For this experiment, two Twitter accounts were analyzed.
In the first account, we analyzed posts issued by a known user
in the city of Cuenca - Ecuador who committed serious crimes
against adolescent women, and his main communication media
were social networks, where he hooked his victims, for which
he faced legal problems and is currently serving a sentence.
In this first account analyzed, although the total value of
the similarity of “positive” texts prevailed over “negative”
texts, the algorithm evidences the existence of texts with
assumed cyberbullying as some examples can be seen in Table
II. The analysis reveals the ability of the Parental Control
Multiplatform System designed to identify terms that suggest
harassment, manifested through swearing, insults, words with
high levels of aggressiveness or derogatory phrases, and even
threats. An example of a threat identified by the algorithm
is the phrase “a cada PUERCA le llega su carnival”, which
means in English “every PIG has its own carnival”. It should
be noted that in the local context, a carnival is a local holiday
where families come together to eat a pig. Therefore, in this
post, the user refers to his victims as animals. In this sense,
the documentary review argues that it is completely normal
for a social network stalker to use phrases with insinuations
to threaten his victim [25]. This is because, cyberbullying
can take different forms, including spreading rumors, posting
humiliating comments, or direct threats, among others. The
insinuations can be used as a form of psychological harassment
[27], which seeks to destabilize the victim and make them feel
uncomfortable or insecure.

Likewise, the phrase “When you are cold look for me”,
detected by the algorithm as a form of cyberbullying, might
seem like an innocent offer, but it is designed to make the
victim feel observed or surveilled. This is explained by the
fact that in some cases, the cyberbully may use subtle or
indirect language to avoid detection by security filters or by the
victim’s parents and guardians [28]. These insinuations may
seem harmless or even flattering at first glance. Therefore, the
difference between the percentage of negative and positive text
is minimal. Nevertheless, the system determines that it is a
threatening or intimidating message that should alert parents
or guardians.

The second Twitter account analyzed was the account
of Pope Francis, Supreme Pontiff of the Catholic Church;
to establish a comparison of the percentages of similarity
between the analyzed account with presumed cyberbullying
publications and the @Pontifex es account. As shown in Table
III, the percentage of similarity of “positive” text is well above
the “negative” text. This indicates that there is a minimal per-
centage of text linked to cyberbullying. The Parental Control
Multiplatform System developed in this proposal has obtained
alarms from this account on posts where terms such as “war”,
“weapons”, “pain”, and “hurt” appear. In this sense, although
the main function of the LSA method is to identify patterns
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TABLE II. SAMPLES OF THE RESULTS OBTAINED BY THE ALGORITHM OF THE PARENTAL CONTROL MULTIPLATFORM SYSTEM WHEN ANALYZING THE
FIRST TWITTER ACCOUNT OF THE USER WHO HAS BEEN SENTENCED IN THE CITY OF CUENCA - ECUADOR FOR CRIMES WHERE SOCIAL MEDIA WAS HIS

MAIN COMMUNICATION MEDIA

QUERY % SIMILARITY
NEGATIVE TEXT

% SIMILARITY
POSITIVE TEXT CYBERBULLYING?

Ustedes no son nada mas que P”t’s Del Cabaret, 35.45 11.07 Yes
Prefiero que sean p”t’s pero no mentirosas 46.59 06.71 Yes

Una zorra se merece tu ver..@,,, Una dama tu corazón! 19.17 11.30 Yes
En el cielo se guardan nuestros secretos, 29.12 51.20 No

Hasme el amor pero de tu vida, 09.31 17.25 No
Aprecia lo que la vida te da, porque no te da dos veces,,, 17.14 18.04 No

Cuando tengas frı́o búscame, 27.55 25.26 Yes
Aprecia lo que la vida te da, porque no te da dos veces,,, 17.14 18.04 No

Si te estorba la virginidad yo soy experto en
curar esos males y estorbos, 11.16 10.79 Yes

A cada PUERCA le llega su Carnaval 14.97 8.11 Yes
Lo que aprendı́ de Mario Bross es que mientras

mas moneditas tengas, es más fácil llegar a la princesa, 13.00 17.53 No

No confı́o en tus palabras, que se las lleve el
viento muy lejos del lugar en el que yo me encuentre, 07.18 09.94 No

Tienes que saber diferenciar para que te querı́a,
para amarte o solo para TIRARTE, Y siempre

fuiste lo SEGUNDO,,,
30.55 42.61 No

and semantic relationships between words and documents in
a text corpus, it is important to keep in mind that latent
semantic analysis is not always able to capture the full context
and emotional connotations of a text [16], [17]. Therefore, it
becomes necessary to critically read the analysis and consider
the full context before drawing conclusions.

Another experiment conducted in this research was with
the Ask.fm social network, a question-and-answer-based social
platform that allows users to interact anonymously or in an
identity-based mode. This platform was launched in 2010 and
has become very popular among teenagers and young adults
as a way to ask funny, curious, or personal questions to friends
and strangers. To validate the algorithm of the Parental Control
Multiplatform System, two Ask.fm accounts were created. The
first account created has username mapesystems2, and is an
account that has been created to disseminate messages with
pretended harassment, as can be seen in Fig. 5. In this account,
the total similarity value of “negative” texts was well above the
similarity of “positive” texts, which evidences a large number
of texts with presumptive cyberbullying.

The second analyzed account of the Ask.fm social network
belonged to the user mapesystems4344, which was also created
to validate the algorithm of the Parental Control Multiplatform
System, and unlike the previous account, its objective consisted
of posting messages without “much” presumed harassing con-
tent, as can be seen in Fig. 6. Unlike the first analyzed account,
in this account, the total value of “positive” text similarity pre-
vails over “negative” text similarity. This indicates that in this
account there is a lower amount of texts with cyberbullying.

B. Expert Validation of the Parental Control Multiplatform
System

It is important to mention that, for the validation process,
the collaboration of psychologists, and specialists in the area
of cyberbullying, as well as students and parents or guardians
was requested. For the validation of the Web application, first,
an explanation of the system’s functionalities was given user
registration; social network account creation, validation; anal-
ysis, and detection of presumptive cyberbullying; among other

Fig. 5. Sample messages posted on the Ask.fm social network by the user
mapesystems2.

functionalities. Once the whole process was explained, the fol-
lowing link https://cloudcomputing.ups.edu.ec/controlParental/
was sent to them so that they could interact with the system and
perform the cyberbullying analysis on different social network
accounts.

Once the presentation and validation of the web applica-
tion were finished, the functionalities available in the mobile
application were explained, such as viewing the results of
the analyzed accounts, checking account information, and
updating user data. After the demonstration, the psychologist
and the guardians downloaded1 the mobile application from the
Google Play Store. To assess the effectiveness and adequacy
of our mobile and web applications in detecting suspected
cyberbullying cases, a group of experts conducted testing.
Following this, we distributed a questionnaire to a diverse

1At the moment of writing this paper and after being published for several
months, the application has been unpublished due to Google’s policies.
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TABLE III. SAMPLES OF THE RESULTS OBTAINED BY THE ALGORITHM OF THE PARENTAL CONTROL MULTIPLATFORM SYSTEM WHEN ANALYZING THE
@PONTIFEX ES TWITTER ACCOUNT

QUERY % SIMILARITY
NEGATIVE TEXT

% SIMILARITY
POSITIVE TEXT CYBERBULLYING?

“La oración es el centro de la vida, Si hay oración, también
el hermano, la hermana, se vuelve importante, Quien adora
a Dios, ama a sus hijos, Quien respeta a Dios, respeta a los

seres humanos,” #AudienciaGeneral@Pontifexes, 2012,

18.02 24.26 No

“La pertenencia a Cristo y el estilo de vida que se deriva
de ella no aı́slan al creyente del mundo; por el contrario, lo
hacen protagonista de un servicio de amor en favor del bien

común,” @Pontifexes, 2012

25.12 36.93 No

“¿Una decisión valiente? Destinar el dinero utilizado para
las armas a un “Fondo mundial” para acabar con el hambre,

Esto evitarı́a muchas guerras y la emigración de muchos
hermanos y hermanas nuestras de los paı́ses más pobres,

#JornadaMundialAlimentación” (@Pontifex es, 2012)

14.45 13.73 Yes

“Es tiempo de suscribir un pacto educativo global por
y con las jóvenes generaciones, un pacto que comprometa a
familias, comunidades, escuelas, universidades, religiones,

instituciones, gobernantes, a la humanidad entera, para
formar personas maduras, #GlobalCompactOnEducation”

@pontifex 2012

, 14.98 22.37 No

“Marı́a, la madre que cuidó a Jesús, también cuida con
afecto y dolor materno este mundo herido,”

(@Pontifex es, 2012)
20.41 14.88 Yes

“El mundo es algo más que un problema a resolver,
es un misterio gozoso que contemplamos con jubilosa

alabanza, #TiempoDeLaCreación #LaudatoSı̀”
(@Pontifex es, 2012)

05.75 07.87 No

Fig. 6. Sample messages posted on the Ask.fm social network by the user
mapesystems4344.

group of 10 users, including parents, guardians, students, and
psychologists. The questionnaire aimed to gather feedback on
the application’s features and determine its overall effective-
ness. The most relevant results of the survey are presented
below.

As evidenced in Table IV, 50% of the surveyed users
consider that how the results of the analyses are presented
in the web application is understandable and 50% consider
that how the results are presented in the application is easy
to understand. This shows that all participants understood and
comprehended how the information is displayed.

Furthermore, Table V shows that 60% of the surveyed

TABLE IV. DOES THE WEB APPLICATION EFFECTIVELY PRESENT THE
ANALYSIS RESULTS IN A CLEAR AND COMPREHENSIBLE MANNER?

Users Answer
Absolutely understandable 5 50%

Easy to understand 5 50%
Absolutely difficult to understand 0 0%

users consider that the mobile application has an excellent
appearance, and 50% consider that it has a good appearance
in terms of colors, images, icons, and visibility. This shows
that all respondents consider that the mobile application has
an adequate appearance and meets their needs.

TABLE V. WHAT DID YOU THINK OF THE APPEARANCE (COLORS,
IMAGES, ICONS, VISIBILITY) OF THE MOBILE APPLICATION?

Users Answer
Excellent appearance 6 60%

Good appearance 4 40%
Bad appearance 0 0%

In that order, users were asked whether they consider
how the results of the analyses are presented in the mobile
application to be understandable. According to the results
presented in Table VI, 60% of the surveyed users consider
it to be understandable and 40% consider it to be easy to
understand. This means that all participants understand and
can comprehend the presentation of the results.

Table VII, shows that 88.9% of surveyed users consider the
security of the application to be excellent and 11.1% consider it
to be regular. This means that most of the participants consider
that both the web and mobile applications have good security
in terms of the information handled, since it is confidential
between each user.
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TABLE VI. DOES THE MOBILE APPLICATION EFFECTIVELY
COMMUNICATE THE ANALYSIS RESULTS UNDERSTANDABLY?

Users Answer
Absolutely understandable 6 60%

Easy to understand 4 40%
Absolutely difficult to understand 0 0%

TABLE VII. HOW SATISFIED ARE YOU WITH THE SECURITY OF THE
APPLICATION?

Users Answer
Excellent 9 88.9%
Regular 1 11.1%

Bad 0 0%

Regarding the ease of use of the application to detect
presumptive cases of cyberbullying, Table VIII, evidences that
70% consider that both the mobile application and the web are
very easy to use and 30% consider that are easy to use. This
means that the majority of participants find the applications
easy to use.

TABLE VIII. HOW SATISFIED ARE YOU WITH THE EASE OF USE OF THESE
APPLICATIONS?

Users Answer
Very easy to use 7 70%

Easy to use 3 30%
Absolutely difficult to use 0 0%

Moreover, when users were asked, how satisfied are they
with the reliability of this application? As Table IX shows, 80%
consider that it is very reliable to use the applications, while
10% consider that it is not very reliable and the remaining
10% consider that it is not reliable to use the applications.
This means that a minimum percentage of surveyed users are
not sure about the reliability of the application.

TABLE IX. HOW SATISFIED ARE YOU WITH THE RELIABILITY OF THIS
APPLICATION?

Users Answer
Very reliable 8 80%

Unreliable 1 10%
Not reliable 1 10%

Finally, users were asked if they would use this appli-
cation daily to keep control over the social networks of the
adolescents or young people they represent to prevent them
from suffering presumptive cyberbullying. Table X, shows
that in response to this inquiry, 80% consider that it does
meet the objective of helping with cyberbullying issues and
20% consider that it meets the objective of helping with
cyberbullying issues regularly.

V. DISCUSSIONS

The review of the literature on the use of new information
and communication technologies to prevent and detect cases of

TABLE X. WOULD YOU USE THIS APPLICATION DAILY TO MAINTAIN
CONTROL OVER YOUR CONSTITUENTS’ SOCIAL NETWORKS AND

PREVENT THEM FROM PRESUMPTIVE CYBERBULLYING?

Users Answer
Yes 9 90%
No 1 10%

cyberbullying in young people and adolescents demonstrates
the current concern to address the problem. The total of
the research consulted is mainly focused on finding effective
solutions for the detection and prevention of cyberbullying in
digital environments, especially in social networks. NLP is one
of the most novel technologies for analyzing and understanding
contextual content generated online and identifying patterns of
cyberbullying, offensive language or abusive content. However,
the consideration of the contextual aspect is a very little
addressed topic. Therefore, the contributions of the present re-
search demonstrate that understanding the context is a relevant
element to accurately detect cases of cyberbullying on digital
platforms.

Tests carried out with the use of two Twitter accounts
demonstrated the efficiency of the Parental Control Multiplat-
form System to extract information from the social network
accounts of adolescents, analyze it using the LSA method,
and generate results with the percentage of similarity, both in
“negative” and “positive” texts, and alert parents or guardians
whether or not there is a presumptive case of cyberbullying.

Unlike the applications developed by [19], [20], [21], [22].
The author in [23], the present research focused on the use of
LSA in the Spanish language to achieve greater precision in the
analysis of the similarities of texts related to cyberbullying in
the context of Ecuadorian adolescents. The research analyzed
demonstrates the efforts made by different countries to protect
adolescents from online cyberbullying and the scarcity of
solutions in Spanish. Thus, it is possible to demonstrate that
the use of LSA allows obtaining an appropriate percentage of
similarity on alleged cases of cyberbullying in social networks
using a knowledge base extracted semi-automatically from
social networks such as Twitter.

In summary, the use of Latent Semantic Analysis for
detecting cyberbullying in Ecuadorian social media has demon-
strated its valuable capabilities, alongside certain inherent
limitations in capturing emotional connotations. LSA’s strength
in identifying explicit aggressive language, as evidenced in
high-profile cyberbullying cases, highlights its utility as a tool
in initial screening processes. However, our experiments also
brought to light the method’s challenges in interpreting more
nuanced emotional contexts. For instance, the misclassification
of contextually complex terms in Pope Francis’s account
illustrates the need for a deeper understanding of emotional
subtleties beyond LSA’s word co-occurrence framework. Also,
the minimal disparities in negative and positive text percent-
ages in certain cases further underscore the importance of
integrating LSA with more context-sensitive methods. Embrac-
ing these limitations as opportunities for improvement, LSA
can be effectively complemented with advanced, emotionally
intelligent algorithms, paving the way for more nuanced and
culturally aware cyberbullying detection systems.
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The validation, functioning, and operability of the Parental
Control Multiplatform System were positively assessed by
representatives and experts in the field of psychology. When
consulted, they stated that the multiplatform application is a
novel tool for identifying possible cases of bullying on social
networks. The multiplatform application to detect suspected
cyberbullying differs from other existing applications because
although they provide parents or guardians with tools to moni-
tor their children’s online activity [29], they are not focused on
analyzing the online activities of adolescents to detect possible
cases of cyberbullying through specific information analysis
techniques and the identification of bullying patterns [10].

In terms of functional requirements, parental control ap-
plications generally offer monitoring of browsing history,
blocking of inappropriate websites, monitoring of messages
and phone calls, and setting time limits for the use of devices
[19]. Unlike these, our designed application is based on Natural
Language Processing using the LSA method, which allows for
establishing search patterns, information retrieval, grouping of
topics, generating alerts and content recommendations [17],
[18].

Regarding the security of the proposed system, it could
be demonstrated that it is a secure platform. It is designed to
protect users’ personal information and comply with privacy
and data security standards. Nevertheless, a very small number
of users stated that they would not use the application fre-
quently to monitor their children’s social network usage. The
tests conducted showed that the application does not present
potential risks in terms of privacy and data security. One of
the major limitations of the apps available for parents and
guardians is that they rely on excessive handling of personal
information, which becomes a risk factor for the safety of
families.

VI. CONCLUSIONS

Nowadays, despite the evolution of information and com-
munication technology, very little importance has been given
to the negative situations that these advances entail. The most
significant issue, and one that is occurring worldwide, has to
do with cyberbullying. Although its effects can be devastating,
especially for young people and adolescents, there are not
many tools or applications aimed at analyzing the activities that
adolescents perform on their social networks and determining
cases of possible harassment on digital platforms given certain
publications, comments, or messages that are inappropriate.

The Parental Control Multiplatform System developed
through Natural Language Processing in Spanish had the ob-
jective of detecting presumptive cases of cyberbullying in the
social networks of the accounts registered in the applications,
based on the extraction of information. With the use of data
mining, it was possible to generate scripts called crawlers to
obtain the information, with the respective authorization of the
person who owns the account.

The content analysis is performed using the Latent Seman-
tic Analysis method. The creation of a semantic space made
it possible to determine the existing similarities between a
harassment dataset, which includes positive and negative texts,
and the information of each social network, with the purpose
of evidencing whether there is alleged cyberbullying.

The Parental Control Multiplatform System provides the
necessary information to the user. In addition to the analysis,
the user is also provided with multimedia content that will
allow him/her to have more information about cyberbullying.
This is because, for many representatives, this is still a new
and unknown topic. The first option is to contact specialists on
the subject, such as psychologists, who can provide guidance
and have the appropriate knowledge and the necessary tools to
cope with this type of situation that could happen to the person
they represent. Another option is to view a list of videos on the
subject and the last option is to review articles on the Internet.

Cyberbullying is a constantly evolving phenomenon and
new technologies and forms of online communication present
new challenges for its investigation and prevention. Therefore,
there is still much to explore and discover about cyberbullying,
especially in relation to newer forms of cyberbullying, such
as cyberbullying through online gaming platforms and next-
generation social networks. Similarly, it is important to note
that cyberbullying has significant impacts on the mental health
and well-being of young people, so more research and efforts
in prevention and treatment are needed.
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Abstract—Facial image generation from textual generation is
one of the most complicated tasks within the broader topic of
Text-to-Image (TTI) synthesis. It is relevant in several fields of
scientific research, cartoon and animation development, online
marketing, game development, etc. There have been extensive
studies on Text-to-Face (TTF) synthesis in the English language.
However, the amount of relevant existing work in Bangla is
limited and not comprehensive. As the TTF field is not vastly
prospected for Bangla language, the objective of this study sets
forth to explore the possibilities in the field of Bangla Natural
Language Processing and Computer Vision. In this paper, a
novel system for generating highly detailed facial images from
textual descriptions in the Bangla language is proposed. The
proposed system named Mukh-Oboyob consists of two essential
components: a pre-trained language model, BanglaBERT, and
Stable Diffusion. BanglaBERT, a transformer-based pre-trained
text encoder, is a language model used to transform Bangla
sentences into vector representations. Stable Diffusion is used
by Mukh-Oboyob to generate facial images utilizing the text
embedding of the Bangla sentences. Moreover, the work uti-
lizes CelebA Bangla, a modified version of the CelebA dataset
consisting of face images, Bangla facial attributes, and Bangla
text descriptions to develop and train the proposed system. This
paper establishes a system for image synthesis with excellent
performance and detailed image outcomes, as evidenced by
a comprehensive analysis incorporating both qualitative and
quantitative measures, leading to the system under consideration
achieving an impressive FID score of 34.6828 and an LPIPS score
of 0.4541.

Keywords—Bangla text-to-face synthesis; Natural Language
Processing (NLP); Bangla NLP; Computer Vision (CV); Generative
Model; stable diffusion; BanglaBERT

I. INTRODUCTION

Diffusion models have emerged to be a useful tool for
generating realistic images in a variety of domains, such as
human faces and natural landscapes. The ability to generate
high-quality images from textual representations has attracted
a lot of attention because of its possible applications in the
development of content, augmented reality, and customized
advertising.

Text-to-image generation is an approach to generating a
picture from a given textual input. TTF is a subsection of TTI
generation in which a human face description is provided and
a facial image is generated based on the description. Compared
to text-to-image generation, creating images of faces is a more
difficult piece of work considering the complexity of facial
features. TTF synthesis has plenty of applications that could
be used, including internet marketing, animation, development
of games, forensic science, and the metaverse. A significant

amount of literature has been penned about the creation of
faces and images from text in recent years, as this field of study
has grown in prominence. Interestingly, a significant proportion
of academics have focused on image creation in the English
language [1].

While substantial progress has been made in the area of
text-to-image synthesis based on the English language, there
is a lack of advanced and enhanced research concerning non-
English languages, particularly Bangla. The Bangla language
presents unique challenges to the synthesis of TTF due to its
unique linguistic and cultural nuances. Facial image gener-
ation from Bangla text requires an extensive knowledge of
the phonological, syntactic, and semantic structures of the
language. To create authentic and culturally relevant facial
portrayals, it is essential to accurately capture the visual
diversity and unique facial features of Bangla-speaking people.

GAN (Generative Adversarial Network)-based models used
for text-to-image synthesis face unstable training, mode col-
lapse and non-convergence intrinsically due to adversarial
training [2]. Diffusion models [3] are more capable of syn-
thesizing realistic images compared to GANs as they seldom
fall into such issues, thanks to a more stable training process.
Vector quantized diffusion models produce better results com-
pared to GAN-based models using diffusion strategy to avoid
error assembling for image synthesis. Moreover, It achieves
improved image generation speed while maintaining excellent
image quality [4].

In the field of text to face synthesis, there is a lack of
extensive research for Bangla language. Therefore, this pa-
per proposes a novel Diffusion-based system, Mukh-Oboyob,
specifically to generate face images from Bangla textual input
to progress TTF generation for the Bangla language. The
objective of the proposed system, Mukh-Oboyob, is to mitigate
an existing void in the domain of TTF generation by addressing
the difficulties associated with generating images with varying
structures, that differ in appearance, and level of detail while
upholding the realism of the images generated from Bangla de-
scriptions that will significantly contribute to the advancement
of the field of Bangla natural language processing.

The suggested system, Mukh-Oboyob, consists of two ma-
jor parts: a pre-trained language model and a latent diffusion-
based model, namely, BanglaBERT and Stable Diffusion 
respectively. BanglaBERT [5] is utilized to learn bi-directional 
contexts from Bangla sentences and extract semantic informa-
tion essential to the text by encoding Bangla descriptions into 
vector representations and performing transformations over 
them in order to extract contextual information. Following
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that, a Stable Diffusion [3] model which is used to synthesize
images from text descriptions. The model is trained and
evaluated following a modified version of the CelebA dataset
[6] called CelebA Bangla [7]. This dataset incorporates 40
facial attributes derived from a semantically accurate Bangla
vocabulary and includes a collection of facial images align-
ing with the 40 corresponding facial attributes. The CelebA
Bangla dataset follows a novel algorithm [7] to create Bangla
textual descriptions of facial images. The evaluation of the
quality, diversity, and accuracy of the generated facial images
is carried out by comprehensive testing and the application
of both quantitative and qualitative evaluation metrics. The
system under consideration achieved an FID (Fréchet Inception
Distance) score of 34.6828 and an LPIPS (Learned Perceptual
Image Patch Similarity) score of 0.4541.

The following sections of the paper are constructed as
follows: Section II contains the literature review. The dataset is
described in Section III. Section IV discusses the methodology
followed by the system. Result Analysis is elaborated in the
Section V. Section VI takes through the discussion whereas
Section VII states the limitations of this work. FInally, Section
VIII draws the conclusion and the references are added at the
end of the paper.

II. LITERATURE REVIEW

In this section, significant studies utilizing generative mod-
els in the field of TTI and TTF synthesis are presented.

A. Text to Image Generation

This section provides a concise overview of a few methods
that are notable and have come across to achieve impressive
results for text-to-image synthesis.

Reed et al. [8] suggested a method of translating single-
sentenced text descriptions directly into image pixels by intro-
ducing a deep convolutional GAN based on text description
embedding compressed using a fully connected layer and
leaky-ReLU activation and text features used to perform feed-
forward inference by the generator and discriminator network
fundamentally demonstrating enhanced text to image synthesis.
In Paper [9], they proposed the use of the Bangla Attentional
Generative Adversarial Network (AttnGAN) to generate high-
quality images from texts through multi-staged processing and
incorporation of specific details in distinct parts of images,
achieving an enhanced inception score on the CUB dataset.

Naveen et al. [10] examined the combination of various
Transformer models and the Attentional GAN (AttnGAN) to
create the AttnGANTRANS architecture to generate images
from texts and validates the effectiveness of the Transformer
models by assessing the performance of generated images
using the Frechet Inception Distance and Inception Score
evaluation metrics. In another work [11], the Cross-Modal
Contrastive GAN (XMC-GAN) for text-to-image synthesis
was proposed which generates images that are well-aligned
with the texts and accomplish significant improvements in
image quality utilizing multiple contrastive losses. Tao et al.
[12] proposed a novel Deep Fusion GAN that generates high-
quality images through a one-stage architecture and uses a
deep fusion block which helps to integrate text and visual
characteristics entirely. In another work by Siddharth et al.

[13], a combination of a GAN-based model and pre-trained
text encoder, Attentional GAN and ROBERTa, respectively,
were used, which resulted in a significant decrease in the
FID score. In paper [14], they used diffusion models for
image synthesis contextual to natural language descriptions
and compared CLIP and classifier-free guidance as guidance
strategies. Saharia et al. [15], presented a text-to-image dif-
fusion model named Imagen that achieved a high level of
photorealism and text and image alignment, leading towards
deep language understanding by using diffusion models along
with large transformer language models for text understanding.

B. Text to Face Generation

This section presents a comprehensive summary of vari-
ous methods that have garnered attention and demonstrated
remarkable outcomes in the field of TTF synthesis.

Deorukhkar et al. [16] employed three GAN-based archi-
tectures, DCGAN, DFGAN, and SAGAN for TTF synthesis.
In this paper they used the CelebA dataset [6] consisting of
celebrity images, Sentence BERT for sentence embeddings to
encode the textual descriptions of the images from the dataset
and compared the results of the three models using IS and
FID evaluation metrics. In another work [17], a GAN-based
two-stream architecture was introduced to generate images
with great quality and diversity. They extracted features from
the images through a Contrastive Language-Image Pre-training
encoder and used Cross-Modal Distillation to align the image
and text features. Xia et al. [18] suggested a novel GAN
architecture, TediGAN, which generates multi-modal images
from text descriptions and proposed a Multi-Modal CelebA-
HQ dataset to evaluate the result and achieve the FID score.
Ayanthi et al. [19], used StyleGAN2 to generate visually
impressive facial images with accurate rendering of the facial
features and utilized BERT for text embedding to generate
high-quality images that align with the text description. Paper
[20] proposed a generative architecture, OpenFaceGAN that
creates facial images from natural language descriptions with
improved inference speed, image quality and efficiency in text
and image alignment. In another paper [21], a novel network
called PixelFace was proposed for TTF synthesis which utilizes
a dynamic parameter-generating method to transform text
features into embeddings for predicting continuous values of
pixels. They validated the experimental results on the MM-
CelebA dataset [18]. Nair et al. [22], suggested the utilization
of diffusion-based models for multi-modal image synthesis
that demonstrated impressive results compared to uni-modal
network.

There had been research work on TTF synthesis for Bangla
language but the images generated by the models were not of
high quality, and the FID score was comparatively poor. Pre-
vious Bangla TTF works were unable to depict some Bangla
facial attributes in synthetic images accurately. Low-quality
image generation and limited consistency between Bangla text
and generated images in the domain of TTF synthesis has
emerged to be the existing gap for Bangla language. Therefore,
the purpose of our paper is to elevate the image quality,
TTI consistency and betterment of FID score for Bangla TTF
synthesis.
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III. DATASET

In this paper, we have used the modified version of the
CelebA dataset [6] (containing celebrity images and English
captions), called CelebA Bangla [7]. The novel algorithm
utilized by the CelebA Bangla dataset to generate Bangla
textual descriptions of facial images was originally introduced
by [7]. The dataset comprises forty facial attributes that have
been extracted from Bangla vocabulary that ensures semantic
accuracy. Additionally, it contains around 202,599 facial im-
ages of size 128×128 of celebrities that correspond to the forty
aforementioned facial attributes. The CelebA Bangla dataset1
is available publicly on Kaggle.

Some of the samples of the CelebA Bangla dataset and text
descriptions from CelebA Bangla are shown in Tables I and
II.

TABLE I. SAMPLES FROM THE CELEBA BANGLA DATASET

IV. METHODOLOGY

A. BanglaBERT

BanglaBERT [5] is an ELECTRA (Efficiently Learning
an Encoder that Classifies Token Replacements Accurately)
transformer language model. Mukh-Oboyob uses BanglaBERT
for obtaining accurate text embeddings from Bangla textual
descriptions. Of all the available pre-trained Bangla text en-
coders, BanglaBERT was chosen for this study due to its
superior performance on a plethora of NLP tasks. BanglaBERT
has its own tokenizer written for the Bangla language, with

1https://www.kaggle.com/datasets/rashikrahmanpritom/celeba-bangla-
dataset

TABLE II. SAMPLE TEXT DESCRIPTIONS FROM CELEBA BANGLA
DATASET

a rich vocabulary and customized tokenization process. Due
to this tokenizer, Bangla text is tokenized properly without
loss of valuable information present in subtle parts of the text.
As shown in Fig. 1, BanglaBERT turns the input text into
tokens Tok1, T ok2, ..., T oKN . These tokens are given to the
ELECTRA model, which comprises of two main components:
Electra embedding layers and 12 Electra layers. An Electra
embedding layer consists of word embedding, position embed-
ding, token type embedding, layer norm and dropout layers.
For the purpose of capturing the semantic meaning of the
tokens, the Electra layers transform the tokens into continuous
vector representations. These representations are fed into 12
Electra layers. Each Electra layer consists of three components:
Electra Self Attention, Electra Intermediate, and Electra Output
layers. Electra layers help the model to capture contextual
information from the input sequence. Electra Self Attention
has two constituents: Electra Attention and Electra Self output.
For capturing dependencies between tokens, the Electra layer
assigns weights by using a Self-Attention mechanism. The
Electra Intermediate layer consists of a dense layer and a
GELU (Gaussian Error Linear Unit) activation to present con-
textual information. The Electra Output layer assists the model
in grasping thematic insight efficiently. Finally, the output
of the 12 Electra layers is a text embedding of dimensions
[num prompts × max length × embedding dim]. Here,
num prompts is the number of prompts/input Bangla textual
descriptions given to the text encoder. max length is the max-
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Fig. 1. Internal layered architecture of BanglaBERT.

imum number of tokens allowed to be given by the tokenizer.
embedding dim represents the embedding dimension of the
embedding layers.

B. Stable Diffusion

Stable Diffusion [3] is based on the latent diffusion model
that produces synthetic images from text input. Stable diffu-
sion mainly comprises a Variational Autoencoder(VAE), some
Schedulers, a Text Encoder, a U-Net Model, and Classifier
Free Guidance. The training and image generation process is
explained briefly below.

Training: The training process of Stable Diffusion is out-
lined in Fig. 2. During the training of Stable diffusion, an input
facial image is passed through the VAE encoder to obtain a
latent vector. As shown in Eq. 1, the latent vector is scaled by a
scaling factor defined in the configuration of the VAE. Scaling
the latent vector allows Mukh-Oboyob to control the amount
of randomness of the probability distribution of synthetic facial
images.

latent vectorscaled = scaling factor×
vae encoder(imageface)

(1)

It is shown in Eq. 2 that the scaled latent vector, a random
noise vector, and timestep are passed to a noise scheduler for
timesteps t = 1....T . This is the Forward Diffusion process. In
this process, the noise scheduler gradually adds noise to the
latent image, thus obtaining a noisy latent vector.

latent vectornoisy =

noise scheduler(latent vectorscaled,

noiserandom, timesteps)

(2)

A Bangla textual description is passed through
BanglaBERT to obtain a text embedding. The Text embedding,
Random noise, and noisy latent vector are fed into the U-Net
for the purpose of predicting a noise vector; as demonstrated
in Eq. 3. The U-Net utilizes its contracting path and expansive
path to better predict a noise vector close to the random noise
previously used in the forward diffusion process.

Noisepredicted = U -Net(Text Embedding,

timesteps, latent vectornoisy)
(3)

The predicted noise and random noise are compared using
Mean Squared Error Loss as defined in Eq. 4. Here, N signifies
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Fig. 2. Training procedure of the stable diffusion model used by Mukh-Oboyob.

the number of rows in the noise vectors. This Loss is back-
propagated through the U-Net to help the U-Net predict better
noise vectors in future iterations.

LossMSE =
1

N

N∑
i=1

(Noiserandom −Noisepredicted)
2 (4)

Image Generation: The Image Generation Phase as de-
picted in Fig. 3 generates synthetic images from Bangla
Text. During the Image Generation or Prompting phase, a
Bangla Text prompt is sent to BanglaBERT to obtain a prompt
embedding. A random latent vector is scaled by following Eq.
5. Here σ is used to control how much noise is added to the
latent text representation.

latent model input =
random latent√

σ2 + 1
(5)

The latent model input, prompt embedding and timestep are
given to the U-Net for predicting Noise in Eq. 6. This Noise
vector is the U-Net’s attempt to produce a latent representation
of the text; which can later be decoded into an image.

Noisepredicted = U -Net(latent model input,

timestep, Text Embedding)
(6)

However, This predicted noise is not satisfactory at
timestep t = T − 1. Therefore, as shown in Eq. 7, the
predicted noise and timesteps are iteratively passed on to the
scheduler which produces another latent vector for timesteps
t = T−1, T−2, T−3, ...., 3, 2, 1. This is the Reverse Diffusion
process.

latent vector = Scheduler(Noisepredicted, timesteps)
(7)

Finally, in Eq. 8, the latent vector achieved at timestep
t = 1 is scaled by a scaling factor defined in the variational
autoencoder’s configuration. This scaling is done to ensure that
the latent vector is normalized and has values in a specific
range, thus helping to improve consistency across a multitude
of samples.

latent vectorscaled =
latent vector

scaling factor
(8)

The scaled latent vector is now passed to the Decoder of the
Variational Autoencoder used in Mukh-Oboyob. As depicted in
Eq. 9, The Decoder produces an image of a face in accordance
to the textual prompt given to the Text Encoder earlier.

imageface = DecoderV AE(latent vectorscaled) (9)
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Fig. 3. Image generation procedure used in stable diffusion of Mukh-Oboyob.

C. LoRA

Fine-tuning the entire Stable Diffusion model can be a
hardware and time-consuming task; often unfeasible in limited
hardware and electric power support. Therefore Mukh-Oboyob
uses LoRA (Low-Rank Adaptation) [23] to fine-tune the cross-
attention layers in the U-Net model part of Stable diffusion. Let
the weight matrix of a cross-attention layer be C0. LoRA will
selectively update C0 by using the low-rank decomposition
in Eq. 10. During the training or fine-tuning process, the C0

matrix is not updated in the backward pass. Only TA and TB

are updated while training.

C0 +∆C = C0 + TBTA (10)

By significantly reducing the number of trainable param-
eters in the process outlined above, LoRA reduces training
time and VRAM consumption drastically; without causing
noticeable degradation in synthetic image quality.

V. RESULT ANALYSIS

In this section, a comprehensive discussion of the experi-
mental details during training and validation of the proposed
model is provided.

A. Experimental Setup

Stable Diffusion v1-42 was fine-tuned using LoRA on a
single RTX 3060 GPU for developing the proposed system,
Mukh-Oboyob. Stable Diffusion uses a CLIP Text Encoder
[24], which only works for English text inputs. For Mukh-
Oboyob, BanglaBERT’s text encoder and tokenizer was used.
Input image resolution was changed to 128 × 128 to make

2https://huggingface.co/CompVis/stable-diffusion-v1-4

it compatible with the CelebA Bangla dataset. Furthermore,
CLIP tokenizer has a maximum sequence length of 77, whereas
the textual descriptions of CelebA Bangla produce upto 150
tokens when tokenized with the BanglaBERT tokenizer. When
tokenized with max length = 77, BanglaBERT’s tokenizer
discards significant parts of the Bangla text. Therefore, for
compatibility issues, the maximum sequence length was set
to 150 in the proposed system, Mukh-Oboyob. The batch size
was set to 16. an initial learning rate of 10−4 was used. The
constant scheduler was chosen as the learning rate scheduler.
Number of warmup steps was set to 0 for the learning rate
scheduler. The hyperparameters for the Adam optimizer used
are: β1 = 0.9, β2 = 0.9, weight decay = 10−2, ϵ = 10−8.
The dimension of the LoRA update matrices was set to 4
for training the proposed method, Mukh-Oboyob. A Varia-
tional Autoencoder3 trained with Exponential Moving Average
weights was used during prompting Mukh-Oboyob.

B. Qualitative Analysis

As shown in Fig. 4, Mukh-Oboyob produces images with
far better quality and diversity compared to previous GAN
methods. The synthetic images produced by Mukh-Oboyob
are more semantically aligned with the Bangla textual de-
scriptions of faces. Almost all facial attributes written in the
input textual descriptions are accurately depicted in the corre-
sponding images produced by Mukh-Oboyob. This shows that
BanglaBERT successfully provided meaningful text embed-
dings which were properly comprehended by Stable Diffusion.

The effect of the hyperparameter called number of infer-
ence steps was explored in Fig. 5. With only 1 inference step,
a noisy image is produced. While inference steps increase,
inference time and image quality also increase. Regardless of

3https://huggingface.co/stabilityai/sd-vae-ft-ema
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Fig. 4. Comparison of generated images between previous GAN methods and Mukh-Oboyob for different bangla captions.

the number of inference steps, VRAM consumption stays the
same.

C. Quantitative Analysis

Mukh-Oboyob achieves state-of-the-art quantitative results
on the performance metrics outlined in [7], overcoming pre-
vious GAN-based results, as numerically proven in Table III.
All performance metrics were computed on 10,000 synthetic
images, as practiced in various studies. FID is a widely used
performance metric for evaluating the quality and diversity of
generated images. Mukh-Oboyob achieves a better FID score
of 34.6828 compared to the other models by a large margin.
Although Inception Score(IS) is a metric used for assessing
the quality and diversity of generated images, it is criticized
in existing literature for having sensitivity to dataset bias,
lack of semantic coherence, and limited applicability to differ-
ent domains. Mukh-Oboyob achieves a competitive Inception
Score of 11.3721, as shown in Table III. Learned Perceptual
Image Patch Similarity(LPIPS) is an excellent domain agnostic
performance metric for image synthesis which correlates very
well with human perception. The proposed model, Mukh-
Oboyob also achieves a much better LPIPS score compared
to DCGAN and DFGAN. Face Semantic Similarity (FSS)

and Face Semantic Distance(FSD) are used for comparing
the similarity and dissimilarity of generated and real faces.
Although FSS and FSD are relevant to the TTF domain, they
are not widely recognized or established metrics. Nevertheless,
Mukh-Oboyob achieves a competitive FSS and FSD score as
shown in Table III.

TABLE III. COMPARISON OF PERFORMANCE METRICS BETWEEN
MUKH-OBOYOB AND PREVIOUS METHODS

Model FID ↓ IS ↑ LPIPS
↓

FSD ↓ FSS ↑

Bangla fasttext +
DCGAN [7]

126.71 12.3607 21.8291 20.2385 0.3427

sbnltk sentence
transformer gd +
DFGAN [7]

155.1593 4.78246 3.2216 20.3697 0.4203

Mukh-Oboyob
(BanglaBERT +
Stable Diffusion)

34.6828 11.3721 0.4541 24.8942 0.0528

Fig. 6 depicts the decreasing MSE loss at each epoch
during the training of the proposed method, Mukh-Oboyob.
At each epoch, there were 12630 updates; so each epoch was
very time-consuming.
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Fig. 5. Effect of inference steps on the quality of generated images.

Fig. 6. MSE loss at different epochs of training the proposed Mukh-Oboyob
model.

VI. DISCUSSION

Developing a system that performs well and combines
state-of-the-art models on limited hardware to a new domain
requires a significant amount of background knowledge and
experience. The evaluation of generative models is prone to
subjectivity and lack of a clear ground truth [2]. Despite these
adversities, Mukh-Oboyob achieves stellar performance and
establishes a new state of the art in Bangla TTF Synthesis. The
most subtle bangla facial attributes are learned surprisingly by
the proposed model, Mukh-Oboyob.

VII. LIMITATIONS

Even though Mukh-Oboyob achieves never-before-seen
results on Bangla TTF synthesis, it is a bit behind compared
to English TTF models which have achieved single-digit FID
scores. The relatively less advanced performance of Mukh-
Oboyob can be attributed to the lack of a pre-trained model
for Bangla that adequately captures the sophisticated details of
the Bangla language, as BERT or GPT captures for English.
Another issue faced by Mukh-Oboyob is that some of the
generated facial images contain dark or blurry eyes. Even after
using a pre-trained VAE aimed at solving this issue, a few

images are still synthesized with dark eyes. This is an open
research problem.

VIII. CONCLUSION

This paper proposes a novel system, Mukh-Oboyob for
producing images of faces from Bangla Textual input. Mukh-
Oboyob uses BanglaBERT as a Text Encoder and Stable
Diffusion for image generation. The proposed Mukh-Oboyob
model was trained and evaluated on the CelebA Bangla dataset.
Mukh-Oboyob achieves a state-of-the-art FID score of 34.6828
and an LPIPS score of 0.4541. A limitation of this work
is that the performance of Mukh-Oboyob is relatively lower
compared to state-of-the-art English TTF models. Another
limitation of Mukh-Oboyob work is that this work suffers from
lack of established performance metrics for evaluation of the
facial features of synthetic facial images. An interesting avenue
of future work can be generating more diverse and realistic
facial images from captions of other languages(Arabic, Hindi,
Spanish, etc.).

ACKNOWLEDGMENT

We are grateful to the Institute of Energy, Environment,
Research, and Development (IEERD, UAP) and the University
of Asia Pacific for their financial support. We extend our
sincerest gratitude to Md Shopon for his inspiration and
insights. We thank A. Faiyaz for technical assistance.

REFERENCES

[1] N. G. Nair, W. G. C. Bandara, and V. M. Patel, “Unite and conquer: Plug
& play multi-modal synthesis using diffusion models,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2023, pp. 6070–6079.

[2] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley,
S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial net-
works,” Communications of the ACM, vol. 63, no. 11, pp. 139–144,
2020.

[3] R. Rombach, A. Blattmann, D. Lorenz, P. Esser, and B. Ommer,
“High-resolution image synthesis with latent diffusion models,” in
Proceedings of the IEEE/CVF conference on computer vision and
pattern recognition, 2022, pp. 10 684–10 695.

[4] S. Gu, D. Chen, J. Bao, F. Wen, B. Zhang, D. Chen, L. Yuan, and
B. Guo, “Vector quantized diffusion model for text-to-image synthesis,”
in Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, 2022, pp. 10 696–10 706.

www.ijacsa.thesai.org 1399 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

[5] A. Bhattacharjee, T. Hasan, W. Ahmad, K. S. Mubasshir, M. S.
Islam, A. Iqbal, M. S. Rahman, and R. Shahriyar, “BanglaBERT:
Language model pretraining and benchmarks for low-resource language
understanding evaluation in Bangla,” in Findings of the Association
for Computational Linguistics: NAACL 2022. Seattle, United States:
Association for Computational Linguistics, Jul. 2022, pp. 1318–1327.
[Online]. Available: https://aclanthology.org/2022.findings-naacl.98

[6] Z. Liu, P. Luo, X. Wang, and X. Tang, “Large-scale celebfaces attributes
(celeba) dataset,” Retrieved August, vol. 15, no. 2018, p. 11, 2018.

[7] N. M. K. Arnob, N. N. Rahman, S. Mahmud, M. N. Uddin, R. Rah-
man, and A. K. Saha, “Facial image generation from bangla textual
description using dcgan and bangla fasttext,” International Journal of
Advanced Computer Science and Applications, vol. 14, no. 6, 2023.

[8] S. Reed, Z. Akata, X. Yan, L. Logeswaran, B. Schiele, and H. Lee,
“Generative adversarial text to image synthesis,” in International con-
ference on machine learning. PMLR, 2016, pp. 1060–1069.

[9] M. A. H. Palash, M. A. Al Nasim, A. Dhali, and F. Afrin, “Fine-
grained image generation from bangla text description using attentional
generative adversarial network,” in 2021 IEEE International Conference
on Robotics, Automation, Artificial-Intelligence and Internet-of-Things
(RAAICON). IEEE, 2021, pp. 79–84.

[10] S. Naveen, M. S. R. Kiran, M. Indupriya, T. Manikanta, and P. Sudeep,
“Transformer models for enhancing attngan based text to image gener-
ation,” Image and Vision Computing, vol. 115, p. 104284, 2021.

[11] H. Zhang, J. Y. Koh, J. Baldridge, H. Lee, and Y. Yang, “Cross-modal
contrastive learning for text-to-image generation,” in Proceedings of
the IEEE/CVF conference on computer vision and pattern recognition,
2021, pp. 833–842.

[12] M. Tao, H. Tang, F. Wu, X.-Y. Jing, B.-K. Bao, and C. Xu, “Df-
gan: A simple and effective baseline for text-to-image synthesis,” in
Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, 2022, pp. 16 515–16 525.

[13] M. Siddharth and R. Aarthi, “Text to image gans with roberta and
fine-grained attention networks,” International Journal of Advanced
Computer Science and Applications, vol. 12, no. 12, 2021.

[14] A. Nichol, P. Dhariwal, A. Ramesh, P. Shyam, P. Mishkin, B. McGrew,
I. Sutskever, and M. Chen, “Glide: Towards photorealistic image gen-
eration and editing with text-guided diffusion models,” arXiv preprint
arXiv:2112.10741, 2021.

[15] C. Saharia, W. Chan, S. Saxena, L. Li, J. Whang, E. L. Denton,
K. Ghasemipour, R. Gontijo Lopes, B. Karagol Ayan, T. Salimans
et al., “Photorealistic text-to-image diffusion models with deep language
understanding,” Advances in Neural Information Processing Systems,
vol. 35, pp. 36 479–36 494, 2022.

[16] K. Deorukhkar, K. Kadamala, and E. Menezes, “Fgtd: Face generation
from textual description,” in Inventive Communication and Computa-
tional Technologies: Proceedings of ICICCT 2021. Springer, 2022, pp.
547–562.

[17] J. Sun, Q. Deng, Q. Li, M. Sun, M. Ren, and Z. Sun, “Anyface: Free-
style text-to-face synthesis and manipulation,” in Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2022, pp. 18 687–18 696.

[18] W. Xia, Y. Yang, J.-H. Xue, and B. Wu, “Tedigan: Text-guided
diverse face image generation and manipulation,” in Proceedings of
the IEEE/CVF conference on computer vision and pattern recognition,
2021, pp. 2256–2265.

[19] D. Ayanthi and S. Munasinghe, “Text-to-face generation with style-
gan2,” arXiv preprint arXiv:2205.12512, 2022.

[20] J. Peng, H. Pan, Y. Zhou, J. He, X. Sun, Y. Wang, Y. Wu, and R. Ji,
“Towards open-ended text-to-face generation, combination and manip-
ulation,” in Proceedings of the 30th ACM International Conference on
Multimedia, 2022, pp. 5045–5054.

[21] J. Peng, X. Du, Y. Zhou, J. He, Y. Shen, X. Sun, and R. Ji, “Learning
dynamic prior knowledge for text-to-face pixel synthesis,” in Proceed-
ings of the 30th ACM International Conference on Multimedia, 2022,
pp. 5132–5141.

[22] N. G. Nair, W. G. C. Bandara, and V. M. Patel, “Unite and conquer: Plug
& play multi-modal synthesis using diffusion models,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2023, pp. 6070–6079.

[23] E. J. Hu, Y. Shen, P. Wallis, Z. Allen-Zhu, Y. Li, S. Wang, L. Wang, and
W. Chen, “LoRA: Low-rank adaptation of large language models,” in
International Conference on Learning Representations, 2022. [Online].
Available: https://openreview.net/forum?id=nZeVKeeFYf9

[24] A. Radford, J. W. Kim, C. Hallacy, A. Ramesh, G. Goh, S. Agarwal,
G. Sastry, A. Askell, P. Mishkin, J. Clark et al., “Learning transferable
visual models from natural language supervision,” in International
conference on machine learning. PMLR, 2021, pp. 8748–8763.

www.ijacsa.thesai.org 1400 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

Generate Adversarial Attack on Graph Neural
Network using K-Means Clustering and Class

Activation Mapping

Mr. Ganesh Ingle
Department of Computer Engineering,

Vishwakarma University,
Pune, India

Dr. Sanjesh Pawale
Department of Computer Engineering,

Vishwakarma University,
Pune, India

Abstract—Graph Neural Networks (GNNs) have emerged as
powerful tools for analyzing complex structured data, including
social networks, biological networks, and recommendation sys-
tems. However, their susceptibility to adversarial attacks poses
a significant challenge, especially in critical tasks such as node
classification and link prediction. Adversarial attacks on GNNs
can introduce harmful input graphs, leading to biased model
predictions and compromising the integrity of the network.
We propose a novel adversarial attack method that leverages
the combination of K-Means clustering and Class Activation
Mapping (CAM) to conduct subtle yet effective attacks against
GNNs. The clustering algorithm identifies critical nodes within
the graph, whose perturbations are likely to have a substantial
impact on model performance. Additionally, CAM highlights
regions of the graph that significantly influence GNN predictions,
enabling more targeted and efficient attacks. We assess the
efficacy of state-of-the-art GNN defenses against our proposed
attack, underscoring the pressing need for robust defense mech-
anisms. Our study focuses on countering attacks on GNN net-
works by utilizing K-Means clustering and CAM to enhance the
effectiveness and efficiency of the adversarial strategy. Through
our observations, we emphasize the necessity for stronger security
measures to safeguard GNN-based applications, particularly in
sensitive environments. Furthermore, our research highlights
the importance of developing robust GNNs that can withstand
adversarial attacks, ensuring the reliability and trustworthiness
of these models in critical applications. Strengthening the ro-
bustness of GNNs against adversarial manipulation is crucial for
maintaining the security and integrity of systems that heavily
rely on these advanced analytical tools. Our findings underscore
the ongoing efforts required to fortify GNN-based applications,
urging the research community and practitioners to collaborate
in developing and implementing more robust security measures
for these powerful neural network models. .

Keywords—Graph neural networks; adversarial attacks; K-
Means clustering; class activation mapping; robustness; defense
mechanisms

I. INTRODUCTION

Graph Neural Networks (GNNs) have become indispens-
able tools in the analysis of complex graph-structured data,
with applications ranging from social network analysis to rec-
ommendation systems and bioinformatics. While their ability
to discern intricate relationships within graphs is advantageous,
it also exposes them to potential adversarial attacks. In critical
applications, such as social network analysis, adversarial ma-
nipulations could result in the propagation of misinformation

or compromise user privacy [14,15,32-35]. Similarly, attacks
on user-item interaction graphs in recommendation systems
may lead to the tailored manipulation of content recom-
mendations. In bioinformatics, adversarial perturbations on
molecular interaction networks pose a threat to the accuracy of
predictive models, especially in the identification of potential
drug candidates [17-20]. The security implications outlined
above necessitate a robust defense strategy to safeguard GNNs
in real-world applications. Addressing the identified security
issues becomes imperative to ensure the reliability of GNNs
[23,25-30,36]. The proposed defense approach employs key
metrics such as success rate, transferability, and computa-
tional efficiency for assessment. Preliminary evaluations reveal
competitive success rates, highlighting the method’s efficacy.
Notwithstanding the critical need for GNN security, exist-
ing research falls short in providing comprehensive defense
strategies, especially tailored to the unique challenges posed
by graph data. The primary contribution of this work lies in
introducing a novel adversarial attack methodology specifically
designed for GNNs. This approach integrates K-Means Clus-
tering and Class Activation Mapping to introduce structured
perturbations, offering a distinctive combination of clustering
and node importance information. In the realm of counterat-
tack advancements, where existing methods face limitations
in black box scenarios, the introduction of the k-Clustering
Adversarial Manipulation Approach (CAMA) dataset becomes
crucial. CAMA, designed to be receptive to contrasting exam-
ples, coupled with a novel approach leveraging GNNs, show-
cases promising potential in creating contradictory examples.
This innovation contributes significantly to the development of
more effective and robust counterattack techniques, marking
a crucial advancement in the field of adversarial machine
learning for GNNs.

II. BACKGROUND AND MOTIVATION

The escalating integration of Graph Neural Networks
(GNNs) across various applications has prompted heightened
concerns regarding their susceptibility to adversarial attacks.
In the current landscape of research, there is a discernible
dearth in the comprehensive comprehension of adversarial
threats and corresponding defenses specifically tailored for
GNNs. This lacuna underscores the paramount importance of
fortifying GNNs against adversarial exploits to ensure their
robustness in real-world deployment scenarios [2,6,7]. Our
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research endeavors are motivated by the imperative to bridge
the existing gaps in GNN security studies. Departing from
conventional adversarial methodologies, we introduce a pio-
neering approach that intricately employs K-Means Clustering
and Class Activation Mapping (CAM). This innovative amal-
gamation injects a fresh perspective into the realm of structured
perturbations in GNNs, with the explicit goal of crafting more
potent adversarial attacks. The principal contribution of our
work lies in the conception of a novel adversarial attack
methodology meticulously tailored for GNNs. The incorpo-
ration of structured perturbations, facilitated by the synergistic
interplay of K-Means Clustering and Class Activation Map-
ping, distinguishes our approach from conventional adversarial
techniques. This integration not only enriches the arsenal of
adversarial methods but also provides unique insights into the
vulnerabilities inherent in GNNs. Our methodology, leverag-
ing both graph clustering and node importance information,
furnishes unparalleled insights into GNN vulnerabilities. This
heightened understanding empowers the creation of targeted
and impactful adversarial examples, thereby propelling the
advancement of adversarial research within the domain of
graph-based models. Our research contributes to an elevated
echelon of GNN robustness evaluation by ushering in a novel
adversarial generation methodology. By seamlessly integrating
K-Means Clustering and Class Activation Mapping, our ap-
proach stands as a testament to innovation in the field, offering
unique perspectives and a more nuanced understanding of
GNN vulnerabilities.

III. RELATED WORK

In recent years, white-box attack research has wit-
nessed significant growth, focusing on three main categories:
discovery-based attacks, interference attacks, and attacks caus-
ing network malfunction. These attacks are classified based
on the role of the “responsible model” within a specific field,
addressing challenges associated with unsupervised learning.
While extensive work has been conducted on white-box at-
tacks, this literature review specifically delves into Genera-
tive Adversarial Networks (GANs) and Convolutional Neural
Networks (CNNs). These deep learning methods, known for
their effectiveness, are critical in understanding and countering
white-box attacks.

Among various attack methods, the Fast Gradient Sign
Method (FGSM) is prominent. Operating by taking a one-step
gradient of the responsible damage function, FGSM facilitates
the rapid creation of “opposite” examples to the original
input. Despite its popularity, FGSM doesn’t always guarantee
success, leading to exploration of more sophisticated strategies.
Theoretical and practical challenges in unsupervised learning
contribute to the complexity of white-box attack research, with
a focus on GANs and CNNs offering nuanced insights and
potential countermeasures.

In advancing attack strategies, an iterative approach like
the Repeated Fast Gradient Method (I-FGSM) and Projected
Gradient Descent (PGD) has been explored. Researchers,
such as [31] and [8], iterate FGSM multiple times to create
more robust adversarial examples, enhancing overall attack
efficacy. Additionally, [24] introduced the Momentum-based
Iterative Fast Gradient Sign Method (MIFGSM), marking a
significant improvement over FGSM in terms of performance

and robustness. These advancements are crucial for evaluating
the robustness and security of neural networks, as researchers
actively work on developing sophisticated attack and defense
techniques.

In the context of white-box attacks, image-dependent tar-
geted attacks stand out as potent threats. Recent research has
seen a surge in understanding and addressing vulnerabilities in
neural networks, emphasizing the urgency of exploring adver-
sarial threats. The offensive class, as defined by [39], focuses
on discovering adversarial examples within disturbance bud-
gets to ensure misclassification by the targeted neural network.
This underscores the importance of image-dependent targeted
attacks and the ongoing efforts in exploring GANs and CNNs
for effective countermeasures. The study in [8] introduced
the Momentum Iterative Fast Gradient Method (MIFGSM), an
extension that incorporates momentum into the Iterative Fast
Gradient Sign Method (I-FGSM). This augmentation proves to
be a substantial enhancement to the attack method, resulting
in the generation of more effective and robust adversarial
examples.

These competitive attack methodologies play a crucial role
in assessing the reliability and security of neural networks.
Ongoing research endeavors are dedicated to advancing so-
phisticated attack techniques, concurrently emphasizing the
formulation of effective defensive strategies to mitigate the
impact of such attacks.

In the domain of white-box attacks, image-dependent tar-
geted attacks are recognized as the most potent form of
adversarial threats. The exploration of adversarial attacks,
particularly within the realm of white-box attacks, has garnered
significant interest and witnessed notable progress.

Responsive attacks can be broadly categorized into three
primary types, as delineated by [1]: Alarm-based attacks,
which seek to discover counterexamples within a specified
disturbance budget, inducing the neural network to misclassify
with high confidence. Examples of such attacks encompass the
Fast Gradient Sign Method (FGSM), Iterative Fast Gradient
Method (I-FGSM), and Projected Gradient Descent (PGD).
Dong et al. [8] introduced an enhanced iteration, the Momen-
tum Iterative Fast Gradient Method (MI-FGSM).

This line of research is dedicated to minimizing interfer-
ence and discovering as few counterexamples as possible to
deceive neural networks without triggering alarms. Various
methods have been explored for this purpose:

The research in [5] focuses on minimizing interference
using simpler linear functions. Carlini and Wagner [10,22]
propose a method that comes close to the goal by utilizing
simpler linear functions. [3] assumes linearity near the input,
contributing to the minimal interference approach.

Generative attacks employ reproductive methods to create
adversarial examples. Noteworthy approaches include:

The study in [21,38] utilizes a second neural network for
adversarial example generation. GANs are employed to esti-
mate the original distribution of images, providing contrasting
examples.

The study in [11] introduces the CAMA framework for ad-
dressing the creation of competing examples through extensive
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adversarial manipulation of graphs. Key points include:

The study encompasses various aspects related to graph
structures, node properties, and their manipulation. The ap-
proach adopted focuses on facilitating hierarchical manipu-
lation of graph structures and node properties. In parallel,
the research delves into the realm of Graph Class Activation
Mapping (Graph-CAM), with the primary objective of lever-
aging this variant to specify node-level importance in graphic
classification tasks.

A significant component of the investigation involves
heuristic algorithms, demonstrating their efficacy in achieving
successful performance in attributive and structural attacks.
Notably, these algorithms operate under strict alarm budgets,
highlighting their robustness and reliability in the context of
the study.

The findings of the research underscore the significance of
both node-level and subgraph-level measures. This comprehen-
sive approach is crucial for preserving competitive interference
imperceptibility. The conclusion drawn from the study empha-
sizes the necessity of considering measures at multiple levels
to ensure a holistic understanding and effective management
of graph structures and node properties in various applications.

The research focuses on systemic reciprocity attacks,
specifically targeting Graph Neural Network (GNN)-based
link prediction models and leveraging the SEAL algorithm.
One key aspect of this investigation involves counterexample
generation, with the primary task being the creation of coun-
terexamples to optimize and deceive SEAL into generating
false predictions. This strategic approach aims to understand
and exploit potential vulnerabilities in the link prediction
model under the influence of systemic reciprocity attacks.

An integral strength of the study lies in the utilization
of SEAL’s y-decomposition heuristic. This heuristic theory
involves approximating graph structural properties of local
subgraphs, rendering it particularly effective against systemic
reciprocity attacks. By leveraging the y-decomposition heuris-
tic, the research aims to enhance the understanding of the
structural intricacies of the targeted link prediction models,
thereby enabling more precise and impactful attacks. Overall,
the study’s emphasis on counterexample generation and the
strategic use of SEAL’s y-decomposition heuristic underscores
its dedication to unraveling and exploiting vulnerabilities in
GNN-based link prediction models under the influence of
systemic reciprocity attacks.

This comprehensive approach integrates linear function-
based methods, generative attacks, and the CAMA framework,
emphasizing the significance of node-level and subgraph-
level measures to preserve imperceptibility against adversarial
manipulation. Leveraging SEAL further strengthens defense
against systemic reciprocity attacks on GNN-based models.

The research in [37] underscores the relevance of com-
petition attacks on GNN-based link prediction models. The
approach gradually disrupts the network graph by manipulating
its structure and utilizes a link-building mechanism along with
the y-decomposition heuristic theory HERMESTIC for a more
efficient competitive attack. Experimental results reveal the
significant impact of planned counterattacks, posing a threat

to the efficacy of SEAL league predictions, particularly with
limited information about complex network diagrams.

The successful portability of attacks against various link
prediction heuristics from the existing literature is highlighted,
demonstrating the effectiveness and broad applicability of the
proposed competitive methods. Existing competing attacks
(mentioned in [3, 9, 4, 12]) often operate in a “white box”
configuration, assuming full access to the machine learning
model parameters. However, the passage notes the unrealistic
nature of this setting when the model parameters are unknown
to the attacker, emphasizing the importance of considering
realistic scenarios, especially in the “black box” configuration.

Competitive attacks on link prediction algorithms showcase
the need for improved resilience. Proposed approaches demon-
strate effectiveness across different heuristics, emphasizing the
importance of realistic scenarios, particularly in the “black
box” configuration where the attacker lacks full access to
model parameters. The findings contribute to a deeper under-
standing of challenges and potential impacts of link prediction
algorithms in real-world applications.

In a point-based black box arrangement, attackers query the
output of the softmax layer and obtain the final classification
result (x) for a given input. Challenges arise in using traditional
gradient-based approaches due to the lack of well-defined
gradients in discontinuous models like decision trees. The
study in [10] proposes a point-based attack that reconstructs the
loss function, addressing challenges in well-defined gradients.
The research in [16] introduces innovations like adaptive
random gradient estimation and a well-trained autoencoder to
enhance the efficiency of point-based attacks. The study in [13]
proposes a point-based attack using an evolutionary algorithm,
demonstrating effectiveness in both point-based and hard label
black box settings.

The passage emphasizes the need for robust black box
attack strategies for machine learning models, noting the limi-
tations of existing methods. A novel approach leveraging graph
neural networks (GNNs) connects networks, combining the
strengths of the K-means algorithm and reinforcement learning
methods. GNNs serve as an effective competitive example
generation tool, bridging the gap between optimization and
learning approaches in adversarial machine learning research.
Advances in recent literature [10] exploring black box ar-
rangements, specifically point-based configurations, highlight
the challenges of attacking models with limited parameter
information, addressing these challenges through zero-order
optimization techniques [16] and evolutionary algorithms [13].
These advances contribute to the development of robust black
box attack strategies, emphasizing the need for effective com-
binations of optimization and learning methods in adversarial
machine learning research [40-44].

IV. METHODOLOGY

The architecture of the GNN is intricately designed to
closely emulate the structure of the target neural network that
is the subject of compromise. This GNN operates within the
context of adversarial attacks. When presented with an input
image, information about its correct class, and details about
an incorrect target class, the GNN engages in an iterative
process. At each iteration, the GNN proposes a directional
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update that aims to maximize the difference between the logits
(output scores) of the incorrect target class and the correct
class. The primary objective of this GNN is encapsulated in
the “adversarial loss function.”

The adversarial loss function serves as a crucial guiding
principle for the GNN’s optimization process. This function
essentially formulates the goal of the GNN: to find the optimal
perturbation or modification to the input image that maximizes
the divergence between the logits associated with the correct
class and those corresponding to the incorrect target class. The
term “logits” refers to the raw, unnormalized output scores
produced by the neural network before the application of a
softmax function.

In essence, the GNN’s architecture is tailored to navigate
the input space in a way that induces misclassification. By
proposing perturbations that push the decision boundaries
of the target neural network, the GNN seeks to generate
adversarial examples – instances where the neural network
makes incorrect predictions despite minimal alterations to the
input.

This adversarial approach involves an intricate interplay be-
tween the GNN’s architecture, the specifics of the target neural
network, and the definition of the adversarial loss function.
The GNN learns to exploit the vulnerabilities and intricacies
of the target model, demonstrating a nuanced understanding
of the decision boundaries in the neural network it aims to
compromise.

The architecture of the GNN is a sophisticated framework
designed for crafting adversarial examples. It leverages the
interplay of input perturbations and the intricacies of the target
neural network to induce misclassification, with the adversarial
loss function guiding the optimization process.

1. Initialization: - Before the evaluation process begins, the
GNN is initialized with the target neural network’s parameters,
which are the parameters it aims to compromise. - These
parameters may include weights, biases, and other network-
specific parameters.

2. Forward Pass: - An input image, along with its correct
class label and an incorrect target class label, is fed into the
GNN. - The GNN processes this input image through its layers,
which involve graph convolutional operations, and produces
an output, typically in the form of class activation scores. -
Class activation scores represent the GNN’s predictions for
each class, indicating the likelihood of the input belonging to
each class.

3. Computation of Gradients (Backward Pass): - After ob-
taining predictions, a backward pass is performed to compute
the gradients of the adversarial loss with respect to the input
image. - Gradients capture the sensitivity of the adversarial
loss to changes in the input image. - The adversarial loss is a
measure of the difference between the logits associated with
the incorrect target class and the correct class. The GNN aims
to maximize this loss during the adversarial attack.

4. Adversarial Loss Maximization: - The computed gradi-
ents guide the GNN in the direction that maximally perturbs
the input image to induce misclassification. - The GNN iter-
atively updates the input image in this direction, aiming to

maximize the adversarial loss. - This process is repeated for a
specified number of iterations or until a convergence criterion
is met.

5. Assessment of Effectiveness: - Throughout this process,
the GNN monitors the changes in the adversarial loss and ob-
serves the impact on the class predictions. - The effectiveness
of the GNN is assessed based on its ability to successfully
generate adversarial examples that lead to misclassification by
the target neural network. - Success is measured by observing
changes in the predicted class, ideally causing the neural
network to classify the input image into the incorrect target
class.

6. Comparison and Analysis: - The generated adversarial
examples can be compared against baseline images to quantify
the extent of the perturbation and evaluate the stealthiness of
the attack. - Statistical measures or metrics may be employed
to compare the success rates and the impact on different
classes.

Below are some key points which discusses a common
practice in the existing literature related to the evaluation of
adversarial attacks.

The evaluation practices for adversarial attacks in image
classification models are conventionally centered around as-
sessing success rates on a predefined set of images, incor-
porating a specific perturbation size during the evaluation
process. However, a recognized limitation in this approach
raises concerns about its ability to offer a comprehensive
evaluation of a model’s robustness under adversarial attacks.
This acknowledgment stems from the understanding that the
fixed set of images, coupled with a uniform perturbation size,
may not adequately capture the nuanced and diverse challenges
posed by different instances within the dataset.

The highlighted variability in the robustness of images
further accentuates the limitations of the current evaluation
paradigm. Some images naturally exhibit resilience to attacks,
leading to instances of attack failures, while others prove
more susceptible, resulting in successful adversarial attacks.
The inherent diversity in image responses to attacks poses
a challenge to accurately discerning significant differences in
success rates between various adversarial attack methods. In
light of these considerations, there is a clear indication that
a more comprehensive evaluation methodology is imperative.
Such an approach should account for the distinct responses
of different images to adversarial attacks, thereby fostering
a deeper and more nuanced understanding of the model’s
vulnerability across diverse scenarios.

A. Proposed Architecture

In the context of the MNIST dataset, each image is concep-
tualized as a node in a graph. The relationships between these
nodes are established through edges, which have the potential
to capture spatial or contextual connections between pixels.

1. Graph Neural Network (GNN) Architecture

The architecture of a Graph Neural Network (GNN) typ-
ically comprises multiple graph convolutional layers. These
layers play a crucial role in processing information from neigh-
boring nodes and subsequently updating node representations
based on the received information.
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2. Forward Propagation Process

The initialization phase involves assigning each node,
representing an image in MNIST, with a feature vector typ-
ically derived from pixel values. The forward propagation
within the Graph Neural Network (GNN) includes the repeated
application of graph convolutional layers. The mathematical
representation of this process is given by the equation:

h(l+1)
v = σ

 ∑
u∈N(v)

W (l)h(l)
u + b(l)

 (1)

Here, h(l)v denotes the representation of node v at layer l,
N(v) represents the neighbors of node v, W (l) is the weight
matrix at layer l, b(l) is the bias term, and σ is the activation
function.

The aggregation step involves combining information from
neighboring nodes based on the graph structure, ensuring that
each node’s representation incorporates information from its
immediate context. The final layer of the GNN produces the
output, utilized for various tasks such as classification or
regression. The underlying mathematical insight lies in the
graph convolutional operation, where each node’s represen-
tation is updated by considering the representations of its
neighbors, weighted by learned parameters. These parameters
W (l) and b(l) are learned during the training process through
backpropagation and optimization algorithms.

3. Training

The training process of Graph Neural Networks (GNNs)
involves feeding labeled data through the network, computing
a loss function, and updating parameters using optimization
techniques like gradient descent. This iterative training ap-
proach allows the network to learn and adjust its parameters
to improve its performance on the given task.

The utilization of this architecture enables GNNs to effec-
tively capture and leverage the inherent graph structure in the
MNIST dataset. This capability makes GNNs a potent tool for
tasks such as image classification, where understanding and
utilizing relationships between images are crucial for accurate
predictions.

It’s important to note that the specifics of the GNN ar-
chitecture and mathematical operations may vary based on the
exact implementation and variations in GNN models. Different
approaches and variations in the model design can influence
how the network processes information and learns from the
input data.

4. Proposed Architecture Diagram

The provided Fig. 1 describes the proposed architecture
diagram of the approach, illustrating the GNN layer update,
class activation scores, and K-Means clustering steps.

B. Graph Representation:

Each image in the MNIST dataset is symbolically depicted
as a node within a graph, resulting in a total number of
nodes equivalent to the dataset’s image count. The structural

Fig. 1. Architecture of proposed approach.

foundation of this graph is established by edges, which serve
as connectors between nodes. The interpretation of these
connections is flexible, allowing the model or designer to
attribute meaning to the relationships encoded within the
graph. The edges, in particular, may encapsulate spatial con-
nections reflective of the pixel arrangements in the images. One
conceivable interpretation involves connecting pixels in close
proximity within an image. By doing so, the graph becomes
a representation capable of capturing the spatial relationships
embedded in the pixel structure of the images, contributing to
a richer and more nuanced understanding of the dataset.

The utilization of a Graph Neural Network (GNN) implies
a deliberate leveraging of the underlying graph structure for the
processing and analysis of data. GNNs, typically employed for
such tasks, function by aggregating and updating node repre-
sentations through graph convolutional layers. In the specific
context of MNIST, this entails considering the pixel values of
neighboring nodes when updating the representation of a given
node, emphasizing the importance of spatial relationships in
image data.

In the realm of contextual connections, the edges in the
graph extend beyond spatial relationships, potentially rep-
resenting contextual connections between images based on
shared similarities or patterns within the dataset. GNNs,
equipped with the capacity to learn and capture intricate
contextual information from these graph connections, prove
particularly advantageous for tasks like image classification,
where understanding the context of an image significantly
influences performance.

The structured graph representation aligns with the inherent
structure of the images in the MNIST dataset, with nodes
symbolizing individual images and edges encapsulating rela-
tionships between them. Depending on the GNN’s design, the
graph may exhibit dynamic characteristics, with edges adapting
during the training process based on learned relationships.
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This approach facilitates the flexibility to capture both
spatial and non-spatial features, depending on how edges are
defined. The graph’s adaptive learning, inherent to GNNs,
allows the model to dynamically adjust to the unique char-
acteristics of the MNIST dataset, effectively leveraging both
spatial and contextual information for enhanced performance
in image-related tasks. In essence, the graph representation
within the context of a GNN provides a structured and
adaptable framework for comprehensively understanding the
relationships between images, crucial for tasks like image
classification.

C. Graph Neural Network (GNN) Architecture:

The primary purpose of graph convolutional layers in
a GNN is to process information from neighboring nodes
and update node representations. A typical GNN architecture
involves multiple graph convolutional layers stacked on top
of each other. Each layer processes information from the
neighboring nodes of each node in the graph. Neighboring
nodes are determined based on the edges in the graph.The
forward propagation begins with the initialization of node
representations. Each node is initialized with a feature vector,
often derived from the input data (e.g., pixel values for
images).The forward propagation involves the repeated appli-
cation of graph convolutional layers. In each layer, information
from neighboring nodes is aggregated to update the node
representations.

Mathematically, the update process for the representation
of a node v at layer l + 1 can be represented as:

h(l+1)
v = σ

 ∑
u∈N(v)

W (l)h(l)
u + b(l)

 (2)

Here, h(l)
v is the representation of node v at layer l, N(v)

represents the neighbors of node v, W (l) is the weight matrix
at layer l, b(l) is the bias term, and σ is the activation function.

The aggregation step in a Graph Neural Network (GNN) is
a crucial process that involves consolidating information from
neighboring nodes based on the underlying graph structure.
This ensures that each node’s representation is enriched with
insights from its immediate context. Following the aggregation,
the updated node representations capture both the inherent
features of the node itself and information gleaned from
its neighbors. This dual consideration enables the GNN to
factor in both local and global information during the learning
process.

Moving to the output layer, it serves as the final stage where
the GNN produces task-specific outputs, such as classifications
or regression predictions. The operations within this layer are
tailored to the specific task at hand, involving transformations
of the learned representations into meaningful predictions.

The learning process involves the adaptation of parameters,
including weight matrices (W (l)) and biases (b(l)), through
techniques like backpropagation and optimization algorithms.
This adaptive learning mechanism empowers the GNN to
dynamically adjust its parameters based on the patterns and
relationships discerned from the graph-structured data.

The flexibility and adaptability of the GNN architecture
further contribute to its efficacy. The graph structure, inherently
flexible, allows the model to adapt to various graph structures,
with edges and connections potentially changing during train-
ing based on the learned relationships. The intermediate layers
of graph convolution provide task-agnostic representations of
nodes, rendering the GNN suitable for a spectrum of graph-
related tasks.

A GNN equipped with multiple graph convolutional layers
systematically processes information from neighboring nodes,
updating node representations, and adeptly capturing both local
and global context. The adaptive learning mechanism ensures
the GNN’s proficiency in learning and adjusting parameters,
enabling effective modeling of relationships within graph-
structured data.

D. Forward Propagation Process:

In the context of the MNIST dataset, the graph represen-
tation treats each image as a node. The initialization process
begins by assigning a feature vector to each node, where this
vector serves as the initial representation of the corresponding
image.

The source of features for each node lies in the pixel values
of the corresponding image. These pixel values, which convey
intensity or color information at different locations within
the image, are typically organized in a grid-like structure.
Depending on the design of the Graph Neural Network (GNN)
and the specific task requirements, preprocessing steps may
be applied to the pixel values. These steps could include
normalization to a specific range or other transformations.

The feature vector itself is a numerical representation
that encapsulates essential characteristics of the image. Each
element of the vector corresponds to a specific feature or pixel
value, and the dimensionality of this vector is determined by
the number of elements it contains. This dimensionality is a
critical factor influencing the GNN’s capacity to capture and
process information effectively.

During the training process, the parameters of the GNN,
including those related to the initialization of the feature
vectors, are learnable and adjusted based on observed patterns
in the data. The adaptability of the GNN allows it to dynam-
ically learn and update node representations as it processes
information and identifies relevant patterns within the graph-
structured data.

In task-specific scenarios, the initialization process may be
tailored to the particular task the GNN is designed for. For
instance, in image classification tasks, the feature vector should
be crafted to capture characteristics pertinent to distinguishing
between different classes of images. The quality of these initial
feature vectors significantly influences the GNN’s learning
process, as well-initialized representations provide a robust
foundation for the model to build upon during training.

The update process for the representation of a node v in a
graph neural network (GNN) at layer l+ 1. Let’s break down
the components of the equation:
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h(l+1)
v = σ

 ∑
u∈N (v)

W (l)h(l)
u + b(l)

 (3)

h
(l+1)
v : This is the representation of node v at layer l+ 1.

It captures the information about the node after the application
of the graph convolutional layer.

N (v): Represents the neighbors of node v in the graph.
The sum is taken over all neighboring nodes.

W (l): The weight matrix at layer l. This matrix contains
learnable parameters that are adjusted during the training
process to capture the relationships between nodes.

h
(l)
u : The representation of a neighboring node u at layer l.

It contributes to the update of the central node’s representation.

b(l): The bias term at layer l. It provides an additional
learnable parameter that influences the node representation.

σ: The activation function. It introduces non-linearity to the
model. Common choices include the sigmoid (σ(x) = 1

1+e−x ),
hyperbolic tangent (σ(x) = tanh(x)), or Rectified Linear Unit
(ReLU) (σ(x) = max(0, x)).

The equation describes the aggregation of information from
neighboring nodes using the weight matrix W (l), and the result
is passed through an activation function σ. This operation is
a fundamental step in the forward propagation of a GNN,
allowing the model to capture and update node representations
based on the graph structure.

This mathematical formulation is crucial for understanding
how information flows through the graph convolutional layers,
enabling the GNN to learn hierarchical and contextual repre-
sentations of nodes in the graph.

The aggregation involves combining information from
neighboring nodes based on the graph structure. This step en-
sures that each node’s representation incorporates information
from its immediate context.

Aggregated Information =
∑

u∈N (v)

Weight×Representation of u

(4)

Here, N (v) represents the set of neighbors for the central
node v.

1) Output Layer: The graph convolutional operation at
layer l can be mathematically represented as:

h(l+1)
v = σ

 ∑
u∈N (v)

W (l)h(l)
u + b(l)

 (5)

h(l+1)
v : Representation of node v at layer l + 1

N (v) : Set of neighbors of node v in the graph

W (l) : Weight matrix at layer l

h(l)
u : Representation of neighboring node u at layer l

b(l) : Bias term at layer l
σ : Activation function

The parameters W (l) and b(l) are learned during the
training process through backpropagation and optimization
algorithms.

Training involves feeding labeled data through the network,
computing a loss function, and updating the parameters using
optimization techniques like gradient descent.

This overall architecture enables GNNs to capture and
leverage the inherent graph structure in the MNIST dataset,
providing a powerful tool for tasks such as image classification.
The specifics of the architecture and mathematical operations
may vary based on the exact implementation and variations in
GNN models.

For a GNN layer l with node representations H(l) and edge
connectivity E, the update equation is given by:

H(l+1) = Aggregator(H(l), E) (6)

where, Aggregator is a function that aggregates information
from neighboring nodes and edges.Class activation scores
(Sc) are computed for each node in the graph. Let H(1)

represent the node representations after the first GNN layer.
For each class c, the class activation score Sc[i] for each node
i is computed using the ReLU activation function and the
corresponding class weight W1c:

Sc[i] = ReLU(H(1)[i] ·W1c) (7)

K-means clustering is applied to group nodes based on their
activation scores. The mathematical modeling for K-means
clustering involves finding K cluster centers µk that minimize
the sum of squared distances to their assigned data points:

arg min
µ1,µ2,...,µK

N∑
i=1

K∑
k=1

δ(i, k) · ∥Sc[i]− µk∥2 (8)

where, N is the total number of nodes, δ(i, k) is the
Kronecker delta, Sc[i] is the class activation score for node
i and class c, and µk is the cluster center for cluster k. The
objective of K-means clustering is to find K cluster centers
µk that minimize the sum of squared distances between each
node’s class activation score Sc[i] and the cluster centers µk:

arg min
µ1,µ2,...,µK

N∑
i=1

K∑
k=1

δ(i, k) · ∥Sc[i]− µk∥2 (9)

Here, K is the number of clusters, δ(i, k) is the indicator
function, Sc[i] is the class activation score for node i and class
c, and µk is the cluster center for cluster k.

K-means clustering proceeds through the following itera-
tive steps:

Initialization: Randomly initialize K cluster centers µk.

2) Assignment: Assign each node to the nearest cluster
center based on the Euclidean distance between its class
activation score Sc[i] and the cluster centers µk:

δ(i, k) =

{
1 if k = argminj ∥Sc[i]− µj∥
0 otherwise

(10)
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3) Update Centers: Recalculate the cluster centers µk as
the mean of the class activation scores of nodes assigned to
each cluster:

µk =

∑N
i=1 δ(i, k) · Sc[i]∑N

i=1 δ(i, k)
(11)

4) Convergence: Repeat the assignment and update steps
until convergence, where minimal change in cluster assign-
ments or cluster centers indicates stability.

- Cluster Centers µk: Representative points for each cluster,
adjusted to minimize the sum of squared distances. - Node
Assignment δ(i, k): Indicator function assigning nodes to the
cluster with the closest center. - Objective Function: Minimizes
the sum of squared distances, encouraging similar class acti-
vation scores within clusters. - Initialization and Convergence:
Sensitive to initialization; iterative nature ensures convergence
to a stable solution.

Step 2.1: Initialize Cluster Centers

First, K initial cluster centers µk are randomly chosen from
the data points. These centers represent the initial guess of the
cluster centroids.

Step 2.2: Assign Nodes to Clusters

Each node is assigned to the cluster whose cluster center
is closest to it. This assignment is based on the Euclidean
distance between the class activation scores of the node (Sc[i])
and the cluster center (µk):

δ(i, k) =

{
1 if node i is assigned to cluster k,
0 otherwise.

(12)

kassigned = argmin
k

∥Sc[i]− µk∥2 (13)

Step 2.3: Update Cluster Centers

After assigning all nodes to clusters, the cluster centers are
updated by taking the mean of the class activation scores of
the nodes within each cluster:

µk =
1

|Ck|
∑
i∈Ck

Sc[i] (14)

represents the set of nodes in cluster k.

Step 2.4: Repeat Assignment and Update

Steps 2.2 and 2.3 are repeated until convergence. At each
iteration, nodes are reassigned to clusters based on updated
cluster centers, and centers are recalculated based on new
assignments.

Identifying Target Cluster

For the target class targetc, the cluster targetC with the
highest sum of class activation scores for that target class is
identified:

target = argmax
k

∑
i∈Clusterk

Starget
c [i] (15)

Here, targetC is the cluster containing nodes with high activa-
tion scores for the target class targetc.

- Cluster Initialization (µk): Represents the initial guess
of cluster centroids. - Node Assignment (δ(i, k)): Assigns
each node to the cluster with the closest center. - Update
Centers (µk): Recalculates cluster centers based on the mean
of class activation scores. - Iteration and Convergence: Repeats
assignment and update steps until convergence. - Identifying
Target Cluster: Locates the cluster with the highest sum of
class activation scores for the target class.

To create an adversarial attack, we perturb the characteristic
vectors of selected target nodes. The purpose is to make small
changes to the feature vectors so that the GNN misclassifies
selected target nodes. By adding a small amount of noise to
the feature vectors, we aim to push the decision limits of the
GNN, causing incorrect predictions.

For each selected target node i, we introduce a noise vector
ϵi to perturb its feature vector

Xperturbed[i] = Xoriginal[i] + ϵi (16)

Here: - Xoriginal[i] is the original feature vector of node i.
- Xperturbed[i] is the perturbed feature vector of node i. - ϵi is
the noise vector for node i.

The noise vector ϵi is typically drawn from a small distri-
bution around zero, such as a normal distribution with mean
0 and a small standard deviation σ. The standard deviation σ
controls the magnitude of the perturbation. Modest changes
in the feature space during forward propagation might result
in various activations and node representations in the GNN,
changing the decision bounds and leading to misclassification
of the target nodes.

To analyze the impact of perturbation on the GNN’s
decision, we can perform a Taylor expansion analysis. Let
F (Xi) represent the GNN’s output (e.g., class probabilities)
for node i with the feature vector Xi. The Taylor expansion
can be expressed as:

F (Xperturbed[i]) = F (Xoriginal[i])+∇F (Xoriginal[i])·ϵi+O(∥ϵi∥2)
(17)

Here: - ∇F (Xoriginal[i]) represents the gradient of F with
respect to Xoriginal[i]. - O(∥ϵi∥2) represents the higher-order
terms that involve the square of the perturbation ϵi.

From the Taylor expansion, we can observe that the per-
turbation ϵi contributes to the change in the GNN’s output,
and the gradient ∇F (Xoriginal[i]) indicates the sensitivity of
the model’s output to perturbations. The specific expression
for ∇F (Xoriginal[i]) depends on the GNN architecture and the
specific layers used.

V. ALGORITHM

Input:

• GNN model (previously trained on the MNIST
dataset)

• MNIST dataset (with labeled images)

• Target class ctarget (the class you want to misclassify)
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• Number of clusters K for K-means

• Number of target nodes to select from each cluster N

• Standard deviation of noise σ for perturbation

• Scaling factor α for perturbation control

Output:

• Perturbed graph with target nodes modified for the
adversarial attack

1) Preprocess the MNIST Dataset: Load the MNIST
dataset and preprocess the images (e.g., normalize
pixel values to the range [0, 1]).

2) Compute Class Activation Scores: Perform forward
propagation on the graph to obtain the output of the
first GNN layer H(1). For each class c in the MNIST
dataset, compute the class activation scores Sc using
the formula:

Sc = ReLU(H(1) ·W1c)

where W1c is the weight matrix corresponding to
class c, and ReLU is the Rectified Linear Unit ac-
tivation function.

3) Apply K-means Clustering: Apply K-means cluster-
ing to the class activation scores Sc to group nodes
into K clusters based on their activation patterns.
Obtain the cluster assignments for each node in the
graph.

4) Select Target Nodes: Identify the cluster Ctarget with
the highest sum of class activation scores for the
target class ctarget:

Ctarget = argmax
k

∑
i∈Clusterk

Sctarget [i]

From the cluster Ctarget, select the N target nodes with
the highest class activation scores for class ctarget. If
N is larger than the number of nodes in Ctarget, select
all nodes in Ctarget.

5) Perturb Node Features: For each selected target node
i, compute the noise vector ϵi from a normal distri-
bution with mean 0 and standard deviation σ:

ϵi ∼ N (0, σ2I)

where I is the identity matrix. Rescale the noise
vector ϵi with the scaling factor α to control the
strength of the perturbation:

ϵ′i = α · ϵi
Perturb the feature vector of each selected target
node:

Perturbed feature vector[i] = clip(Original feature vector[i]+ϵ′i, 0, 1)

where clip ensures that the perturbed features stay
within the valid range [0, 1].

6) Reevaluate GNN: Reevaluate the GNN model on the
modified graph with the perturbed features. Check if
the target nodes are now misclassified as class ctarget.

7) Evaluate Attack Success Rate: Measure the success
rate of the attack by calculating the percentage of
misclassified target nodes out of the total number of
selected target nodes.

VI. EXPERIMENTAL SET UP

1. Dataset Description:

The MNIST dataset is a widely recognized and extensively
used collection of grayscale images, each depicting handwrit-
ten digits ranging from 0 to 9. Each image is formatted as a
28x28 pixel grid, resulting in a total of 784 pixels per image.
The pixel values range from 0 to 255, with 0 representing
black and 255 representing white. This dataset is partitioned
into two primary subsets: a training set with 60,000 images and
a test set with 10,000 images. The images are labeled with the
corresponding digit they represent, providing ground truth for
supervised learning tasks. MNIST is frequently employed as a
benchmark dataset for image classification, particularly in the
context of machine learning and neural networks. Although its
simplicity has led to a performance ceiling, MNIST remains
instrumental for introductory purposes, quick prototyping,
and educational endeavors. Researchers and practitioners can
readily access the dataset through various machine learning
repositories and libraries, making it an easily obtainable re-
source. Despite the introduction of more challenging datasets,
MNIST’s historical significance persists, as it has served as a
foundational platform for the exploration and development of
fundamental techniques in machine learning.

2. GNN Architecture:

In our study, we employed a straightforward yet robust
Graph Neural Network (GNN) architecture, specifically fo-
cusing on the Graph Convolutional Network (GCN) frame-
work. This GNN was utilized in an unsupervised learning
setting for training on the MNIST dataset, with the primary
objective of classifying nodes—each representing an individual
image—into their respective digit classes (0 to 9). The GNN
architecture comprises multiple graph convolutional layers that
leverage the inherent graph structure of the data. Each node in
the graph corresponds to an image, and its initial representation
is derived from the pixel values of the corresponding image.
Through the aggregation of information from neighboring
nodes, the GNN captures both local and global features,
providing a comprehensive understanding of the dataset.

The training process of the GNN follows an unsupervised
learning approach, focusing on learning meaningful node
representations without relying on explicit class labels. The
architecture’s flexibility allows it to adapt its parameters, in-
cluding weight matrices and biases, based on the learned graph
structure. Despite being trained in an unsupervised manner,
the GNN’s acquired knowledge can be effectively applied to
downstream tasks, such as node classification. In the context
of the MNIST dataset, the primary goal is to classify nodes
(representing images) into their respective digit classes. The
GNN optimizes its parameters through backpropagation and
training algorithms, ensuring efficient representation learning.
This adaptability enables the GNN to accommodate the diverse
characteristics of handwritten digit images, demonstrating its
capability to capture intricate patterns and relationships within
the MNIST dataset.

3. Forward Propagation:

Following the training of the Graph Neural Network
(GNN), the subsequent step involves conducting forward prop-
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agation on the graph to calculate class activation scores for
each node. This phase is crucial for discerning the relevance
of distinct classes within the acquired node representations.
The output of the initial GNN layer, denoted as H(1), serves
as the foundation for this computation.

During forward propagation, H(1) encapsulates the node
representations, with each row representing the distinctive
representation of a node in the graph. Subsequently, the class
activation scores (Sc) are determined for each class (c) through
the Rectified Linear Unit (ReLU) activation function. The
mathematical expression governing this process is articulated
as Sc = ReLU(H(1) · W1c), where W1c denotes the weight
matrix specific to class c.

The ReLU activation function introduces non-linearity by
zeroing out negative values and leaving positive values un-
altered. In the context of computing class activation scores,
ReLU ensures that only positive activations contribute to the
final scores. The weight matrix (W1c) contains the learned
parameters determining the influence of each node’s represen-
tation on the activation score associated with the corresponding
class.

The resulting class activation scores furnish valuable in-
sights into the prominence of each class for every node in the
graph. Elevated activation scores signify a stronger connection
with a particular class, contributing to the interpretability of
the GNN’s outcomes. This process encapsulates a pivotal step
in understanding and interpreting the significance of different
classes within the GNN’s learned node representations.

4. K-means Clustering:

In the context of adversarial attacks on Graph Neural
Networks (GNNs), the utilization of K-means clustering is
a crucial step to group nodes based on their class activation
scores (Sc). This step aims to discern patterns in the activation
scores and organize nodes into K clusters, thereby facilitating
a more structured analysis of their activation behavior. The
primary objective of K-means clustering is to identify inherent
patterns and similarities in the class activation scores across
nodes. By grouping nodes with similar activation patterns into
clusters, this technique enables a more granular understanding
of the distribution of activations within the graph. K-means
clustering operates on the class activation scores (Sc), treating
each node’s activation pattern as a multidimensional point in
space. The algorithm iteratively assigns nodes to clusters in
a way that minimizes the sum of squared distances between
nodes and the centroid of their assigned cluster. The parameter
K specifies the number of clusters to be formed during the
clustering process. The choice of K is a critical decision that
influences the granularity of the analysis. It is often determined
based on domain knowledge or through techniques like the
elbow method. The mathematical representation of K-means
clustering involves updating the cluster assignments iteratively
until convergence. If N represents the number of nodes and
D represents the dimensionality of the activation scores, the
algorithm seeks to minimize the objective function:

arg minC

K∑
k=1

∑
i∈Ck

||Sc[i]− µk||2 (18)

where, C denotes the cluster assignments, Ck represents
the nodes in cluster k, Sc[i] is the activation score for node
i, and µk is the centroid of cluster k. The resulting clusters
provide insights into the diversity of activation patterns within
the graph. Nodes within the same cluster exhibit similar
responses to different classes, enhancing the understanding of
the graph’s structural characteristics. After the completion of
the clustering process, each node is assigned to a specific
cluster. These assignments serve as a basis for subsequent
analysis, such as identifying clusters with high activation for
specific classes.K-means clustering on class activation scores
(Sc) facilitates a structured analysis of node activation patterns
within the GNN. This step contributes to the identification of
distinct groups of nodes, offering valuable insights into the
graph’s behavior and aiding in the formulation of targeted
adversarial attacks.

5. Target Node Selection:

The process of selecting target nodes is a crucial step
in the adversarial attack methodology, specifically after iden-
tifying the cluster (Ctarget) with the highest activation sum
for the target class (ctarget). This step ensures that the attack
focuses on nodes most susceptible to perturbations and likely
to influence the model’s predictions. Identification of Target
Cluster (Ctarget):The K-means clustering algorithm is employed
to group nodes based on their activation patterns, resulting in
various clusters. Ctarget is the cluster with the highest sum of
class activation scores for the target class (ctarget).

Selection of Target Nodes (N nodes): From Ctarget, N
nodes are chosen to be the target nodes for the adversarial
attack. The selection is based on the nodes with the highest
class activation scores for the specified target class. If N
exceeds the number of nodes in Ctarget, all nodes in Ctarget
are included as target nodes.

This step ensures that the adversarial perturbations are
strategically applied to nodes that have a significant impact
on the model’s predictions. The focus on nodes with high
activation scores enhances the likelihood of observing no-
ticeable changes in the model’s behavior, contributing to the
effectiveness of the adversarial attack.

6. Noise Vector Computation:

The computation of the noise vectors (ϵi) is a pivotal step in
the adversarial attack process, aiming to introduce controlled
perturbations to the feature vectors of selected target nodes.
This step ensures that the attack is nuanced, and the impact
on the model’s predictions is deliberate and controlled.For each
selected target node (i), a noise vector (ϵi) is generated from a
normal distribution with a mean of 0 and a standard deviation
(σ). The randomness in the generation of noise vectors adds
an element of unpredictability to the perturbation process. The
mathematical representation of the noise vector generation is
expressed as:

ϵi ∼ N (0, σ2I)

Here, N represents the normal distribution, 0 is the mean,
σ is the standard deviation, and I is the identity matrix.The
standard deviation (σ) plays a crucial role in controlling the
strength of the perturbation. A higher σ value results in more
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significant perturbations, potentially leading to a greater impact
on the model’s predictions.

To further control the strength of the perturbation, the
generated noise vector (ϵi) is rescaled by a scaling factor (α).
The rescaled noise vector (ϵ′i) is given by:

ϵ′i = α · ϵi

This step in the adversarial attack process ensures that
the perturbations introduced to the target nodes are carefully
crafted, providing a balance between unpredictability and
controlled influence on the model’s behavior.

7. Noise Vector Rescaling:

The noise vector (ϵi) generated for each selected target
node undergoes a crucial step of rescaling to control the
strength of the perturbation. This rescaling operation, governed
by a scaling factor (α), plays a pivotal role in determining
the impact of the perturbation on the feature vectors of the
target nodes. The rescaling of the noise vector is expressed
mathematically as:

ϵ′i = α · ϵi
Here, ϵi represents the generated noise vector, α is the scaling
factor, and ϵ′i is the rescaled noise vector. The scaling factor (α)
acts as a control parameter for the strength of the perturbation.
A higher value of α amplifies the impact of the perturbation,
influencing the modified feature vectors of the target nodes
to a greater extent. The rescaled noise vectors contribute
to the perturbation of the feature vectors of the selected
target nodes. The controlled perturbation is a crucial aspect
of crafting adversarial examples, aiming to deceive the GNN
model during subsequent evaluations. It is important to note
that the perturbed feature vectors resulting from the addition
of rescaled noise vectors should be clipped to ensure that they
stay within the valid range of [0, 1]. This clipping operation
prevents the feature vectors from exceeding permissible values.

Each operation in the noise vector rescaling step is care-
fully orchestrated to strike a balance between introducing
meaningful perturbations and ensuring that the resulting adver-
sarial examples remain within the acceptable range for image
features.

8. Feature Vector Modification:

The process of adversarial attack involves the crucial step
of modifying the feature vectors of selected target nodes
with their perturbed counterparts. This modification, driven by
the rescaled noise vectors, plays a decisive role in crafting
adversarial examples and evaluating the robustness of the GNN
model. For each selected target node (i), the feature vector is
perturbed by adding the corresponding rescaled noise vector:

Perturbed feature vector[i] = clip(Original feature vector[i]+ϵ′i, [0, 1])
(19)

Here, the clip function ensures that the perturbed features stay
within the valid range [0, 1].The modification of feature vectors
contributes to the generation of adversarial examples within
the graph. The perturbed feature vectors introduce controlled
perturbations, aiming to mislead the GNN model during subse-
quent evaluations.The modified graph, incorporating perturbed

feature vectors, is then used to reevaluate the GNN model.
The extent to which the perturbations influence the model’s
predictions provides insights into the model’s vulnerability to
adversarial attacks. The ultimate goal is to assess whether the
perturbed target nodes are now misclassified as the specified
target class (ctarget). The misclassification rate serves as a metric
to measure the success of the adversarial attack.

The feature vector modification step is a critical component
in the generation of adversarial examples, shedding light on the
model’s susceptibility to carefully crafted perturbations in the
input data.

9. Re-evaluation of GNN Model:

The GNN model undergoes a re-evaluation on the modified
graph with perturbed features. This critical step involves the
execution of forward propagation on the graph, incorporating
the updated features resulting from the perturbation process.
The purpose is to observe and analyze the model’s response
to the perturbed input, specifically checking whether the target
nodes are now misclassified as the specified target class. This
re-evaluation phase provides insights into the robustness of
the GNN model against adversarial attacks and assesses its
ability to maintain accurate classifications in the presence of
perturbations.

10. Misclassification Check:

In the final stage of the adversarial attack process, a critical
step is the misclassification check. This step aims to assess
the impact of the perturbations on the GNN’s classification
accuracy, specifically focusing on the target nodes. The GNN’s
output, generated by forward propagation on the graph with
the perturbed features, is analyzed to determine whether the
target nodes are now misclassified. Misclassification occurs
when the assigned labels for the target nodes do not align with
the specified target class. This check provides a conclusive
measure of the success or failure of the adversarial attack,
indicating the model’s vulnerability to perturbations in the
input features and its resilience against misclassification.

11. Success Rate Measurement:

The success rate of the attack is a crucial metric for
quantifying the effectiveness of the perturbations introduced.
The success rate (SR) is calculated by determining the percent-
age of misclassified target nodes relative to the total number
of selected target nodes. This metric provides a quantitative
measure of the impact of adversarial perturbations on the
GNN’s classification accuracy for the specified target class.
The formula for success rate is expressed as the ratio of the
number of misclassified target nodes to the total number of
selected target nodes, multiplied by 100 for percentage repre-
sentation. A higher success rate indicates a more successful
adversarial attack, highlighting the model’s susceptibility to
targeted perturbations in the input features.

12. Fine-tuning:

In the fine-tuning phase of the adversarial attack, the goal
is to systematically optimize the attack strategy by iterating
through Steps 5 to 9 with varied values of K, N , σ, and
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α. This process involves exploring different configurations of
these parameters to identify combinations that lead to higher
success rates in misclassifying target nodes. The fine-tuning
step is crucial for enhancing the effectiveness of the adversarial
attack by tailoring perturbations to exploit specific weaknesses
in the GNN model’s classification mechanism.

The iterative adjustment of parameters allows for a thor-
ough examination of the attack’s performance under various
conditions. By monitoring and comparing success rates across
iterations, the fine-tuning phase aims to identify parameter
values that consistently result in more potent adversarial at-
tacks. The convergence and stability of success rates over
iterations indicate when the optimization process reaches a
point of diminishing returns, ensuring that the fine-tuned attack
configuration is both robust and reliable against the GNN
model trained on the MNIST dataset.

13. Number of Iterations:

The number of iterations in the fine-tuning process is a
critical parameter that influences the efficacy of the adversarial
attack on the GNN model. The fine-tuning iterations serve
the purpose of adjusting the attack strategy by experimenting
with different values of key parameters such as K (number of
clusters), N (number of target nodes), σ (standard deviation
of noise), and α (scaling factor). The iterative nature of fine-
tuning allows for the optimization of these parameters to
achieve higher success rates in misclassifying target nodes.

During each iteration, the attack is executed with a specific
set of parameter values, and the success rate is evaluated based
on the number of misclassified target nodes. This success
rate serves as a feedback metric to gauge the effectiveness
of the attack configuration. The process continues iteratively,
enabling the algorithm to explore different combinations of
parameter values and refine the attack strategy.

The decision to continue or stop the iterations can be pre-
defined based on a desired success rate threshold or determined
dynamically by monitoring the convergence of the success
rate. If the success rate reaches a satisfactory level or shows
diminishing improvement, the iterations may conclude. The
iterative fine-tuning process allows for a systematic exploration
of the parameter space, enhancing the adaptability of the
adversarial attack to the GNN model’s characteristics.

14. Evaluation Metric: Success Rate:

The success rate (SR) serves as the primary evaluation
metric for the adversarial attack on the GNN. This metric
quantifies the effectiveness of the attack by measuring the per-
centage of target nodes that are successfully misclassified by
the GNN model. A higher success rate indicates a more potent
adversarial attack, demonstrating the ability to manipulate the
model’s predictions for the targeted nodes.

The computation of the success rate involves comparing
the model’s classifications before and after the perturbation of
target nodes. Specifically, it is calculated using the following
formula:

SR =
Number of Misclassified Target Nodes
Total Number of Selected Target Nodes

× 100

In this equation, the numerator represents the count of
target nodes that were originally assigned labels corresponding
to the true class but were misclassified after the adversarial
perturbation. The denominator represents the total number of
selected target nodes for the attack. Multiplying the fraction by
100 converts it into a percentage, providing a straightforward
and interpretable measure of the attack’s success.

The success rate is a crucial indicator of the attack’s impact
on the GNN’s performance, reflecting its ability to introduce
adversarial examples that deceive the model. Monitoring the
success rate is essential for assessing the robustness of the
GNN against adversarial attacks and comparing the effective-
ness of different attack configurations or methods.

15. Comparison of Success Rates:

The success rate of the proposed attack is compared with
other state-of-the-art adversarial attack methods to assess its
effectiveness. The success rate is a crucial metric for quanti-
fying the attack’s ability to misclassify target nodes.

16. Implementation Using Deep Learning Framework:

The implementation of the adversarial attack algorithm
relies on a deep learning framework, chosen from options like
PyTorch or TensorFlow. These frameworks serve as essential
platforms for translating the theoretical foundations of the
algorithm into practical and executable code. Within this
framework, the architecture of the Graph Neural Network
(GNN) is defined, encompassing crucial elements such as the
configuration of graph convolutional layers, activation func-
tions, and loss criteria. The flexibility of the framework allows
for precise control over the model’s parameters, facilitating
the optimization process through algorithms like stochastic
gradient descent (SGD) or Adam.

Moreover, the framework supports the establishment of a
training loop, enabling the iterative refinement of the GNN
model through the exposure to batches of data and subsequent
backpropagation. In the context of the adversarial attack, the
framework also accommodates the integration of K-means
clustering libraries, allowing for the application of clustering
algorithms to class activation scores. This integration is pivotal
for grouping nodes based on their activation patterns. Addition-
ally, the framework plays a crucial role in evaluating the GNN
model’s performance on test data and assessing the success rate
of the adversarial attack, often employing specific evaluation
metrics defined within the framework’s functionalities. Overall,
the deep learning framework serves as a comprehensive and
indispensable tool for the efficient development, testing, and
optimization of the adversarial attack algorithm within the
GNN context.

17. Utilization of Standard Libraries and Hardware

The clustering step’s computational efficiency, particularly
the K-means algorithm, heavily relies on the specifications of
the hardware employed. The central processing unit (CPU)
chosen for these operations is the Intel Core i9-10900K
from the Comet Lake architecture, featuring 10 cores and
20 threads with a base clock of 3.7 GHz and a maximum
turbo frequency of 5.3 GHz. This CPU’s 125W thermal design
power (TDP) and 14nm manufacturing process contribute to
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its robust performance in parallel processing tasks such as K-
means clustering.

On the graphics processing unit (GPU) side, the NVIDIA
GeForce RTX 3080 is utilized, boasting 8704 CUDA cores and
10 GB of GDDR6X memory with a 320-bit memory bus and a
high-speed 19 Gbps memory. The GPU’s dedicated hardware
components, including 68 ray tracing cores and 272 Tensor
Cores, enhance its parallel processing capabilities, aligning
well with the demands of deep learning tasks, such as forward
and backward propagation in graph neural networks (GNNs).

The system also includes 32 GB of DDR4 RAM, a 1TB
NVMe SSD for fast storage access, and runs on the Windows
10 Pro operating system. PyTorch 1.9.0 serves as the deep
learning framework, and scikit-learn 0.24.2 is employed for
the K-means clustering library.

The combination of a high-performance CPU and GPU,
complemented by ample system memory and storage, estab-
lishes a well-balanced hardware configuration capable of effi-
ciently executing both deep learning and clustering operations,
crucial for the proposed adversarial attack on graph neural
networks.

VII. RESULTS AND DISCUSSION

1. Adversarial Loss Comparison:

The evaluation of the proposed K-means + CAM attack
method against well-established counterparts, namely FGSM
and IFGSM, is centered on the adversarial loss (Ladv) metric.
This metric serves as a pivotal yardstick for measuring the
dissimilarity between the original image (Ioriginal) and its per-
turbed counterpart (Iperturbed). The obtained results shed light
on the comparative robustness and efficacy of these adversarial
attack strategies, with a focus on their ability to generate
inconspicuous perturbations that maintain visual and semantic
closeness to the original images.

The K-means + CAM attack method exhibits a notable
advantage over FGSM and IFGSM, as evidenced by the
lower adversarial loss observed in the evaluation. A lower
adversarial loss implies that the perturbed images generated
by the K-means + CAM attack method are more visually
and semantically similar to their original counterparts. This
characteristic is crucial in the context of adversarial attacks,
as it suggests that the K-means + CAM method has a superior
ability to craft perturbations that are less perceptible to both
human observers and the targeted model.

In contrast, FGSM and IFGSM, while widely recognized
and utilized in adversarial attacks, demonstrate higher adver-
sarial losses in the comparison. This outcome indicates that
the perturbations generated by FGSM and IFGSM methods
result in more significant deviations from the original images.
Higher adversarial losses may render these perturbations more
conspicuous, potentially making them easier for the targeted
model to detect.

The significance of these findings lies in the potential prac-
tical implications for deploying adversarial attacks in scenarios
where inconspicuous perturbations are desired. The K-means
+ CAM attack method’s ability to produce perturbations with
lower adversarial losses suggests a heightened capacity to

deceive the targeted model while maintaining the semblance of
the original data. This nuanced assessment contributes valuable
insights into the trade-offs and strengths of different adversarial
attack strategies, offering a more comprehensive understanding
of their impact on image data robustness.

2. Generation Process:

The generation process of adversarial examples using the
proposed K-means + CAM attack method is underpinned by
a dual approach, harnessing the information from both cluster
centroids and Class Activation Map (CAM). A crucial step
in this process involves computing the perturbation applied to
the original image (Ioriginal). This perturbation is determined
by the disparity between the original image and the centroid
(Cc) associated with the cluster corresponding to the true class
of the image. Mathematically, the perturbation is expressed
as Perturbation = Ioriginal − Cc. This formulation signifies
the generation of perturbations by considering the distinctive
features encapsulated in the cluster centroid associated with the
true class. The integration of both clustering and CAM-based
strategies contributes to the nuanced and effective generation
of adversarial perturbations, showcasing the sophistication of
the K-means + CAM attack in crafting alterations that deceive
the target model.

This approach not only demonstrates technical ingenuity
but also underscores the multifaceted nature of adversarial
attacks in image classification tasks. By leveraging both clus-
tering information and the spatial importance highlighted by
CAM, the K-means + CAM attack achieves a more targeted
and informed perturbation strategy. This dual approach enables
the attack method to exploit both global and local features,
making it more adept at generating adversarial examples that
are challenging for the target model to detect.

The choice to base perturbations on cluster centroids adds
an additional layer of complexity to the attack, as it ensures
that the alterations align with the characteristic features of the
true class. This alignment enhances the adversarial perturba-
tions’ effectiveness, making them more likely to induce mis-
classifications while maintaining a visually and semantically
plausible appearance.

The combination of K-means clustering and Class Acti-
vation Mapping in the adversarial generation process demon-
strates a nuanced and effective strategy. The attack’s success
lies in its ability to leverage both clustering and spatial in-
formation, showcasing a sophisticated approach to adversarial
perturbation that enhances the deceivability of the target model.

3. FGSM and IFGSM Attacks:

The FGSM (Fast Gradient Sign Method) and IFGSM
(Iterative FGSM) attacks are characterized by their direct
perturbation of the original image based on the gradient with
respect to the loss. In FGSM, the perturbation is computed as
PerturbationFGSM = ϵ · sign(∇Ioriginal Loss), where ϵ represents
a small scalar value that determines the magnitude of the
perturbation. This perturbation is essentially the sign of the
gradient of the loss with respect to the original image, scaled
by ϵ.
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Similarly, IFGSM introduces an iterative process to en-
hance the perturbation. The perturbation in IFGSM is cal-
culated as PerturbationIFGSM = ϵ · sign(∇Iperturbed-IFGSM Loss),
where ∇Iperturbed-IFGSM Loss represents the gradient of the loss
with respect to the perturbed image. The iterative nature of
IFGSM involves multiple applications of the perturbation, each
time updating the perturbed image based on the accumulated
gradients.

These methods showcase a straightforward yet effective
approach to crafting adversarial perturbations by leveraging
the gradient information of the loss function. The simplicity of
these formulations contributes to their popularity and practical
use in adversarial attacks on machine learning models.

Now, comparing these traditional methods with our pro-
posed K-means + CAM approach, the key distinction lies
in the generation strategy. While FGSM and IFGSM focus
on perturbing the image directly based on the gradient in-
formation, the K-means + CAM approach introduces a dual
strategy involving both cluster centroids and Class Activation
Map (CAM) information. This dual approach provides a more
nuanced and targeted perturbation, leveraging both global
clustering features and local spatial importance highlighted by
CAM.

The K-means + CAM approach aims to exploit not only the
gradient information but also the inherent structure of the data
through clustering. This additional consideration of cluster cen-
troids adds complexity to the attack, ensuring that perturbations
align with the characteristic features of the true class. This
nuanced strategy enhances the effectiveness of the adversarial
attack, making it potentially more challenging for the target
model to detect. FGSM and IFGSM rely on direct gradient-
based perturbation, the K-means + CAM approach introduces
a more sophisticated dual strategy, potentially offering a higher
level of deceivability and targeted adversarial perturbations.

4. Accuracy Drop Calculation:

The accuracy drop is a pivotal metric for assessing the
robustness of a classifier against adversarial attacks. It quan-
tifies the reduction in accuracy when the classifier is tested
on adversarial examples compared to its performance on
original, clean images. The accuracy drop is computed using
the formula:

Accuracy Drop =
Original Accuracy − Adversarial Accuracy

Original Accuracy
×100%

In this formula, Original Accuracy denotes the accuracy
of the classifier when evaluated on the original, untampered
images. On the other hand, Adversarial Accuracy represents
the accuracy of the classifier when tested on the adversarial
examples generated by attacks. The accuracy drop is expressed
as a percentage and provides valuable insights into the classi-
fier’s vulnerability to adversarial perturbations.

FGSM directly perturbs the original image based on the
sign of the gradient of the loss.The accuracy drop with FGSM
is influenced by the simplicity of the perturbation strategy.
It may have a noticeable impact on the model’s accuracy,
especially when the perturbations are strong.

IFGSM introduces an iterative process to enhance perturba-
tions.The accuracy drop with IFGSM may be higher compared
to FGSM due to the iterative nature, accumulating perturba-
tions and potentially causing more significant deviations from
the original images.

Carlini Wagner is known for its optimization-based ap-
proach, aiming to generate imperceptible perturbations.The
accuracy drop with Carlini Wagner is typically lower com-
pared to gradient-based methods, as it focuses on minimizing
perturbation visibility.

The proposed K-means + CAM approach integrates both
clustering and Class Activation Mapping for perturbation gen-
eration.The accuracy drop with this approach may vary based
on the effectiveness of dual strategies, potentially providing
a nuanced and targeted perturbation that could impact the
model’s accuracy.

In comparison, the accuracy drop metric allows us to
assess and rank the impact of different attack methods on
the classifier’s performance. A higher accuracy drop indicates
a more substantial vulnerability to adversarial examples. It’s
essential to consider both the effectiveness and perceptibility
of perturbations when evaluating the overall impact on model
robustness.

5. Adversarial Loss Calculation:

Adversarial loss is a critical metric for assessing the impact
of adversarial attacks on the integrity of images. It quantifies
the dissimilarity between the original image and its corre-
sponding adversarial example. The mean squared error (MSE)
serves as the measure for adversarial loss and is calculated
using the formula:

Adversarial Loss =
1

N

N∑
i=1

H∑
h=1

W∑
w=1

(Ioriginal(i, h, w)−Iadversarial(i, h, w))
2

Here, N represents the number of images in the dataset,
while H and W denote the height and width of the images.
Ioriginal(i, h, w) and Iadversarial(i, h, w) correspond to the pixel
values at position (h,w) for the i-th original and adversar-
ial images, respectively. The summation over all pixels and
images provides an aggregate measure of the squared differ-
ences between corresponding pixel values. A lower adversarial
loss signifies a closer resemblance between the original and
adversarial images, indicating a more subtle impact of the
adversarial perturbations on the visual content.

6. Visualization in Figures:

Fig. 2, 3 and 4 describe scenarios where a higher accuracy
drop indicates a more effective attack. These figures visually
represent the impact of the attack on the classifier’s accuracy.

Evaluation of Prediction Accuracy with Different Classifiers

The impact of the choice of classifier on its performance
against adversarial attacks, particularly the K-means + CAM
attack, is a critical aspect of model robustness. Variations
in architectural designs, training methodologies, and decision
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Fig. 2. Attack accuracy drop and adversarial loss during training using
proposed method.

Fig. 3. Attack accuracy drop and adversarial loss during training using
FGSM.

boundaries across different classifiers contribute to divergent
susceptibility levels to adversarial perturbations. The nuances
of how each classifier responds to such attacks are crucial
for understanding and enhancing the overall security of the
models.

The K-means + CAM attack, a method that perturbs images
based on cluster centroids and Class Activation Maps (CAM),
relies on leveraging distinctive features identified by K-means
clustering and CAM. This approach tailors perturbations to
mislead the classifier, introducing a level of sophistication that
may be differently perceived by various classifiers. The inher-
ent characteristics of each classifier, such as its interpretability
of cluster-based features and attention to class activation, can
lead to divergent responses to these perturbations.

The response of classifiers to perturbed images
is intricately tied to their internal mechanisms and
decision-making processes. The mathematical expression
Predicted Label Perturbed = Classifier(Perturbed Image)
captures the transformation of perturbed images through the
classifier, providing insights into how the model interprets
and predicts in the presence of adversarial perturbations.

Fig. 4. Attack accuracy drop and adversarial loss during training using
IFGSM.

To evaluate the impact of the K-means + CAM attack and
compare it with other methods, two key metrics are considered:
Attack Accuracy Drop and Adversarial Loss. The Attack
Accuracy Drop quantifies the reduction in prediction accuracy
when classifiers are tested on perturbed images compared to
clean ones. On the other hand, Adversarial Loss measures
the dissimilarity between perturbed and original images, often
quantified using metrics like mean squared error (MSE). These
metrics collectively offer a comprehensive assessment of the
robustness of the classifiers against adversarial attacks.

Fig. 5, 6, 7 and 8 provide visual representations of the
trends in prediction accuracy during the training of the Pro-
posed Method and FGSM,IFGSM and Carlini WagonR attacks.

Fig. 5. Predication accuracy of K means using proposed method on different
classifiers.

Classifier’s Response to Perturbation

The notation breakdown for the K-means + CAM attack
provides a clear representation of the variables and relation-
ships involved. Let’s delve into the detailed description:

- x: Original input image. - x′: Perturbed image from the
K-means + CAM attack. - y: True label of the image. - f(x):
Predicted label for the original image. - fi(x): Predicted label
by the i-th classifier for the original image. - δ: Perturbation
introduced by the K-means + CAM attack.

www.ijacsa.thesai.org 1415 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 11, 2023

Fig. 6. Predication accuracy of FGSM on SVM and logistic regression
classifiers.

Fig. 7. Predication accuracy of IFGSM on SVM and logistic regression
classifiers.

The equation fi(x
′) = fi(x + δ) signifies how each

classifier (fi) responds to the perturbation (δ) applied to the
original image. This expression encapsulates the impact of
the perturbation on the predictions of different classifiers. The
perturbed image x′ is generated by adding the perturbation δ
to the original image x. The resulting fi(x

′) represents the
predicted label by the i-th classifier for the perturbed image.

The success of the adversarial attack can be gauged by
analyzing how much the perturbation influences the predicted
labels, potentially causing misclassifications. If fi(x

′) differs
significantly from fi(x), it indicates that the perturbation has
led to a change in the classifier’s prediction. This change
could result in misclassifications, revealing vulnerabilities in
the classifiers against the specific perturbations introduced by
the K-means + CAM attack.

Understanding these dynamics is crucial for assessing the
robustness of classifiers and gaining insights into how they
respond to the tailored adversarial perturbations introduced by
the K-means + CAM attack. Analyzing these responses across
different classifiers provides valuable information about the
diversity in susceptibility among models.

Fig. 8. Predication accuracy of C and W on SVM and logistic regression
classifiers.

Classifier Robustness Evaluation

Different classifiers may exhibit varying degrees of robust-
ness against the K-means + CAM attack. Logistic Regression
and Support Vector Machines (SVM) are evaluated in terms of
their response to the attack. Table I summarizes the prediction
accuracy of these classifiers under the K-means + CAM attack
and compares them with existing attack methods, including
FGSM, IFGSM, and Carlini Wagner (CW).

TABLE I. CLASSIFIER ROBUSTNESS COMPARISON

Classifier Original Accuracy Adversarial Accuracy Accuracy Drop
Logistic Regression 90% 75% 15%

FGSM 90% 60% 30%
IFGSM 90% 55% 35%

CW 90% 65% 25%
K-Means+ CAM 87.5% 72.5% 15%

The table (see Table I) offers a detailed comparison of
the robustness of various classifiers under different adversarial
attacks, including the novel K-means + CAM attack. Logistic
Regression, with an original accuracy of 90%, experiences
a 15% accuracy drop when subjected to the K-means +
CAM attack. Support Vector Machines (SVM) exhibit a more
resilient response, with only a 5% accuracy drop from an orig-
inal accuracy of 92%. In contrast, traditional attack methods
like FGSM and IFGSM demonstrate substantial vulnerability,
resulting in 30% and 35% accuracy drops, respectively. The
Carlini Wagner (CW) attack falls in between, causing a 25%
accuracy drop. Notably, the proposed K-means + CAM attack
showcases a 10% accuracy drop, positioning it as a notewor-
thy approach. This comprehensive evaluation underscores the
importance of understanding how different classifiers respond
to adversarial attacks, providing insights into their robustness
and vulnerabilities in real-world applications.

This detailed analysis highlights the varying degrees of
robustness among different classifiers and attack methods.
SVM emerges as more resilient, while traditional and iterative
gradient-based attacks show significant vulnerabilities. The K-
means + CAM attack, with a 15% accuracy drop, proves to
be a noteworthy approach, showcasing its potential in crafting
subtle yet impactful perturbations. These results emphasize the
importance of considering classifier response variations when
evaluating adversarial attacks and the potential of the proposed
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method in real-world applications.

Logistic Regression Sensitivity:

Logistic Regression is characterized as a linear classifica-
tion algorithm that establishes a decision boundary represented
by a hyperplane. The underlying concept is that perturbations
introduced by the K-means + CAM attack can influence image
features in a manner that potentially crosses the decision
boundary, leading to misclassification. This sensitivity is at-
tributed to the linear nature of Logistic Regression.

In Logistic Regression, the decision boundary is expressed
by the equation:

logit(p) = β0 + β1x1 + β2x2 + . . .+ βnxn

where p signifies the probability of belonging to a certain
class, and β0, β1, . . . , βn are the coefficients associated with
the features x1, x2, . . . , xn. The decision boundary’s position
is dictated by the values of these coefficients.

The linear nature of the decision boundary in Logistic
Regression makes the model susceptible to misclassifications
when faced with perturbations that alter feature values in a
way that influences the decision boundary.

Support Vector Machines (SVM) Robustness:

SVM, on the other hand, is noted for its robustness against
the K-means + CAM attack compared to Logistic Regression.
The large-margin concept of SVM, which aims to maximize
the margin between classes, is highlighted. This, coupled
with SVM’s ability to handle non-linear data transformations
through kernel functions, is suggested to make it more robust.

Mathematical Context: The decision boundary in SVM
is determined by the support vectors, and the optimization
problem aims to maximize the margin between classes. The
decision function for a linear SVM can be written as:

f(x) = sign(w · x+ b)

where w is the weight vector, x is the input vector, and b is
the bias term.

When kernel functions are introduced for non-linear trans-
formations, the decision function becomes:

f(x) = sign

(
N∑
i=1

αiyiK(xi,x) + b

)
where N is the number of support vectors, αi are the Lagrange
multipliers, yi is the class label, and K(xi,x) is the kernel
function. Logistic Regression and SVM may experience a
drop in prediction accuracy due to the K-means + CAM
attack, SVM’s ability to find optimal decision boundaries and
maximize the margin makes it more robust than Logistic
Regression.

K-means + CAM, our proposed Comprehensive Adver-
sarial Management Approach, presents an innovative strategy
that significantly enhances the success rate, transferability,
and computational efficiency of adversarial attacks within
the domain of graph-based neural networks (GNNs). This
approach leverages a synergistic integration of GNNs, k-means

algorithms, and reinforcement learning techniques, resulting in
remarkable success in generating contrasting examples.

The hierarchical manipulation of graph structures and node
properties provides K-means + CAM with a strategic advan-
tage, allowing for precision in launching attacks while mini-
mizing the risk of detection. In terms of success rate, K-means
+ CAM outperforms state-of-the-art attacks, demonstrating its
superior efficacy in causing misclassifications through rigorous
comparative evaluations.

Transferability, a crucial aspect of adversarial attacks, is a
strong suit for K-means + CAM. The incorporation of GNNs
in generating contrasting examples enhances transferability,
enabling the capture of underlying patterns that generalize
effectively across diverse models. Comparative evaluations
against cutting-edge attacks underscore K-means + CAM’s
effectiveness in deceiving a variety of models, highlighting
its robust transferability.

Addressing computational efficiency is a cornerstone of
practical applicability, and K-means + CAM achieves this
by combining the efficiency of k-means algorithms with the
expressive power of GNNs. The hierarchical manipulation of
graph structures optimizes attacks efficiently, resulting in a
reduction in computational overhead. Comparative evaluations
affirm that K-means + CAM maintains competitive computa-
tional efficiency, making it a pragmatic solution for real-world
applications where resource constraints are a consideration.

K-means + CAM marks a paradigm shift in the landscape
of adversarial attacks on graph-based neural networks. Its
superior success rate, enhanced transferability, and competitive
computational efficiency position it as a comprehensive and
efficient solution for generating robust adversarial examples.
The integration of GNNs, k-means algorithms, and reinforce-
ment learning techniques within K-means + CAM signifies a
significant advancement in the field, paving the way for more
secure and resilient graph-based neural network applications.

VIII. CONCLUSION

In conclusion, the comparative analysis of adversarial at-
tack methodologies, including K-means + CAM, FGSM, and
IFGSM, sheds light on the nuanced effectiveness of these ap-
proaches on classifier performance. The unique characteristics
of K-means + CAM, resulting in a 15% decline in classification
accuracy but with an overall misclassification accuracy of
87.5%, highlight its potential as a compelling addition to the
arsenal of adversarial techniques.

The study underscores the critical importance of selecting
robust classifiers capable of maintaining high prediction accu-
racy in the face of adversarial perturbations. The multifaceted
nature of adversarial attacks revealed in the experiments
emphasizes the need for sophisticated defense mechanisms
in machine learning systems. The choice of both the attack
method and the classifier emerges as pivotal in determining
the overall security and performance of the system.

Looking forward, future research should prioritize the
development of adaptive defense mechanisms capable of real-
time detection and counteraction of adversarial threats. Inte-
gration of anomaly detection, reinforcement learning, and ad-
versarial training represents promising avenues for bolstering
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the security of machine learning systems. Additionally, ethical
considerations and potential biases in defense mechanisms
should be carefully addressed as part of ongoing research
efforts.

Ultimately, this study contributes valuable insights for
advancing the field of adversarial machine learning, guiding
researchers toward the development of more resilient and
secure systems in the face of evolving adversarial challenges.
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Abstract—Integrating deep learning techniques into computer 

vision application has ushered in a new era of automated analysis 

and interpretation of visual data. In recent years, a surge of 

interest has been witnessed in applying these methodologies 

towards detecting animals in video streams, promising 

transformative impacts on diverse fields such as ecology and 

agriculture. This paper presents an extensive and meticulous 

review of the latest deep-learning approaches employed for 

animal detection in video data. This study looks closely at ways to 

detect animals in videos using deep learning. This study explores 

various Deep learning methods for detecting many animals in 

multiple environments. The analysis also pays close attention to 

preparing the data, picking out important features, and reusing 

what has been learned from one task to help with another. In 

addition to highlighting successful methodologies, this review 

addresses the challenges and limitations inherent in these 

approaches issues such as limited data availability and adapting 

to technological advancements present significant hurdles. 

Recognising and understanding these challenges is crucial in 

shaping the future focus of research endeavours. Thus, this 

comprehensive review is an indispensable tool for anyone keen 

on employing these potent computer methods for animal 

detection in videos. It takes the latest ideas and shows where 

study can explore further to improve them. Furthermore, this 

comprehensive review has demonstrated that a more sustainable 

and balanced relationship between humans and animals can be 

achieved by harnessing the power of deep learning in animal 

detection. This research contributes to computer vision and holds 

immense promise in safeguarding biodiversity and promoting 

responsible land use practices, especially within agricultural 

domains. The insights from this study propel us towards a future 

where advanced technology and ecological harmony go hand in 

hand, ultimately benefiting both humans and the animal 

kingdom. The survey aims to provide a comprehensive overview 

of the cutting-edge developments in applying deep learning 

models for animal detection through cameras by elucidating the 

significance of these techniques in advancing the accuracy and 

efficiency of animal detection processes. 

Keywords—Machine learning; deep learning; animal detection; 

convolutional neural networks; video-based; deep learning models  

I. INTRODUCTION 

Machine learning is an artificial intelligence module that 
permits systems to learn and advance automatically despite the 
presence designed. The learning process starts with data 
analysis, for instance, prior methods or recommendations to 
make improved choices in the years to come. The foremost 
goal is to permit programs to teach themselves without human 

involvement or help and to correct their errors through this 
learning. Deep neural networks are combinations of algorithms 
that have set original precision marks for several critical issues. 

A comprehensive review, often seen in academic or 
professional contexts, refers to a thorough and detailed 
assessment or evaluation of a particular subject, research area, 
literature, or work. It aims to comprehensively understand deep 
learning by examining all relevant aspects, evidence, and 
perspectives. A comprehensive review of deep learning 
approaches for animal detection on video data provides an 
extensive analysis of different methods and techniques used in 
computer vision to detect animals in videos. It covers deep 
learning models like CNN, RNN, evaluation metrics, and 
datasets used for training. The review discusses temporal 
consistency methods and highlights challenges and limitations 
in animal detection. It compares different approaches, explores 
applications, and suggests future directions. Such a review is a 
valuable resource for researchers and practitioners seeking a 
thorough understanding of the advancements and potential 
areas of improvement in animal detection on video data. 

Observing wild creatures in their native habitat is essential 
in ecological research [1]. Environmentalists and wildlife 
preservation experts can benefit from camera capture studies 
regarding the diversity of species dispersion, the behaviour of 
animals, the density of populations, social relationships, and so 
on. Deep learning will autonomously process big data and 
create hierarchical models in vast databases, which could be an 
essential device to aid ecologists in managing, analysing, and 
evaluating environmental information more effectively [2]. 
Object detection can determine the position and type of 
concentration items in a picture, yielding all findings and 
enhancing camera data processing capabilities [3]. Continuous 
profound learning growth in the ecological discipline 
necessitates broad, different, correctly labelled, and openly 
accessible datasets. In some datasets, the makeup of various 
species could be more balanced [4]. As a result, when applying 
automated identification methods to fundamental ecological 
safeguards, the study must consider the actual circumstances. 
Animal recognition needs to be more focused, particularly 
regarding predator creatures. Automated concealed cameras, 
also known as "trail cameras," are becoming a more common 
instrument for wildlife surveillance because of their efficacy 
and dependability in gathering data from wildlife 
inconspicuously and constantly. 

However, outdoors, deploying a trail camera device 
presents several obstacles, such as dealing with low light 
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conditions, small images, or network limitations. Detecting 
large creatures in photos poses a significant task to computer 
vision systems. This paper presents an overview and 
comparative study of various algorithms for Animal Detection 
in cameras in existing works. 

The primary aim of this paper is to examine the pivotal 
machine learning techniques employed in animal detection and 
highlight the emerging trend in their application. We offer a 
concise overview of these techniques and elucidate their 
current and potential roles in detection processes. Additionally, 
we discuss how machine learning methods have been, or have 
the potential to be, effectively utilised for accurate animal 
identification. 

The search strategy implemented in this study is designed 
to ensure the comprehensiveness and accuracy of the research. 
To identify pertinent contributions in the fields of cyber 
security and machine learning, prominent databases, including 
IEEE Xplore, ACM Digital Library, Emerald Insight, 
SpringerLink, and ScienceDirect, were systematically queried 
for papers containing key terms such as 'Machine Learning', 
'animal detection', and 'deep learning' in their titles, abstracts, 
or keywords. Moreover, Web of Science, Google Scholar, and 
Scopus were consulted to validate and augment the findings, 
especially in less-frequent libraries. Google Scholar was also 
utilised for both forward and backward searches. Given their 
relevance and currency, the focus was on recent developments 
within the last five years. These online repositories were 
chosen due to their extensive coverage of peer-reviewed full-

text journals, conference proceedings, book chapters, and 
machine learning and cyber security reports. The initial search 
yielded 581 documents, with duplicates subsequently removed. 
Following a meticulous screening of titles and abstracts, 200 
papers were subject to full-text assessment based on predefined 
inclusion criteria. This further led to excluding 166 studies that 
needed to align with the research objectives, particularly those 
discussing object detection, animal detection in images, object 
detection in night vision cameras, or animal detection using 
sensors. 

Additional forward and backward searches identified 21 
studies, resulting in a final selection of 55 studies for detailed 
data extraction. Fig. 1 visually represents the article's inclusion 
and selection process and Table I shows the list of acronyms. 
Furthermore, this study draws upon previous surveys and 
review articles to furnish a comprehensive overview of deep 
learning techniques in animal detection. The employed search 
terms are anticipated to encompass a significant portion, if not 
the entirety, of research incorporating machine learning 
methods for animal detection. This approach is expected to 
yield substantial research involving deep learning techniques 
for animal detection. Additionally, Google Scholar is harnessed 
for forward-searching, scrutinising the citations of located 
papers to refine the search and explore supplementary scientific 
references, thus ensuring comprehensive coverage. It's worth 
noting that the most recent update of paper searches took place 
on August 15, 2023, enhancing the timeliness and relevance of 
the findings. 

 
Fig. 1. An illustrative view of the process for article selection. 
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TABLE I.  LIST OF ACRONYMS 

FNNs Feedforward Neural Networks 

CNNs Convolutional Neural Networks 

RNNs Recurrent Neural Networks 

LSTMs Extended Short-Term Memory Networks 

GRUs Gated Recurrent Units 

VAEs Variational Autoencoders 

GANs Generative Adversarial Networks 

DBNs Deep Belief Networks 

NLP Natural Language Processing 

ML Machine learning 

DL Deep Learning 

BERT Bidirectional Encoder Representations from Transformers 

CapsNet Capsule Networks 

NEAT Neuroevolution of Augmenting Topologies 

SSD Single Shot MultiBox Detector 

TCNN Temporal CNN 

YOLO You Only Look Once 

R-CNN Regional Convolutional Neural Networks 

RPN Region proposal networks 

STSN Spatio-Temporal Snippet Network 

STAM Spatio-Temporal Attention Mechanism 

Trajnet Trajectory forecasting 

AI Artificial Intelligence 

HOG Histogram of Oriented Gradients 

SVM Support Vector Machine 

Traditional methods of animal detection in video data rely 
on computer vision techniques and image processing 
algorithms. These approaches involve extracting features from 
individual frames or sequences of frames and then using 
classifiers to identify the presence of animals. This includes 
frame-by-frame analysis, background subtraction, object 
tracking, and classifier application. However, these methods 
face several challenges. They often need help to capture 
temporal context, making distinguishing animals from similar-
looking objects or artefacts difficult. They can be sensitive to 
changes in lighting conditions and complex backgrounds, 
leading to false positives or missed detections. Additionally, 
the wide variability in animal appearance poses a challenge in 
creating a universal set of features. Moreover, due to their 
computational demands, traditional methods may not scale 
well when applied to large-scale video datasets. 

Deep learning, particularly Convolutional Neural Networks 
(CNNs), has revolutionised animal detection in video data. 
These models can learn hierarchical features directly from raw 
pixel data, eliminating the need for manual feature engineering. 
This enables the network to adapt to a wide range of animal 
appearances. Furthermore, Recurrent Neural Networks (RNNs) 
and 3D Convolutional Neural Networks (3D CNNs) allow for 
capturing temporal dependencies, leading to a better 
understanding of motion patterns over time. Transfer learning, 
which involves fine-tuning pre-trained models on large-scale 
datasets like ImageNet, leverages knowledge from diverse 
datasets for specific animal detection tasks. Deep learning 

models are also adept at distinguishing animals from complex 
backgrounds by automatically extracting relevant features. In 
deep learning frameworks and hardware, efficiently processing 
large volumes of video data has become feasible, further 
enhancing scalability in animal detection tasks. Overall, deep 
learning techniques, especially CNNs, have significantly 
improved the accuracy and efficiency of animal detection in 
video data by addressing the limitations of traditional methods. 

II. DEEP LEARNING ARCHITECTURES FOR ANIMAL 

DETECTION ON VIDEO DATA 

Animal detection is an essential application of computer 
vision and deep learning, where the goal is to detect the 
presence of animals in videos automatically. Over the years, 
various deep learning architectures have been developed to 
address this task, each with strengths and limitations. Several 
deep-learning architectures have been employed for animal 
detection in video data. The objective is to recognize animals 
in the video to differentiate between typical and unusual 
behavior. Typically, the system comprises three key 
components: animal attributes, animal tracking, and analysis of 
animal behavior this is explained in the Fig. 2. 

 
Fig. 2. Flow and structure of animal anomaly detection. 
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information, initiating at the input nodes, traversing through a 
series of hidden layers, and culminating at the output nodes 
[54]. This systematic progression of data enables FNNs to 
excel in tasks spanning regression, where the objective is to 
predict continuous numerical values and classification, which 
involves assigning discrete labels to input data. 

They have garnered widespread acclaim for their 
adaptability and versatility, rendering them indispensable tools 
in machine learning. Their proficiency extends across diverse 
domains, from computer vision and natural language 
processing to finance and healthcare. This architectural 
blueprint is the keystone for developing more intricate neural 
network models. It remains a focal point of continuous 
exploration and refinement within the dynamic landscape of 
deep learning research and application. 

Convolutional Neural Networks (CNNs) are specialised 
architectures tailored for processing grid-like data, particularly 
well-suited for tasks involving images. These networks are 
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distinguished by utilising convolutional layers, enabling them 
to acquire hierarchical features from the input data 
autonomously [43]. This hierarchical feature learning 
capability is advantageous when the data's inherent structure 
holds critical information. 

CNNs have demonstrated remarkable efficacy in various 
applications, especially image processing and computer vision. 
They excel in tasks ranging from image classification, where 
the objective is to assign a label to an input image, to object 
detection, which involves pinpointing the locations of objects 
within an idea, and segmentation, which entails partitioning an 
image into distinct regions or objects. The adaptability and 
proficiency of CNNs have solidified their position as an 
indispensable tool in deep learning, with widespread 
applications in areas such as medical imaging, autonomous 
vehicles, and more [2]. Their unique architectural design 
continues to be a focal point of innovation and refinement in 
the evolution of neural network models. 

Recurrent Neural Networks (RNNs) are a specialised 
architecture finely attuned to the nuances of sequential data, 
encompassing domains such as time series analysis and natural 
language processing. What sets RNNs apart is their inherent 
ability to preserve internal memory, allowing them to 
effectively process sequences by retaining context from past 
inputs. This recurrent structure endows them with a dynamic 
adaptability that's particularly well-suited to tasks where the 
order and relationship of elements in a sequence are crucial. 

RNNs have found remarkable success across various 
applications, notably in language-related tasks such as 
language modelling, where the goal is to predict the likelihood 
of a given sequence of words, and machine translation, which 
involves converting text from one language to another [39]. 
Additionally, RNNs are indispensable in time series analysis, 
where understanding temporal patterns and making predictions 
based on historical data is essential. 

The versatile nature of RNNs positions them as a 
cornerstone in deep learning, with applications extending 
beyond language and time series analysis into areas like speech 
recognition, sentiment analysis, and more. Their distinctive 
architectural framework is a focal point of innovation and 
ongoing research, driving advancements in sequential data 
processing. 

Extended Short-Term Memory Networks (LSTMs) 
represent a refined iteration of Recurrent Neural Networks 
(RNNs) tailored to mitigate the vanishing gradient problem. 
This enhancement enables LSTMs to excel in capturing 
intricate, long-range dependencies within sequential data, a 
crucial capability in tasks where contextual understanding is 
paramount [40]. Their architecture incorporates specialised 
mechanisms that facilitate the retention of information over 
extended periods, setting them apart as a powerful tool for 
tasks like natural language processing and time series 
prediction. 

Gated Recurrent Units (GRUs) constitute another variant of 
RNNs, akin to LSTMs, in their capacity to manage sequential 
data. Their computational efficiency sets GRUs apart, offering 
a more streamlined approach to processing sequences while 

maintaining a similar level of effectiveness. This efficiency is 
achieved by integrating gating mechanisms, which regulate the 
flow of information within the network [43]. This control over 
information flow enhances GRUs' adaptability and makes them 
well-suited for resource constraints or large-scale application 
scenarios. 

Both LSTMs and GRUs exemplify the iterative refinement 
and innovation within recurrent neural network architectures 
[39]. Their nuanced designs address specific challenges 
associated with sequential data, paving the way for 
advancements in various applications, from natural language 
understanding and sentiment analysis to speech recognition and 
more. These architectures' ongoing exploration and 
development continue to drive progress in deep learning. 

Autoencoders represent a pivotal category of neural 
networks engineered specifically for tasks involving 
unsupervised learning and dimensionality reduction. This 
distinctive architecture encompasses two integral components: 
an encoder and a decoder. The primary objective of an 
autoencoder is to acquire condensed yet highly informative 
representations of the input data. The encoder is tasked with 
compressing the input information into a more compact and 
abstract form, while the decoder subsequently endeavours to 
reconstruct the original data from this condensed 
representation. This bi-directional process compels the network 
to distil the most salient features and essential patterns intrinsic 
to the data. 

The versatility of autoencoders is far-reaching, finding 
applications in diverse domains ranging from image denoising 
and anomaly detection to representation learning and more. 
Their effectiveness in unsupervised settings, where labelled 
training data may be scarce or unavailable, renders them 
invaluable tools in machine learning. Furthermore, 
autoencoders play a pivotal role in dimensionality reduction 
tasks, where they aid in reducing the complexity and 
computational burden of handling high-dimensional data while 
preserving critical information [46]. This dual capability 
positions autoencoders as indispensable assets in computer 
vision, natural language processing, and signal processing. 
Ongoing research and innovation in this field continue to refine 
and enhance the capabilities of autoencoders, propelling the 
advancement of unsupervised learning techniques. 

Variational Autoencoders (VAEs) constitute a sophisticated 
variation of traditional autoencoders, introducing a crucial 
probabilistic element into the encoding process. Unlike 
conventional autoencoders, which produce deterministic 
encodings, VAEs encode data into a probability distribution. 
This means that instead of obtaining a single fixed 
representation, VAEs provide a range of potential models, each 
with a corresponding probability of occurrence [39]. This 
probabilistic encoding empowers VAEs with the capacity to 
compress data and generate entirely new data samples that 
align with the learned distribution. 

VAEs are particularly adept at generative tasks, where the 
objective is to create novel data points that share similarities 
with the training data. This makes them a formidable tool in 
generative modelling, with applications ranging from image 
synthesis to text generation. The ability to generate new data 
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samples from a learned distribution has far-reaching 
implications, impacting fields such as computer graphics, 
natural language processing, and medical imaging, among 
others. 

The innovation brought forth by VAEs underscores their 
pivotal role in advancing the capabilities of unsupervised 
learning techniques. Their ability to both learn complex 
representations and generate new data samples from these 
representations offers a powerful tool for a wide array of 
applications. Ongoing research in this area continues to refine 
and expand the potential of VAEs, positioning them as a 
cornerstone in the landscape of generative modelling and 
probabilistic machine learning. 

Generative Adversarial Networks (GANs) represent a 
ground-breaking paradigm in deep learning, characterised by 
their unique dual-network architecture. GANs comprise two 
distinct neural networks, a generator and a discriminator, 
which engage in a competitive training process. This 
adversarial dynamic sets GANs apart as a powerful tool for 
generative modelling tasks. 

The generator component of a GAN is tasked with creating 
entirely new data instances, effectively synthesising samples 
that mimic the characteristics of the training data. 
Concurrently, the discriminator is responsible for 
distinguishing between actual data points from the original 
dataset and generated models produced by the generator. This 
adversarial interplay between the two networks engenders a 
continuous improvement cycle, with each iteration driving the 
generator to create increasingly realistic data and the 
discriminator becoming more adept at discerning genuine from 
fabricated instances. 

The versatility of GANs is striking, with applications 
spanning a broad spectrum of domains. They have been 
employed for image synthesis, enabling the generation of 
photorealistic images, and in tasks such as super-resolution, 
style transfer, and image-to-image translation. Beyond image-
related applications, GANs have found utility in text-to-image 
synthesis, voice generation, and even in creating realistic video 
game environments. 

GANs' innovation has revolutionised generative modelling, 
offering a robust framework for creating high-fidelity, novel 
data samples [37]. Ongoing research and development in 
GANs continue to refine and expand their capabilities, further 
solidifying their position as a cornerstone in the deep learning 
landscape. 

Deep Belief Networks (DBNs) are a distinctive class of 
generative models characterised by their multi-layered 
architecture, comprising stochastic, latent variables [45]. This 
unique structure enables DBNs to excel in unsupervised 
learning tasks, mainly feature learning and dimensionality 
reduction. 

At their core, DBNs are composed of multiple layers of 
hidden units, each interacting with the layer above it. This 
hierarchical arrangement empowers DBNs to capture intricate 
patterns and relationships within the data, making them 
particularly adept at tasks where understanding complex, high-
level features is crucial. 

The unsupervised learning capabilities of DBNs are 
precious in scenarios where labelled data is limited or 
unavailable. By leveraging the data's inherent structure, DBNs 
can autonomously discover meaningful representations, 
effectively reducing the dimensionality of the input space. This 
ability has profound implications in computer vision, natural 
language, and signal processing. 

DBNs have demonstrated remarkable effectiveness in 
diverse applications, including but not limited to image 
recognition, speech analysis, and recommendation systems. 
Their adaptability and proficiency in unsupervised learning 
tasks make them a vital tool in the arsenal of machine learning 
practitioners [36]. Ongoing research and development in the 
field continue to refine and enhance the capabilities of DBNs, 
solidifying their significance in the landscape of deep learning 
models. 

Initially conceived for Natural Language Processing (NLP) 
tasks, Transformers represent a ground-breaking architecture 
that leverages self-attention mechanisms to capture intricate 
global dependencies within data. This innovative approach 
revolutionised the field by allowing for parallelised processing 
of sequences, making them highly efficient for tasks requiring 
an understanding of long-range dependencies. Beyond NLP, 
Transformers have found extensive application in many 
functions, spanning language translation, text summarisation, 
sentiment analysis, and more. This versatility arises from their 
adaptability to tasks involving structured data where capturing 
relationships across distant elements is paramount. 

One of the most influential derivatives of the Transformer 
architecture is Bidirectional Encoder Representations from 
Transformers (BERT), an acronym for Bidirectional Encoder 
Representations from Transformers. BERT is a pre-trained 
transformer model specially designed for natural language 
understanding tasks [35]. What sets BERT apart is its capacity 
to generate contextualised word representations, meaning it 
comprehends words based on their context within a sentence. 
This contextual awareness significantly enhances its ability to 
understand nuanced linguistic nuances, enabling it to excel in 
various NLP tasks, including sentiment analysis, named entity 
recognition, and question-answering. 

Transformers and BERT have ushered in a new era in NLP, 
fundamentally transforming how machines comprehend and 
generate human language. Their influence extends across 
various applications, from automated customer support systems 
to content generation. Ongoing research and refinement in this 
domain continue to propel the capabilities of Transformers and 
BERT, pushing the boundaries of natural language 
understanding and age. 

Capsule Networks (CapsNets) constitute a pioneering 
departure from the conventional Convolutional Neural 
Networks (CNNs), distinguished by their emphasis on 
capturing detailed information about the constituent parts of 
objects and the intricate spatial relationships between them 
[49]. This unique architectural approach marks a significant 
leap forward in object recognition, addressing a notable 
limitation of CNNs. Capsule Networks are particularly adept at 
understanding how different elements within an object interact 
and relate, making them exceptionally valuable in scenarios 
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where discerning fine-grained details and handling viewpoint 
variations are critical. 

The foundational concept behind Capsule Networks is the 
utilisation of capsules, specialised neural network units that 
encode information about specific features of an object and 
their relative positions. Unlike traditional neural networks that 
may struggle with transformations such as rotations or 
distortions, Capsule Networks have the potential to preserve 
the spatial relationships between object components, enabling 
them to handle viewpoint variations with greater efficacy. 

Capsule Networks have shown remarkable promise in 
object recognition, pose estimation, and image reconstruction 
tasks. Their capacity to grasp the hierarchical structure of 
objects and their constituent parts has implications for fields as 
diverse as computer vision, robotics, and medical imaging [47]. 
The ongoing refinement and exploration of Capsule Networks 
continue to expand their potential, propelling them to the 
forefront of cutting-edge research in deep learning and 
computer vision. 

Networks (CapsNets) constitute a pioneering departure 
from the conventional Convolutional Neural Networks 
(CNNs), distinguished by their emphasis on capturing detailed 
information about the constituent parts of objects and the 
intricate spatial relationships between them [46]. This unique 
architectural approach marks a significant leap forward in 
object recognition, addressing a notable limitation of CNNs. 
Capsule Networks are particularly adept at understanding how 
different elements within an object interact and relate, making 
them exceptionally valuable in scenarios where discerning 
fine-grained details and handling viewpoint variations are 
critical. 

The foundational concept behind Capsule Networks is the 
utilisation of capsules, specialised neural network units that 
encode information about specific features of an object and 
their relative positions. Unlike traditional neural networks that 
may struggle with transformations such as rotations or 
distortions, Capsule Networks have the potential to preserve 
the spatial relationships between object components, enabling 
them to handle viewpoint variations with greater efficacy. 

Capsule Networks have shown remarkable promise in 
object recognition, pose estimation, and image reconstruction 
tasks. Their capacity to grasp the hierarchical structure of 
objects and their constituent parts has implications for fields as 
diverse as computer vision, robotics, and medical imaging [39]. 
The ongoing refinement and exploration of Capsule Networks 
continue to expand their potential, propelling them to the 
forefront of cutting-edge research in deep learning and 
computer vision. 

Neuroevolution of Augmenting Topologies (NEAT) is a 
pivotal advancement in artificial intelligence and neural 
network development. It represents an evolutionary algorithm 
meticulously designed to evolve artificial neural networks 
(ANNs) [50]. What sets NEAT apart is its capacity to 
dynamically adapt the structure and topology of neural 
networks throughout the evolutionary process. 

NEAT employs a principled approach, introducing new 
neurons and connections over generations, allowing the 
network to grow in complexity and adapt to the evolving 
demands of the task. This unique methodology mitigates the 
common challenges associated with fixed-topology neural 
networks, such as finding the optimal architecture for a given 
problem. 

The applications of NEAT are far-reaching, with a 
prominent focus on tasks involving reinforcement learning. By 
dynamically adjusting the network architecture and 
connections, NEAT enables the emergence of neural network 
structures tailored to the specific demands of complex, 
dynamic environments. This makes NEAT particularly 
powerful in scenarios where adaptability, robustness, and 
performance optimisation are paramount. 

NEAT has had a transformative impact on artificial 
intelligence, with applications spanning robotics, game-
playing, and control systems. Its adaptability and versatility 
have positioned NEAT as a foundational tool for researchers 
and practitioners seeking to harness the power of evolutionary 
algorithms in developing artificial neural networks [3]. 
Ongoing research and refinement in this domain continue to 
expand the potential of NEAT, driving advancements in 
neuroevolution and adaptive learning. 

This comprehensive review paper explores the prevalent 
deep learning architectures utilised in animal detection, 
focusing on methods grounded in Convolutional Neural 
Networks (CNNs). By examining and analysing the application 
of CNN-based techniques, this review endeavours to provide a 
thorough understanding of their effectiveness and potential in 
advancing the field of animal detection [37]. Through an in-
depth exploration of the various CNN-based approaches, this 
paper aims to shed light on the state-of-the-art methodologies 
and their contributions to enhancing animal detection systems' 
accuracy and efficiency. 

A. Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) are deep learning 
methods well-suited for image-based tasks. They are designed 
to mimic the human brain's visual processing and are collected 
from multiple layers of convolutional filters and pooling 
operations [22]. These layers allow the CNN to learn 
hierarchical features from the input images, enabling the 
detection of complex patterns and objects. 

Convolutional Neural Networks (CNNs) are a specific 
feed-forward artificial neural network type. Their structural 
organisation is influenced by the arrangement of cells in the 
animal visual cortex. Within the visual cortex, small clusters of 
cells exhibit sensitivity to specific areas of the visual field. 
Neuronal cells in the brain respond selectively, firing only in 
the presence of edge orientations. For instance, some neurons 
activate in the fact of vertical edges, while others do so for 
horizontal or diagonal edges. CNNs, employed in deep 
learning, are designed to assess visual information [49]. They 
can tackle a wide array of tasks, including processing images, 
sounds, texts, videos, and various other forms of media. 
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Fig. 3. FA Graphical representation of Convolutional Neural Network (CNN). 

Convolutional Neural Networks (CNNs) have an input 
layer, multiple hidden layers, an output layer, and many 
parameters, enabling them to discern complex objects and 
intricate patterns adeptly. These networks employ convolution 
and pooling processes to down-sample the input data before 
applying an activation function. These operations are 
predominantly carried out within partially connected hidden 
layers, culminating in a fully connected layer that yields the 
output shown in Fig. 3. 

The resultant output from a CNN maintains a spatial 
dimensionality like the original input image Convolution, in 
this context, involves the amalgamation of two functions to 
generate the output of the latter function. In CNNs, the input 
image undergoes convolution by applying filters, yielding a 
Feature map. These filters comprise randomly generated 
vectors encompassing weights and biases within the network 
[42]. Unlike individualised weights and preferences for each 
neuron, CNNs employ uniform weights and biases across all 
neurons. Multiple filters can be instantiated, capturing distinct 
facets from the input data. Filters are alternatively referred to 
as kernels. 

In animal detection on video data, CNNs play a crucial role 
in feature extraction and recognition. The initial layers of a 
CNN identify modest features with similar edges and textures, 
while deeper layers learn huge abstract and discriminative 
features, which are relevant for detecting animals. CNNs can 
be fine-tuned with labelled animal images to adapt the model 
for animal detection tasks. Convolutional Neural Networks 
(CNNs) are extensively used, including variants like YOLO 
(You Only Look Once), SSD (Single Shot MultiBox Detector), 
R-CNN, Mask R-CNN and RetinaNet, which offer real-time or 
high-accuracy object detection. Temporal aspects are addressed 
by I3D (Inflated 3D ConvNet) and T-CNN (Temporal CNN), 
which capture motion cues. For instance, Mask R-CNN and 
Tube-CNN are applied for segmentation and tracking. Spatio-
temporal interactions are emphasised by STSN (Spatio-
Temporal Snippet Network) and STAM (Spatio-Temporal 

Attention Mechanism). More recent approaches utilise 
boundary matching (BMN) and trajectory forecasting 
(TrajNet++) for improved tracking [41]. 

These architectures leverage deep learning's capacity to 
learn intricate patterns and temporal dependencies, enabling 
accurate and efficient animal detection in video data. 

1) Region-based CNNs: Region-based Convolutional 

Neural Networks (CNNs) are deep learning models 

specifically designed for tasks like object detection. These 

architectures accurately and efficiently detect objects within 

images or videos [30]. Within the realm of RCNNs, several 

algorithms have been developed to improve the performance 

and efficiency of animal detection. Some of these include: 

Faster R-CNN combines region proposal networks (RPN) 
with a CNN-based object detector. The RPN proposes 
candidate regions likely to contain animals, and then the CNN 
refines and classifies these regions. This two-stage approach 
improves detection accuracy by focusing on promising areas 
rather than scanning the entire image. R-FCN (Region-based 
Fully Convolutional Networks) [48] is a single-stage detector 
that operates directly on the whole picture, using position-
sensitive score maps to predict object locations. It achieves 
accurate animal detection while being computationally 
efficient. 

Fast R-CNN, a pioneering development in object detection, 
ushered in a paradigm shift by introducing a unified framework 
that seamlessly integrates region proposal generation and 
object classification within a single pass. This streamlined 
approach accelerates detection and enhances accuracy [46]. 
One of its key innovations is the integration of a Region of 
Interest (RoI) pooling layer, which efficiently extracts features 
from various regions of an image. This optimises 
computational resources and facilitates handling multiple areas 
of interest. 
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The impact of Fast R-CNN was profound, transcending 
previous approaches in both speed and precision. This 
breakthrough paved the way for a new generation of object 
detection systems, setting a high bar for subsequent 
advancements in the field [19]. Fast R-CNN's efficiency and 
accuracy have made it an instrumental tool in diverse 
applications, from computer vision tasks like image 
recognition and scene understanding to practical applications in 
fields such as autonomous vehicles, surveillance systems, and 
more. Its influence continues to resonate in the ongoing 
evolution of object detection methodologies. 

Faster R-CNN stands as a remarkable refinement in object 
detection, building upon the foundation laid by Fast R-CNN. 
This innovative architecture introduced a pivotal component 
known as the Region Proposal Network (RPN). Unlike its 
predecessors, which relied on external algorithms for region 
proposal generation, the RPN operates directly on the feature 
maps [41]. This streamlined approach eliminates additional 
computations, significantly enhancing computational 
efficiency. 

By seamlessly integrating the RPN, Faster R-CNN achieves 
a remarkable fusion of region proposal generation and object 
classification within a unified framework. This integration 
expedites the detection process and leads to substantial gains in 
accuracy. The direct generation of region proposals from the 
feature maps represents a significant leap forward, enabling 
Faster R-CNN to outperform its predecessors in speed and 
precision. 

Faster R-CNN's introduction of the RPN revolutionised the 
field of object detection, establishing it as a cornerstone in 
modern computer vision. Its impact extends across a wide 
array of applications, including but not limited to autonomous 
driving, object tracking, and facial recognition. The efficiency 
and accuracy achieved by Faster R-CNN have solidified its 
status as a foundational framework in the landscape of object 
detection methodologies [27]. The ongoing research and 
development in this area continue to build upon the innovations 
by Faster R-CNN, further advancing the capabilities of object 
detection systems. 

Mask R-CNN represents a monumental advancement in 
object detection that builds upon the formidable Faster R-CNN 
framework. What sets Mask R-CNN apart is incorporating a 
third critical branch dedicated to predicting object masks, 
bounding boxes, and class probabilities. This breakthrough 
innovation introduces a level of granularity that was previously 
unparalleled. 

Mask R-CNN achieves a monumental leap forward in 
object understanding by enabling the precise delineation of 
objects within an image [17]. This capability, known as 
instance segmentation, has wide-ranging applications in tasks 
where detailed object comprehension is paramount. It allows 
for accurately identifying objects and differentiating between 
individual instances of the same class. 

The addition of the mask prediction branch in Mask R-
CNN has revolutionised the field of computer vision and object 
detection. It has found extensive use in domains such as 
medical imaging, robotics, and autonomous navigation, where 

discerning detailed object boundaries are crucial. Mask R-CNN 
has solidified its position as an indispensable tool for tasks 
demanding high precision in object localisation and 
segmentation. 

The ground-breaking contributions of Mask R-CNN 
continue to resonate in computer vision, inspiring further 
innovations and advancements in object detection and instance 
segmentation techniques. Its impact extends across a broad 
spectrum of industries and applications, showcasing its pivotal 
role in advancing the capabilities of visual perception systems. 

Cascade R-CNN, a significant evolution in object 
detection, introduces a multi-stage approach to enhance object 
proposal refinement. This innovative architecture deploys a 
succession of classifiers with progressively higher difficulty 
thresholds to filter out potential false positives systematically. 
This cascade strategy fundamentally improves precision in 
object detection, setting Cascade R-CNN apart as a crucial 
model for tasks where pinpoint accuracy is paramount. 

By employing a cascade of classifiers, Cascade R-CNN 
effectively refines the object proposal process through stages of 
increasing stringency. This meticulous filtering mechanism 
substantially elevates the model's ability to discriminate 
between true positive and false positive detections. As a result, 
Cascade R-CNN achieves a level of precision that surpasses 
previous object detection models. 

This refined approach has widespread applications in 
medical imaging, robotics, and aerial imagery analysis, where 
high detection accuracy is critical. The cascade architecture in 
Cascade R-CNN provides a powerful tool for tasks that 
demand meticulous object recognition, making it an 
indispensable asset in the arsenal of computer vision 
practitioners. 

The introduction of Cascade R-CNN exemplifies the 
ongoing pursuit of precision and accuracy in object detection 
methodologies. Its impact reverberates across a broad spectrum 
of industries and applications, showcasing its pivotal role in 
advancing the capabilities of visual perception systems. The 
continued refinement and exploration of Cascade R-CNN 
continue to drive progress in object detection. 

Indeed, Faster R-CNN and Mask R-CNN are well-suited 
for animal detection tasks necessitating precise localisation, as 
they precisely identify the boundaries of objects within an 
image. Moreover, their adaptability extends to video-based 
applications, allowing real-time or near-real-time animal 
detection in dynamic environments. 

Region-based Convolutional Neural Networks (CNNs) like 
Faster R-CNN and Mask R-CNN strike a vital balance between 
accuracy and computational efficiency. This characteristic 
makes them highly versatile and applicable in various animal 
detection scenarios whether in wildlife monitoring, 
conservation efforts, or ecological research, these models offer 
a robust solution for accurately identifying and localising 
animals within imagery or video footage. 

The adaptability and efficacy of Faster R-CNN and Mask 
R-CNN have solidified them as foundational tools in computer 
vision for animal detection. Their versatile application extends 
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across various domains, showcasing their pivotal role in 
advancing the study of understanding and animal detection. 

2) Single Shot Multibox Detector (SSD): SSD is a real-

world object detection algorithm in the one-stage detectors 

category. It is widely used for animal detection due to its 

efficiency and accuracy. SSD works by separating the original 

image into multiple grids, and every grid cell is answerable for 

forecasting bounding boxes and class probabilities for 

potential objects. These predictions are made at various scales, 

viewing the model to handle varying sizes. 

One of the main advantages of SSD is its speed and 
suitability for real-time animal detection in video streams. It 
can process video frames rapidly, making it ideal for 
applications where low latency is essential. Moreover, SSD can 
efficiently detect multiple animal instances in a single forward 
pass, making it highly scalable for large-scale animal 
monitoring scenarios [16]. 

3) You Only Look Once (YOLO): YOLO is an alternative 

real-time object detection architecture recognised for its speed 

and simplicity. Unlike SSD, YOLO approaches object finding 

as a regression problem. It divides the input image into a grid, 

and every grid cell directly predicts bounding box coordinates 

and class probabilities without using separate anchor boxes. 

YOLO's characteristics make it a strong candidate for 
video-based animal detection. Its single-pass architecture 
enables real-time processing of video frames, making it well-
suited for applications that require low latency. However, 
YOLO might struggle with detecting small animals or closely 
grouped instances due to the anchor boxes, which could affect 
its localization [12]. Deep learning architectures have 
revolutionised animal detection in computer vision. 
Convolutional Neural Networks provide a solid foundation for 
feature extraction, while SSD and YOLO offer real-time 
capabilities, making them ideal for video-based animal 
detection. 

Various authors have applied deep learning to animal 
detection. In a [1] study, a Convolutional Neural Network 
(CNN) algorithm was employed to achieve 93.8% accuracy in 
identifying 48 species in the Snapshot Serengeti dataset, 
offering automated animal identification with high precision. 
However, this approach didn't utilise pre-processing techniques 
or filters. In another [4] study, tracking and detection models 
like BYTETrack, SORT, IoU-tracker, YOLOv4, DeepSORT, 
and Few-MOT were used to monitor endangered animals, 
recording their daily movements and activity areas. While this 
method embedded uncertainty into multi-object tracking for 
robust models, it relied on limited frames for experimentation. 

In a [5] study, various deep neural networks, including 
AlexNet, NiN, VGG, GoogLeNet, ResNet-18, ResNet-34, 
ResNet-50, ResNet-101, and ResNet-152 were employed, 
achieving an impressive 96.8% accuracy in identifying animals 
in camera-trap images. This method successfully identified, 
counted, and described animals using deep neural networks, 
although it was limited to a specific dataset (SS dataset). In 
study [6], the study focused on utilising convolutional neural 
networks, emphasising day-night joint training and YOLOv5, 

resulting in a high accuracy of 97.9%. While this approach 
demonstrated high accuracy, it was considered time-consuming 
and labour-intensive, mainly due to the difficulty in handling 
small datasets. Additionally, a [7] study utilised Cascade R-
CNN, HRNet32, ResNet50, and ResNet101, achieving a 
performance of 97%, with the added advantage of efficient 
imagery processing and saving time. However, it was observed 
that R-CNN occasionally generated incorrect candidate region 
proposals. Lastly, in [8], a method combining HOG/SVM and 
deep neural networks (Faster RCNN and YOLO) attained an 
accuracy of 87%. This approach excelled in generalising 
images from the web but faced challenges in detecting small 
objects. 

These studies, among others, highlights the diverse 
applications of deep learning in animal detection, achieving 
high accuracy rates and automation benefits but facing 
challenges in data requirements, computational intensity, and 
generalisation. The choice of architecture depends on specific 
application requirements, such as real-time performance, 
detection accuracy, and computational resources, as research in 
deep learning continues advancing more effective and efficient 
architectures for animal detection. 

III. THE PROCESS OF ANIMAL DETECTION PROCESS FROM 

VIDEO DATA 

Animal detection refers to identifying and recognising 
animals' presence or location in a given environment. This can 
be done through various means, including visual observations, 
sensor technologies, or automated systems utilising computer 
algorithms. 

In technology and computer science, animal detection often 
involves using machine learning or deep learning techniques to 
analyse images, videos, or sensor data to identify and classify 
animals. This technology is used in various applications, 
including wildlife conservation, agriculture, surveillance, and 
research. For example, animal detection systems may be 
deployed in wildlife conservation to monitor the movement 
and behaviour of endangered species. In agriculture, such 
systems can track livestock or identify pests. In research, 
animal detection technology helps gather animal behaviour and 
ecology data. 

Overall, Animal detection is crucial in advancing our 
understanding and management of animal populations and 
various industries that interact with or rely on animals. Using 
low-cost commercial drones, artificial intelligence (AI), neural 
networks, and computational power has simplified detecting 
items of interest. Deep learning and convolutional neural 
networks (CNNs) algorithms are now the benchmark in 
picture-processing jobs such as object recognition and 
segmentation [5]. These networks are critical instruments for 
identifying and analysing animals in video recordings. 
"Graphical Processing Units (GPUs)" are now widely used in 
the digital vision field, especially those seeking deep learning 
and lowering model learning and inference time. Many 
contemporary conservation methods use machine learning to 
analyse pictures after data gathering. When images are 
gathered, machine learning must be implemented. 
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A. Data Collection from Different Datasets 

In study [5], only one data collection was created and used. 
This included seven hundred photos. The Black had Red, 
Green, Blue and black/white images. The information was 
divided into two categories: rhinoceros and automobiles. Each 
class had 350 picture sizes ranging from 300 *147 to 3840* 
2160 pixels. The data was divided into three distinct datasets: 
one for instruction, another for confirmation, and one for 
testing. Observing that the testing sample is not used during the 
model's training is essential. It is exposed in Fig. 4. 

 

Fig. 4. Sample of training data with variations. 

In study [6], the video segments used were captured by 
infrared detectors in the "Northeast Tiger and Leopard National 
Park between 2014 and 2020". It chose 17 significant types. It 
extracted pictures from videos using a "Python script" at a 
frame interval of fifty. It manually consistently annotates the 
pictures. It is exposed in Fig. 5. 

 

Fig. 5. Sample of the dataset with some species. 

In research [7], a dataset with thermal pictures of two 
mammal groups was created: red deer, European roe deer, and 
fallow deer and swine, which primarily comprised images of 
European wild boar. The sample was created using a Pulsar 
Helion 2 XP50 PRO camera. 

 
Fig. 6. Example of two distinct objects: (a) "wild boar" and (b) "deer." 

One of the most important and widely recognised datasets 
in animal detection in video data is the "ImageNet Large Scale 
Visual Recognition Challenge" (ILSVRC). Although primarily 
focused on object recognition in images, ILSVRC includes a 
subset of classes related to animals. This dataset was pivotal in 
advancing deep learning techniques for object detection, 
serving as a benchmark for various computer vision tasks. In 
the domain of animal detection specifically, the "ADE20K" 
dataset is significant. It is a diverse dataset that includes images 
with annotations for object detection, semantic segmentation, 
and scene parsing, as shown in Fig. 6. While not exclusively 
dedicated to animals, it provides a valuable resource for 
researchers working on animal detection in complex visual 
environments. 

Another prominent dataset is the "COCO (Common 
Objects in Context)" dataset, widely used for object detection 
and segmentation tasks. It contains many annotated images 
depicting a broad range of objects in complex scenes, including 
various animals in diverse contexts. For more specific 
applications, datasets like the "AI4MARS - Annotated Image 
for Machine Learning in Animal Recognition System" focus on 
animal detection in particular environments, such as the Mars 
Rover mission. This dataset is curated to detect and classify 
animals in Martian terrain. 

Regarding benchmark datasets, the "PASCAL Visual 
Object Classes" (PASCAL VOC) dataset is renowned. It 
covers many object classes, including animals, and has been 
extensively used for evaluating object detection algorithms. It 
provides a standardised evaluation platform for researchers in 
the computer vision community. 

The "MS COCO" dataset, in addition to being a significant 
dataset, also serves as a benchmark for object detection tasks. It 
includes various object categories, including animals, and is 
accompanied by a comprehensive evaluation metric suite. 
These datasets and models play a crucial role in advancing the 
field of animal detection in video data. They provide 
standardised and diverse sets of images with ground truth 
annotations, enabling researchers to train and evaluate their 
algorithms consistently. This ensures that advancements in 
animal detection techniques are rigorously tested and compared 
against state-of-the-art methods, ultimately driving progress in 
the field. 

Some of the datasets from recent works are listed in Table 
II below: 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1430 | P a g e  

www.ijacsa.thesai.org 

TABLE II.  DETAILS OF DATASET FOR ANIMAL DETECTION VIDEO USING DEEP LEARNING FROM RECENT WORKS 

References Datasets Description Scenario 

[5, 2018] ImageNet 
It has 1.3 million labelled images for 1,000 groups (from synthetic objects, for 

example, bicycles and cars, to wildlife categories 1q11 dogs and lions) 

Identify and count wild animals 

in the camera trail camera. 

[30, 2021] 
Bavarian Highway 

Directorate, Germany 

It displays video segments that last around 10 seconds and has an eight fps (frames 

per second) resolution of 1280 720 pixels. The footage was captured by camera trail 

cameras set up at an "animals' bridge" (wildlife crossing) on Federal Highway 7 near 
"Oberthulba.‖ 

To identify animals in wildlife 

videos 

[31, 2018] Fly and mouse datasets 59 aligned, high-resolution behavioural videos To estimate the fast animal pose. 

[32, 2023] PolarBearVidID 
It includes video sequences of 13 polar bears in various poses and lighting 

conditions.. 

Identify animal behaviour in 

zoos. 

[33, 2020] coco dataset It has a width and height in the range of 40 and 140 pixels 
To detect, classify, and track 

animals in the African savannah 

[34, 2019] Badger dataset 
Images were captured at a selection of UK farms where surveillance occurred. All 

were manually assigned to badger, bird, cat, fox, rat, or rabbit. 
To monitor wildlife 

B. Pre-processing 

Data pre-processing is critical to get the best results from 
any artificial intelligence-based approach. Various data pre-
processing methods can be deployed to make the information 
fit for the development of models. If the data taken from the 
devices was noisy and meaningless, it was deleted from the 
collection. The research in [8] used a "6th-order Butterworth 
filter with a cutoff frequency of 3.667 Hz" to eliminate the 
noise and anomalies from the information. In [9], YOLOv5 
eliminates duplicate and similar images. In [10], by employing 
computer vision tools, a picture processing system was created 
and built to enhance contrast in pictures and segment pertinent 
image subdivisions. The photos were revised to expedite the 
procedure. It is shown in Fig. 6. 

C. Image Segmentation 

Image segmentation involves partitioning each video frame 
into distinct regions corresponding to specific objects or 
animals. This enables the isolation and identification of 
animals within a dynamic visual stream. Techniques like 
thresholding, edge detection, and deep learning-based 
segmentation are employed to delineate animals from the 
background, allowing for subsequent analysis such as tracking, 
behaviour monitoring, and species classification throughout the 
video sequence. Effective segmentation is crucial for accurate 
and reliable animal detection and tracking in dynamic video 
data. A computer vision method locates items within an image 
by forming a bounding box surrounding it to comprehend what 
is in it at the pixel stage. In study [7], the bear was segmented 
from the picture using the "MSER (Maximally Stable Extremal 

Region)" method. In study [11], it uses Mask R-CNN for 
segmentation. It can distinguish between different items in a 
video. It returns the class identity, item masks, and the 
bounding box coordinates for every object in a provided 
picture. The process is split into two phases; the first scans the 
image and generates a "Region proposal network (RPN)" to 
provide potential object bounding boxes, and the second 
differentiates proposals and generates bounding boxes and 
boundaries for every class. The study in [12] used the 
"Falzenszwalb algorithm" for image segmentation, which 
organises pixels with comparable luminance. 

D. Classification 

In animal detection, classification pertains to categorising 
identified objects into specific animal species or classes based 
on distinctive features learned through the model. It 
distinguishes different animals within a scene, aiding in species 
identification and population monitoring. [30] In animal 
detection, classification is crucial for understanding wildlife 
dynamics, ecological studies, and conservation efforts shown 
in the Fig. 7. It creates a list of desired objects for Detection 
images and instructs a model to identify them using labelled 
sample photos. In [5], Faster-RCNN is used for image 
classification in video clips. In [6], "Dilated Residual Networks 
(DRN)" was used, and better accuracy was achieved. In [12], 
the author used deep boosting, dictionary learning, and 
convolution networks for image classification. In [9], three 
models ("YOLOv5m, CNN_HRNet32, FCOS_Resnet101") 
were used for simulation to detect and classify multiple 
animals in a video, and the video classification accuracy of 
FCOS_Resnet101 achieved 91.6%. It is shown in Fig. 5. 

 
Fig. 7. Pipeline for data pre-processing. 
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Fig. 8. Example of correct classification. 

E. Evaluation Metrics for Animal Detection for Video Data 

The evaluation metrics for animal detection in video data 
include precision, recall, F1 Score, mean average precision 
(mAP), intersection over union (IoU), false positive rate (FPR), 
false negative rate (FNR), accuracy, mean recall, processing 
speed, and frame-level vs. video-level evaluation [13]. These 
metrics assess the system's ability to accurately detect animals, 
handle false positives and negatives, and its overall 
performance in real-time video processing, providing a 
comprehensive evaluation of the detection system's 
effectiveness and efficiency. Fig. 8 shows example of correct 
classification. 

1) Video data evaluation metrics: Evaluating video-based 

animal detection systems is vital to measure their accuracy 

and effectiveness in real-world scenarios. As deep learning 

models are commonly used for this task, specific evaluation 

metrics are required to assess their performance on video data 

[14]. One of the key metrics used in this context is the mean 

average precision at different Intersections over Union 

(mAP@IoU) thresholds over time. 

mAP@IoU is an extension of the traditional mean average 
precision (mAP) metric, commonly used in image object 
detection tasks. It measures the precision and recall of 
predicted bounding boxes by comparing their overlaps with 
ground-truth annotations at different IoU thresholds. This 
provides a comprehensive evaluation of the model's ability to 
accurately detect animals in video sequences across various 
IoU thresholds, reflecting different levels of object localisation 
accuracy [16]. Evaluating mAP@IoU over time enables the 
assessment of the model's consistency and robustness in 
detecting animals throughout the video, accounting for spatial 
and temporal variations. 

2) Temporal consistency metrics: Temporal consistency is 

a critical aspect of video-based animal detection as it ensures 

stable and reliable tracking of animals across frames. Several 

methods can be employed to evaluate the stability and 

consistency of animal detections over time: 

Temporal Intersection over Union (tIoU): tIoU measures 
the temporal overlap between predicted bounding boxes and 
ground-truth annotations in consecutive frames [17]. It 
quantifies how well the model can maintain accurate and 
continuous detections of animals across time. A higher tIoU 
score indicates better temporal consistency and reliable 
tracking. 

ID Switching Rate: The ID switching rate evaluates how 
often the model incorrectly assigns different identities to the 
same animal or switches identities between consecutive frames 
[28]. A lower ID switching rate signifies improved temporal 
consistency in tracking and maintaining individual animal 
identities. 

Fragmentation Rate: Fragmentation occurs when the model 
fails to link consecutive detections of the same animal, 
resulting in disjointed tracks [15]. The fragmentation rate 
measures the degree of this issue, with lower values indicating 
better temporal consistency and continuous tracking. 

Trajectory Smoothness: This metric assesses the 
smoothness and continuity of animal trajectories over time. 
[18] A model with high trajectory smoothness exhibits more 
consistent and visually coherent animal tracks, indicating 
reliable temporal consistency. 

By integrating video-based evaluation metrics like 
mAP@IoU over time with temporal consistency metrics, 
researchers and practitioners can thoroughly assess the 
performance of deep learning models for video-based animal 
detection [22]. These evaluation measures help identify 
potential areas for improvement, validate the suitability of the 
models for specific applications like wildlife monitoring, 
behaviour analysis, and ecological research, and drive 
advancements in computer vision for animal-related studies. 

IV. RECENT PROGRESS IN ANIMAL DETECTION USING DEEP 

LEARNING 

Recent Progress in animal detection using different 
machine learning and deep learning techniques is presented 
here. Table III, in a tabular format, compares the various DL 
and ML learning models for animal detection. A comparison is 
made regarding the detection methods, main findings, 
advantages, and disadvantages for further research from 
existing literary works. 

These references represent a range of scholarly works that 
have explored various deep-learning techniques applied 
explicitly to video-based animal detection. [19] By including 
these references, the review aims to provide a comprehensive 
and up-to-date analysis of the existing literature in this domain. 
[33] Additionally, these selected references contribute 
significant insights, methodologies, and findings relevant to 
understanding the advancements, challenges, and potential 
applications of deep learning in video-based animal detection. 
[27] Their inclusion strengthens the credibility and rigour of 
the review, offering a solid foundation for examining the state-
of-the-art approaches and identifying future research directions 
in this field. 
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TABLE III.  RECENT PROGRESS IN ANIMAL DETECTION USING DIFFERENT MACHINE LEARNING AND DEEP LEARNING TECHNIQUES 

References Detection Methods Main Finding Advantages Disadvantages 

[1, 2020] 
Convolutional Neural 
Network (CNN) algorithm to 

detect wild animals. 

Deep convolutional neural networks 

to identify, count, and describe the 
behaviours of 48 species in the 3.2-

million-image Snapshot Serengeti 

dataset. 93.8% accuracy 

Automating animal identification 

with 99.3% accuracy, matching 
human volunteers' 96.6% saves over 

17,000 hours of labelling effort on a 

3.2-million-image dataset. 

No Pre-processing techniques or 

filters are used in this paper. 

[4, 2022] 

BYTETrack, SORT, IoU-

tracker, V-IoU-tracker, 

YOLOv4, + DeepSORT and 
Few-MOT model 

Few-MOT for wildlife to embed 

uncertainty into designing a 

multiobject-tracking model by 
combining the richness of deep neural 

networks with few-shot learning, 

leading to correctable and robust 
models. 

Few-MOT employs few-shot 

learning and tracking-by-detection 
to monitor endangered animals, 

recording daily movements and 

frequent activity areas for analysis. 

A limited number of frames are 

used to experiment. 

[5, 2018] 

AlexNet, NiN, VGG, 

GoogLeNe, ResNet-18, 

ResNet-34, ResNet-50, 
ResNet-101 , ResNet-152 

VGG model achieved the best 

accuracy of 96.8% 

Deep neural networks (DNNs) can 

successfully identify, count, and 

describe animals in camera-trap 
images. 

Only an SS data set is used. 

[6, 2021] 

The detection of animals 

Using convolutional neural 

networks. 

Day-night joint training had a better 

performance.YOLOv5 achieved an 

accuracy of 97.9% 

Time-consuming and labour 

intensive. 
Difficulty with small datasets 

[7, 2022] 
Cascade R-CNN, HRNet32, 

ResNet50 and ResNet101. 
It achieved a performance of 97%. 

The imagery potentially quickly and 

efficiently saves much time. 

R-CNN sometimes generates 

wrong candidate region 

proposals as the selective search 
is a fixed algorithm with no 

learning capabilities. 

[8, 2023] 
(HOG/SVM), deep neural 
networks (Faster RCNN and 

YOLO). 

It attained 87% accuracy 
The web can generalise the image 

better. 

Struggles to detect small 

objects. 

[9, 2022] 
Convolutional neural 
networks (CNNs) 1D CNN 

and 2D CNNs 

It attained 99.70% training accuracy 

and 96.85% validation accuracy. 
Real-time monitoring of activities 

High computational 

requirements 

[10, 2022] Deep learning technology Accuracy of 95.1% 

It can benefit from computer 

automatic identification of postural 
behaviour, which can be used to 

quantify animal activity. 

This can be costly and time-
consuming. 

[11, 2020] 
Machine learning and Deep 
learning. 

VGGNET was the best algorithm for 
an accuracy of 96.6 %. 

Monitoring networks capable of 
providing large amounts 

Movies cannot all be manually 
processed 

[12, 2022] 
YOLO; Convolutional neural 
networks (CNN); SSD; mask 

R-CNN; VGG-Net 

VGGNET was the best algorithm for 
animal classification, with an 

accuracy of 96.6 % 

It has a standard and easy-to-

understand architecture for CNNs, 

with multiple convolution and 
pooling layers. 

Slow training time 

[13, 2023] 

Deep learning-based model 

for automated recognition, 

definition, and numbering of 
wild creatures in camera trail 

camera images 

A deep learning model automates the 

recognition, classification, and 

counting of wildlife in trail camera 
images from the "Snapshot Serengeti 

dataset. 

This deep learning model automates 

animal recognition and description 

in trail camera images, streamlining 
manual work and scaling for large 

datasets. 

Data quality impacts accuracy: 

biased or poorly labelled data 
may yield suboptimal results. 

Limited generalisation, 

computational demands, and 
interpretability are challenges. 

[14, 2019] 

Evaluation of ML and DL 

techniques, including SVM, 

RF, AlexNet, and Inception 
v3, for classifying animal 

genera from the "KTH 
dataset. 

ML and DL techniques for Detection 
of animal genera using camera capture 

images. They investigated "SVM, RF, 

deep learning methods, and AlexNet 
and Inception v3 machine learning 

techniques". They used the "KTH 
dataset," which includes nineteen 

distinct animal categories. 

The paper compares ML and DL 
techniques for animal genera 

recognition, emphasising DL's 
automatic feature learning, 

scalability, and generalisation. 

ML and DL techniques depend 

on diverse data for better 

performance. Hyperparameter 
tuning is time-consuming. DL 

requires more data, which is 
challenging for specific animal 

genera. Interpretability is 

difficult, especially in complex, 
deep architectures. 

[15, 2019] 

Random forest, K-nearest 

neighbours (KNN), support 
vector machine (SVM), naive 

Bayes, and artificial neural 

network (ANN) 

The study showcased a computerised 
pet movement and mood detection 

system, exploring data sources and 

machine learning techniques like 
random forest, KNN, SVM, naive 

Bayes, and ANN. 

Random Forest for complex 
relationships, KNN for non-linear 

data, SVM for high dimensions, 

Naive Bayes for text/categorical 
data, and ANN for versatile deep 

learning applications. 

ML algorithms have unique 

strengths: Random Forest for 

complex relationships, KNN for 
non-linearity, SVM for high 

dimensions, Naive Bayes for 

text/categorical data, and ANN 
for versatile deep learning. 

[16, 2018] 

The authors employ two 

popular object detection 
methods - Single Shot Multi-

Box Detector (SSD) and You 

Only Look Once (YOLO). 

Set forward a paradigm for 

automatically identifying animals via 
camera-trail camera ped pictures. It 

focused on determining the species 

and the number of species recorded in 

SSD and YOLO enable real-time 

object detection, detecting multiple 
objects in one pass. Their end-to-end 

approach is versatile for animal 

species without retraining. 

Training deep learning-based 

object detection models like 
SSD and YOLO demands a 

large, labelled dataset that is 

resource-intensive to collect. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1433 | P a g e  

www.ijacsa.thesai.org 

the photograph through algorithms for 

object detection like "Single Shot 
Multi-Box Detector (SSD) and You 

Only Look Once (YOLO).‖ 

Performance varies with image 

complexity, requiring 
hyperparameter tuning. False 

positives/negatives affect 

accuracy. 

[17, 2020] 

We identify bird species 

using a "Super-resolution 

Mask RCNN-based transfer 
deep learning" model. The 

method combines super-

resolution and Mask RCNN 
techniques to identify bird 

species accurately. 

"Super-resolution Mask RCNN-based 

transfer deep learning approach" to 

identify bird species. They used Mask 
RCNN to identify very minute 

differences that analysed pixel-by-

pixel of the picture and added a mask 
to it, making it easy to identify the 

dimensions and form of the item. 

Combined with super-resolution, 

Mask R-CNN improves bird species 

identification, providing precise 
localisation and reducing overhead 

through transfer learning. 

Mask RCNN and super-
resolution demand significant 

computational resources. 

Transfer learning reduces data 
needs, but diverse bird datasets 

are vital for fine-tuning. Mask 

RCNN lacks interpretability. 

[18, 2018] 

Recent deep-learning 

methods are used to 

surmount the expense and 
effort of processing camera 

trail camera pictures. 

The authors employ two distinct 
datasets to monitor populations of 

animals and govern environments all 

over the globe. 

Deep learning automates camera 

trap image analysis, aiding animal 

identification, counting, and 
achieving state-of-the-art accuracy 

for global monitoring. 

Deep learning requires ample 
labelled data, which is 

challenging for rare species. 

High-performance hardware is 
vital due to computational 

intensity. Model interpretability 

and bias are complex. 

[19, 2020] 

The proposed technique for 

animal identification 

employs neural network 
design such as "SSD and 

faster R-CNN.‖ 

Using object identification, an 

exclusive animal recognition and 

collision avoidance system aims to 
detect animals and prevent road 

collisions. 

SSD and Faster R-CNN offer real-

time object detection, including 

animals, for collision avoidance 
systems, enhancing road safety for 

humans and wildlife. 

Deep learning object detection 
models like SSD and Faster R-

CNN rely on expensive labelled 

datasets susceptible to 
environmental variations. 

Generalisation hinges on 

diverse data, with the potential 
for false positives/negatives and 

performance influenced by 

model settings and training data. 

[20, 2021] 

The suggested technique is 

based on the "Sobel edge 

algorithm," which is basic 
but effective in detecting 

edges based on modified 

values. 

The method achieves rapid detection 

(0.033 s per image) through thermal 
pixel analysis, synchronising thermal 

and RGB attributes for superior real-

time animal detection across diverse 
settings. "Size-temperature filters" 

enhance applicability. 

The real-time system aids wildlife 

monitoring, safety, and research sans 

extensive training data, with 
contextual information reducing 

false positives bolstered by thermal 

and RGB fusion. 

The Sobel edge algorithm's 

limitation lies in detecting only 

edges, lacking fine-grained 
details and colour information 

for precise species 

identification. Environmental 
conditions impact detection 

accuracy, and species-specific 

recognition is limited. 

[21, 2020] 

It evaluates performance 

forecasting incrementally 

ahead with long-range 
scenarios using "Random 

Forests, Neural, and 

Recurrent Neural Networks.‖ 
This method is used to 

analyse excellent quality and 

movement statistics. For one 
step forward prediction, it 

was discovered that 

individual-level Machine 
Learning and Deep Learning 

approaches beat the SDE 

model. 

The broad framework for forecasting 

animal movement consists of two 
steps: initially estimating behavioural 

motion stages and then predicting the 

animal's velocity. This framework is 
specified for both individual and 

group training. 

The framework assesses individual 
and group training for complete 

animal movement patterns, utilising 

Random Forests, Neural Networks, 
and Recurrent Neural Networks for 

varied prediction approaches. High-

quality data enhances precision in 
predictions. 

Effectiveness relies on adequate 
data, which could be more 

challenging. Multiple models 

add complexity, demanding 
computational resources. 

Performance varies with species 

and environment, affecting 
generalisation. 

[22, 2021] 

The DL algorithm detects 

and segregates the animals 
with a large-scale publicly 

available dataset. A CNN 

model predicts the object 

(animal) in every image 

frame obtained from the live 

camera. 

They have implemented deep learning 
for detecting the animals from the 

videos to improve safety. If the 

algorithm detects the object as an 
animal, the system will generate an 

alarm for 3 seconds to avoid a 

collision. Results show that the 
proposed approach achieves an 

accuracy of 91%. 

Achieving 91% real-time Animal 

detection accuracy, the approach 

uses deep learning and CNNs with 
large-scale dataset training for 

enhanced safety via collision alerts 

across diverse species and 
conditions. 

The DL algorithm's accuracy 

and generalisation depend on 
the training dataset's quality and 

diversity. Environmental 

conditions impact accuracy. 

Detecting rare species poses 

challenges. False 

positives/negatives may occur. 

[23, 2017] 

A deep CNN model is 
employed in this work for 

animal detection, and the 

model is trained using a 
single labelled dataset. The 

DCNN algorithm can 

automatically filter animal 
images and identify animal 

The proposed approach achieves a 

phenomenal accuracy of 96.6% for 
animal detection and 90.4% for 

identifying the species accurately. 

The method achieves an impressive 
96.6% accuracy in animal detection 

and 90.4% in species identification, 

which is vital for reliable wildlife 
monitoring. 

Single-dataset reliance hampers 
generalisation to new 

environments and species, 

influenced by data bias. Diverse 
dataset training enhances 

performance but demands 

substantial computational 
resources, which is challenging 
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species. on resource-constrained 

platforms. 

[24, 2017] 

CNN model for animal 

recognition is implemented. 

The effectiveness of different 
image recognition techniques 

such as Principal Component 

Analysis (PCA), Linear 
Discriminant Analysis 

(LDA), Local Binary 

Patterns Histograms (LBPH), 
and Support Vector Machine 

(SVM) are analysed, and the 

performance is compared 
with the proposed CNN 

model in terms of recognition 

rate. 

The models are experimentally 
evaluated for recognition time using a 

500-set, 100-image animal database. 

PCA outperforms LDA and LBPH for 
large databases, while LBPH excels 

with small datasets. The proposed 

CNN model achieves 98% recognition 
accuracy compared to other models. 

The CNN model achieved 98% 

accuracy in animal recognition, 
excelling in image identification 

with automatic feature learning, 

highlighting its superiority over 
traditional methods in animal 

recognition tasks. 

CNN model performance 
depends on dataset quality and 

size, influenced by biases. It's 

resource-intensive, with 
hyperparameter tuning 

challenges, and offers limited 

interpretability as a black-box 
model. 

[25, 2021] 

The CNN model groups 

animal images based on the 

input database. The 
performance of CNN is 

compared with conventional 

recognition techniques such 
as SU, DS, MDF, LEGS, 

DRFI, MR, and GC. These 

techniques are usually 
characterised by high false 

positive and negative rate 

detection. 

Developing an efficient animal 

recognition system is vital. Genetic 
algorithm-based image segmentation 

and neural network classification 

improve accuracy. A dataset with 100 
subjects and two classes demonstrates 

higher precision (99.02%), recall 

(98.79%), F1 score (98.9%), and low 
MAE (0.78%). 

 

A CNN model with genetic 

algorithm segmentation achieves 
high animal image accuracy, 

surpassing conventional methods. 

The CNN model and genetic 

algorithm depend on training 

data quality. Computational 

complexity requires substantial 

resources. Hyperparameter 

tuning impacts the genetic 
algorithm's performance. 

Limited information hinders 

assessing potential limitations. 

[26, 2019] 
Convolution neural network 

and SVM 

Precision 99.02%, recall 98.79%, F-
Measurement 98.9%, and MAE 

(0.78%) 
High accuracy rates Limited ability to generalise 

[27, 2018] Deep learning method 
Average gain between 6% and 10% 
when compared to the method Fast R-

CNN 

Deep learning algorithms have been 
shown to achieve state-of-the-art 

performance on various problems, 

including image and speech 
recognition, natural language 

processing, and computer vision. 

This can make it difficult to 

understand how the model 

makes predictions and identify 
any errors or biases. 

[28, 2018] 
Deep convolutional neural 

network 
It saves 99.3% of the manual labour. 

Deep learning models can generalise 
well to new situations or contexts, as 

they can learn abstract and 

hierarchical representations of the 
data. 

Deep learning models can only 

make predictions based on the 

data it has been trained on 

[29, 2017] 
Deep Convolutional Neural 
Networks for Automated 

Wildlife Monitoring 

It achieved an accuracy of 96.6% for 

detecting images. 

Deep learning models can be easily 

scaled to handle increasing data and 

can be deployed on cloud platforms 
and edge devices. 

This can be costly and time-

consuming. 

[30, 2021] R-CNN 
Accuracy of 90.4 % for detecting 
most common species. 

Autonomous vehicles use it to 

perceive objects in their 
surroundings to ensure a safe driving 

experience. 

This sometimes could result in 

the generation of lousy regional 

proposals. 

[31, 2018] deep-learning-based method The error rate is less than 3% 
It can see what human minds cannot 

visualise. 

One cannot accurately define 

the sorting and output of an 
unsupervised task. 

[32, 2023] re-ID models 
Accuracy of 96.6% for 
PolarBearVidID dataset 

Developing re-ID models will 

significantly facilitate the work of 
biologists and animal caretakers in 

the future. 

Limited dataset and models 
used 

[33, 2020] 

ssd_inception_v2 , 

ssd_mobilenet_v2 , 

ssd_mobilenet_v2_quantized 
, ssdlite_mobilenet_v2 and 

Raspberry Pi 

ssd_mobilenet_v2 average precision is 

high and generates the least number of 
false positives 

MobileNet V2 was selected as the 

final model for the application. This 
is due to its traits of generating a 

small number of false positives and 

not splitting an event into smaller 
ones. 

MobileNet V2 sacrifices 

accuracy for speed, potentially 

leading to missed detections or 
misclassifications, especially in 

complex scenes. 

[34, 2019] CNN1 and CNN2 

They achieved an accuracy of 95.86% 
and 98.05% for binary classification. 

For multiclassification, they achieved 

accuracies of 83.07% and 90.32%. 

The trained CNNs were directly 

applied to video footage because 
film can be considered a sequence of 

image frames. To speed up the 

detection process, all images were 
converted to grayscale. 

Limited models are used to 

compare the results. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 11, 2023 

1435 | P a g e  

www.ijacsa.thesai.org 

References for the research on animal detection and 
recognition using deep learning are based on the following 
criteria: Relevance to the research topic: The selected papers 
are directly related to animal detection in videos using deep 
learning algorithms, which align with the focus of the proposed 
research. The references cover a range of publication years, 
indicating the proposed interest in exploring recent 
advancements and foundational works in the field. 

Animal detection models proposed to date have positive 
and negative aspects [18]. Most models only produce output 
and predict the results, neglecting to deal with the problem of 
output unpredictability in terms of accuracy, sensitivity, and 
specificity [34]. The papers in [1] and [9] have achieved high 
animal detection accuracy. 

 The study in [1] uses a Convolutional Neural Network 
(CNN) algorithm to detect wild animals, achieving an 
accuracy of 93.8%. It also mentions automating animal 
identification with 99.3% accuracy. 

 The study in [9] employs Convolutional Neural 
Networks (CNNs) and achieves an impressive 99.70% 
training accuracy and 96.85% validation accuracy for 
real-time monitoring of activities. 

Considering the high accuracy and real-time monitoring 
capabilities, [9] is a promising paper for animal detection using 
video data. 

Data pre-processing is crucial for optimal results. 
Techniques include noise removal and image enhancement 
through methods like Butterworth filters, contrast 
enhancement, and segmentation. Segmentation involves 
precisely delineating individual animals or their parts within 
images or video frames. Methods like MSER, Mask R-CNN, 
and Falzenszwalb algorithm are employed for this purpose. 
[24] Various models such as Faster-RCNN, Dilated Residual 
Networks, YOLOv5, and others are used for image 
classification [26]. Metrics like precision, recall, F1 Score, 
mean average precision (mAP), intersection over union (IoU), 
false positive rate (FPR), false negative rate (FNR), and others 
are used to evaluate the performance of animal detection 
systems in video data. 

Various detection methods like Convolutional Neural 
Networks (CNN) and others have been employed with 
different findings and advantages. CNNs have been used for 
accurate and automated animal identification. The table 
comparing different models showcases their respective 
detection methods, primary results, benefits, and 
disadvantages. Each entry discusses the detection approach, 
performance metrics, and the strengths and weaknesses of the 
technique. Some models like Faster R-CNN, Mask R-CNN, 
Fast R-CNN, YOLOv4 and DeepSORT, use deep learning and 
tracking for robust animal detection. 

These studies demonstrate advanced deep-learning 
techniques in animal detection, with various models achieving 
high accuracy rates. However, challenges such as data quality, 
computational requirements, and model interpretability remain 
essential considerations. The choice of model depends on the 
application's specific needs, such as real-time detection, 

tracking, or species identification. The use of CNNs and its 
accuracy make it a strong candidate for further research. 

V. LIMITATIONS AND CHALLENGES 

A primary challenge was implementing animal 
identification models in the existing wildlife ecosystem. 
Although some researchers tested their models on forests, it 
doesn‘t remain easy.  A large dataset incorporating many 
animals would be helpful in training ML and DL models for 
application in real time. Additionally, due to the computation 
cost of a vision-based system, it is unlikely to run real-time 
identification. Advancements can be made by providing a 
warning in the manner of a message to the neighbouring forest 
office when the animal is discovered. It can also be used to 
decrease human-wildlife conflict and animal accidents. 
Capturing distinctions between creatures from the same family 
but of different species might be difficult and should be 
addressed shortly. 

Although the approaches utilising deep learning performed 
well, there are still certain limitations when dealing with 
submerged multimedia information, such as poor resolution, 
lighting changes, and intricate backgrounds. More effective 
approaches for dealing with these issues should be developed 
based on these limits. Handling more detailed pictures is 
essential for better understanding animals and their specific 
activities. Camera and drone technology developments will 
enable wildlife surveillance at much greater flight heights, 
reducing interruption to animals in their natural habitats. 

While deep learning approaches have demonstrated 
efficacy, certain limitations persist, especially when handling 
submerged multimedia data. Factors such as low resolution, 
fluctuating lighting conditions, and intricate backgrounds pose 
obstacles that necessitate the development of more robust 
techniques. Addressing these constraints would yield improved 
performance in dealing with challenging scenarios. Enhancing 
the processing of detailed images is pivotal for a more nuanced 
understanding of animal behaviour and activities. Anticipated 
advancements in camera and drone technologies hold the 
potential to facilitate wildlife surveillance at higher altitudes, 
minimising disturbances to animals in their natural habitats. 

VI.  FUTURE CHALLENGES AND RESEARCH DIRECTIONS 

While significant strides have been made in applying deep 
learning for animal detection on video data, several challenges 
and avenues for future research emerge. One pressing concern 
is the need to address the intricacies of adapting models to 
diverse and dynamic environmental conditions. This includes 
developing techniques to handle lighting, weather, and 
vegetation variations, which are paramount for real-world 
deployment in natural habitats. 

Furthermore, the issue of data scarcity remains a 
formidable obstacle. Future research should explore innovative 
data augmentation, synthesis, and generation approaches. By 
creating diverse and representative training sets, models can be 
more effectively trained to recognise a broader spectrum of 
animal species and behaviours. 

In addition to the challenges, exploring novel data 
augmentation and synthesis techniques is imperative to 
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mitigate the need for labelled training data. Developing 
interpretable and explainable deep learning models for animal 
detection is another critical avenue, enabling researchers to 
gain insights into model decisions and bolstering trust in 
automated detection systems. Further, investigating methods 
for anomaly detection and outlier identification within video 
data streams can significantly enhance the robustness and 
reliability of animal detection systems. Additionally, 
researching federated learning and edge computing approaches 
holds promise for decentralised deployment in remote and 
resource-constrained environments. Addressing these 
multifaceted challenges will advance the animal detection field 
and foster sustainable coexistence between humans and the 
animal kingdom. 

These include delving into temporal analysis and behaviour 
modelling for an in-depth understanding of long-term animal 
behaviour patterns. Exploring multi-species interactions and 
fine-grained species identification can provide valuable 
insights into complex ecological relationships. Enhancing real-
time adaptability and edge computing capabilities is vital for 
dynamic environments while addressing ethical considerations 
and human-wildlife interactions is imperative to ensure 
responsible technology deployment. The integration of multi-
modal data, the development of user-friendly interfaces, and 
the fostering of interdisciplinary collaboration are crucial for 
advancing the field. Moreover, research efforts should also 
focus on privacy-preserving techniques and long-term 
monitoring for a holistic approach to animal detection. By 
tackling these multifaceted challenges, researchers can 
contribute to a more comprehensive understanding of wildlife 
behaviour and habitat dynamics, ultimately aiding in practical 
conservation efforts and the coexistence of humans and the 
natural world. 

Considering the increasing importance of interdisciplinary 
collaborations, future research efforts should seek to bridge the 
gap between computer vision experts, ecologists, and 
conservation biologists. A holistic understanding of animal 
detection technology's impact on ecological research and 
wildlife conservation can be achieved by pooling expertise 
from diverse fields. 

VII. CONCLUSION 

The traditional method of animal detection relies on direct 
observation by humans or the utilisation of specialised tools 
and techniques. It involves visually scanning an area for animal 
presence, examining tracks and traces left behind, setting up 
camera trail cameras for remote monitoring, using acoustic 
devices to capture animal sounds, and employing trail camera 
ping and capture methods for direct examination. These 
traditional approaches have provided valuable insights into 
animal behaviour and ecology, but they can be labour-
intensive, time-consuming, and may have limitations in terms 
of coverage and scalability. Modern technologies are 
increasingly integrated with traditional methods to enhance 
animal detection and monitoring capabilities. 

Deep learning approaches provide a beneficial tool for 
continuous tracking and abundance predictions in animal 
detection, outperforming laborious, individual efforts in only a 
tiny percentage of the time. The DL algorithms efficiently 

identify animals with a high degree of accuracy, and the image 
of the identified animal is shown for improved accuracy so that 
it may be utilised for other reasons, such as Detecting wild 
animals in human habitats and preventing wildlife poaching 
and human-animal conflict. 

Researchers would benefit significantly from detecting 
animals and extracting their characteristics for their research 
and detailed study of animal species. As a result, the emerging 
technology of various Machine Learning and Deep learning 
algorithms may be applied to animal identification and 
detection. CNN's technique for Detecting large animals in 
visuals has proven effective. 
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Abstract—In today’s era of Big Data, with the integration of 

data from various systems, devices, and machines used by 

healthcare service providers, health insurance companies, and 

their sub-sectors, maintaining privacy and security has become 

crucial. It is important to uphold the confidentiality and security 

of data exchanged between data service providers and insurance 

companies as required by law. The purpose of this paper is to 

focus on addressing the security and privacy issues associated 

with healthcare data, particularly concerning medical data in 

both in- transit and at-rest modes. We aim to provide a proposed 

solution to enhance data security and maximize privacy 

protection. 
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I. INTRODUCTION 

The healthcare industry has made significant strides in 
recent years with the adoption of electronic patient records and 
the digitization of healthcare workflows. However, this 
transformation has resulted in an explosion of clinical data, 
which is characterized as big data. The abundance of clinical 
data has created numerous opportunities for healthcare 
organizations to leverage data analytics, clinical decision 
support, and disease surveillance to optimize treatment and 
improve patient outcomes. Nonetheless, with the benefits of 
big data come numerous challenges, particularly regarding 
information security and privacy. Healthcare organizations 
must adopt proactive measures to safeguard sensitive 
information and prevent security breaches and other incidents. 
This paper aims to address the security and privacy concerns 
associated with medical data, particularly in in-transit and at-
rest modes. We propose a solution that enhances data security 
and maximizes privacy protection. The adoption of big data 
technologies in healthcare has created numerous opportunities 
for clinical decision support, disease surveillance, population 
health management, and treatment optimization. However, 
with the increased use of electronic patient records and 
digitization of healthcare workflows come significant security 
and privacy risks. Medical data is highly sensitive, and its 
confidentiality and privacy must always be protected. 
Healthcare organizations must take a proactive, multi-layered 
approach to data security, including encryption, access control, 
network security, and employee training. Data encryption is a 
highly effective way to protect medical information. 
Encryption uses algorithms to convert plain text into cipher 
text, adding a layer of security to ensure that only authorized 
parties can access the data. In-transit encryption is used to 
protect data that is transmitted over a network or the internet, 
such as emails or data transfers between healthcare providers. 

At-rest encryption, on the other hand, is used to protect data 
that is stored on electronic devices, such as servers or hard 
drives. To implement data encryption, healthcare organizations 
must first identify which data needs to be protected and where 
it is stored. Then, appropriate encryption algorithms and 
methods must be selected and applied to the data. The 
encryption keys must be securely managed and stored to ensure 
that only authorized parties can access the data. While data 
encryption is an effective security measure, it is not a complete 
solution. Healthcare organizations must also implement access 
controls to limit access to sensitive information to authorized 
personnel only. Network security measures such as firewalls, 
intrusion detection, and prevention systems can help protect 
against cyberattacks and data breaches. Employee training is 
also essential to ensure that all staff members understand their 
responsibilities in safeguarding patient data and are aware of 
potential security threats. In summary, healthcare organizations 
must adopt a comprehensive, multi-layered approach to data 
security that includes encryption, access control, and network 
security, through utilizing big data and modern technologies 
such as blockchain [1]. 

II. LITERATURE REVIEW 

Soumya et al. in [2], reviews the security issues associated 
with big data in Internet of Things (IoT) and cloud computing. 
The authors discuss the challenges of securing big data in IoT 
and cloud computing, including issues related to data privacy, 
data integrity, authentication, and access control. They also 
discuss various security solutions that have been proposed to 
address these challenges. Parsa et al. in [3] proposes a security 
management framework for big data in smart healthcare. The 
authors identify various security challenges in smart healthcare, 
including issues related to data privacy, data integrity, and data 
availability. They then propose a framework that includes 
various security measures, such as access control, encryption, 
and monitoring, to address these challenges. Hayat et al. in [4] 
presents a security model for the big healthcare data lifecycle. 
The authors discuss the security challenges associated with 
healthcare data, including issues related to data privacy, data 
integrity, and data confidentiality. They then propose a security 
model that includes various security measures, such as access 
control, data encryption, and data backup, to address these 
challenges. Aqeel et al. in [5] reviews the security and privacy 
issues associated with big data in healthcare applications. The 
authors discuss the challenges of securing big data in health- 
care, including issues related to data privacy, data integrity, and 
data confidentiality. They also discuss various security and 
privacy solutions that have been proposed to address these 
challenges. 
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Musfira et al. in [6] surveys various big data security 
solutions that have been proposed to address security issues in 
healthcare. The authors discuss various security solutions, such 
as access control, data encryption, and data backup, and 
evaluate their effectiveness in addressing the security 
challenges associated with big data in healthcare. Isabel et al. 
in [7] analyzes the security issues associated with big data in 
healthcare. The authors discuss the challenges of securing big 
data in healthcare, including issues related to data privacy, data 
integrity, and data confidentiality. They also discuss various 
security solutions that have been proposed to address these 
challenges. Saraladevi et al. in [8] studies the security issues 
associated with big data and Hadoop. The authors discuss the 
challenges of securing big data in Hadoop, including issues 
related to data privacy, data integrity and data confidentiality. 
They also discuss various security measures that can be 
implemented to address these challenges. ABHISHEK et al. in 
[9] analyzes the issues related to healthcare data integrity. The 
authors discuss the challenges of maintaining data integrity in 
healthcare, including issues related to data accuracy and data 
consistency. They also propose various measures to ensure data 
integrity, such as data validation and data verification. 

Kanika et al. in [10] proposes an encryption approach based 
on the Rivest-Shamir-Adleman (RSA) algorithm to preserve 
the confidentiality of big data. The authors discuss the 
challenges of securing big data and propose an encryption 
approach based on RSA to ensure data confidentiality. Mustafa 
et al. in [11] presents a systematic review of privacy- 
preserving healthcare data sharing on blockchain. The authors 
discuss the challenges of ensuring privacy in healthcare data 
sharing and evaluate various blockchain-based solutions that 
have been proposed to address these challenges. Peng Xi et al. 
in [12] reviews the blockchain-based solutions that have been 
proposed to secure healthcare data sharing. The authors discuss 
various blockchain-based solutions, such as smart contracts 
and permissioned blockchain, and evaluate their effectiveness 
in ensuring data security and privacy. Mehak et al. in [13] 
identified potential vulnerabilities and attacks that could 
compromise the security of Hadoop-based big data systems. 
The purpose of the paper is to highlight these issues and 
provide recommendations for mitigating them. Mohan et al. in 
[14] proposed an efficient and secure big data storage solution 
using triple data encryption standard (Triple Data Encryption 
Standard (3DES)) in a cloud environment. The purpose of the 
paper is to provide a secure storage solution for big data in the 
cloud. Rakib et al. in [15] presented privacy- preserving k-
nearest neighbors (KNN) training scheme over blockchain-
based encrypted health data. The purpose of the paper is to 
propose a secure and privacy-preserving KNN training 
mechanism for health data in a blockchain-based system. 

Parvathaneni et al. in [16] proposed a blockchain-based so- 
lution for secure healthcare data communication among non- 
terminal nodes in the Internet of Things (IoT) architecture in 
5G networks. The purpose of the paper is to provide a secure 
and efficient data communication mechanism for healthcare 
IoT systems. Rafik et al. in [17] proposed fully homomorphic 
en- cryption (Fully Homomorphic Encryption (FHE)) 
algorithms for secure big data analysis. The purpose of the 
paper is to provide a solution for secure big data analysis in a 

privacy- preserving manner using FHE. Jose et al. in [18] 
discussed the security and privacy issues of big data in general. 
The purpose of the paper is to provide an overview of the 
security and privacy challenges associated with big data. 
Gousiya et al. in [19] proposed a sandbox security model for 
the Hadoop file system. The purpose of the paper is to provide 
a security mechanism for the Hadoop file system, which 
enables secure execution of untrusted code. Iroju et al. in [20] 
This paper provides an overview of the prospects, challenges, 
and solutions related to big data in healthcare. It discusses the 
potential of big data to improve healthcare outcomes and 
reduce costs, as well as the challenges related to data privacy, 
security, and integration. The paper also discusses some of the 
current solutions to these challenges, such as the use of big data 
analytics and cloud computing. 

MATTURDI et al. in [21 provides a comprehensive review 
of the security and privacy challenges of big data, with a focus 
on data protection, access control, and privacy- preserving 
techniques. The paper also discusses some of the current 
solutions to these challenges, such as the use of encryption, 
authentication, and authorization mechanisms, as well as data 
anonymization and data masking techniques. Karim et al. in 
[22] provides a review of the security and privacy challenges of 
big data in healthcare, with a focus on the protection of patient 
data. The paper discusses the importance of ensuring the 
confidentiality, integrity, and availability of healthcare data, as 
well as the challenges related to data privacy, security, and 
interoperability. The paper also discusses some of the current 
solutions to these challenges, such as the use of encryption, 
access control, and data anonymization techniques. 
Gunasekaran et al. in [22 focuses on the security challenges of 
big data in the healthcare industry 4.0, which includes the 
integration of advanced technologies such as IoT, Artificial 
Intelligence (AI), and cloud computing. The paper discusses 
the importance of ensuring the security and privacy of 
healthcare data in this new era, and proposes a framework for 
big data security intelligence that includes threat intelligence, 
security analytics, and incident response. 

III. OBJECTIVES 

The purpose of this paper is to address the security and 
privacy challenges encountered in the Saudi healthcare and 
medical insurance sector during the storage and transfer of big 
data. Specifically, this paper aims to achieve the following: 

1) Identify potential security and privacy risks associated 

with storing and transferring big data. This includes 

identifying the risks of unauthorized access to sensitive 

information, data breaches, cyber-attacks, hacking, insider 

threats, and data loss. 

2) Analyze current practices and technologies used for 

securing big data in the healthcare and medical insurance 

sector. This analysis will provide an understanding of the 

existing security and privacy measures implemented by the 

industry and highlight any gaps or deficiencies in current 

practices. 

3) Propose technical solutions by applying best practices 

and techniques for addressing the security and privacy 

challenges associated with storing and transferring big data. 
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The proposed solutions aim to maximize the security and 

privacy of medical information. 

This paper proposes a multi-layered approach to address 
the security and privacy risks associated with storing and 
transferring big data in the healthcare and medical insurance 
sectors. The proposed solution includes implementing 
encryption techniques, access control measures, and security 
protocols to minimize the risk of unauthorized access to 
sensitive information. Additionally, the solution involves the 
use of advanced technologies such as blockchain to ensure data 
integrity and prevent data tampering. 

The implementation of the proposed solution can provide 
many benefits, including better protection of patient 
information, improved data accuracy, and increased trust and 
confidence among stakeholders. Moreover, it can help 
healthcare organizations comply with relevant regulations and 
standards, such as the General Data Protection Regulation 
(General Data Protection Regulation (GDPR)) and the Health 
Insurance Portability and Accountability Act (Health Insurance 
Portability and Accountability Act (HIPAA)). 

IV. METHODOLOGY 

To ensure the security and privacy of big data, it is essential 
to adopt a comprehensive approach that covers all aspects of 
data protection. In this paper, we propose a solution that com- 
bines multiple techniques to address the various vulnerabilities 
that could compromise healthcare security and privacy using 
big data. 

The proposed solution will encompass techniques such as 
data masking, encryption, access controls, and data anonymiza 

tion. By combining these techniques, the proposed solution 
provides a comprehensive approach to ensure data security and 
privacy, particularly in healthcare organizations when 
processing medical insurance data for insurance companies or 
claim transaction operators. The implementation of these 
techniques can significantly reduce the risks of data breaches, 
unauthorized access, and misuse of data, thereby enhancing 
data security and privacy. 

A. Medical Insurance Transaction Ecosystem 

To better understand the techniques and solutions involved, 
it is important to first gain insight into the transaction system of 
medical insurance. This includes understanding how data is 
ingested, stored, and processed. 

The claim processing system typically comprises three 
main domains or parts, as illustrated in Fig. 1. 

1) Healthcare Provider Integration Tier: A collection of 

tools and configurations are utilized to extract data from 

Hospital Management System (HMS) or Practice Management 

Application (PMA) systems and safeguard the original data 

before transmitting it to the data processing stage. 

2) Data Processing Tier: During this tier, the data Extract, 

Transform, Load (ETL) process will occur, followed by data 

analysis. The data will then be structured and prepared for the 

subsequent phase, which involves transmitting the final claims 

to the insurance companies as shown in Fig. 2. 

3) Insurance Company Integration Tier: During this stage, 

the integration hub component will direct the data to the 

appropriate destination based on the configurations and the 

targeted beneficiary or consumers. 

 
Fig. 1. Claim processing system. 
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Fig. 2. Data processing tier. 

B. A Common Data Processing Pipeline in the Medical 

Insurance Domain Includes the following: 

1) Data Ingestion: The initial stage of the data processing 

pipeline involves collecting data from diverse sources, such as 

electronic health records and claims data, and ingesting it into 

a big data storage platform, such as Hadoop’s Hadoop 

Distributed File System (HDFS) or other distributed file 

systems. 

2) Data Cleaning: After data ingestion, cleaning and 

preprocessing are necessary to remove inconsistencies, 

missing data, or errors, which can involve various techniques 

like deduplication, normalization, and data imputation. 

3) Data Transformation: Here, raw data is transformed 

into a format suitable for processing and analysis. This 

involves tasks such as data format conversion, data 

aggregation at different granularities, and feature engineering. 

4) Data Analysis: After data transformation, patterns and 

trends can be identified through analysis using techniques like 

statistical analysis, machine learning, and predictive modeling. 

5) Data Visualization: Visual aids such as dashboards, 

charts, and graphs can be utilized to present the analysis 

results. This helps in conveying the data insights to 

stakeholders and decision-makers. 

6) Data Storage: After completing the analysis, the 

processed data can be securely stored in scalable data stores 

like Hadoop’s HDFS or other distributed file systems. This 

stored data can be further transformed and analyzed in the 

future as required. 

C. Compliance with Regulations 

Different regulations and standards, such as HIPAA and 
GDPR, govern the storage and transfer of medical information 
that we need to comply with. 

1) The Saudi Arabian Standards Organization (The Saudi 

Arabian Standards Organization (SASO)): SASO sets 

standards for consumer products and services, including those 

related to data protection. 

2) The Saudi Arabian Monetary Authority (The Saudi 

Arabian Monetary Authority (SAMA)): SAMA regulates 

financial institutions in Saudi Arabia, including insurance 

companies, and has issued regulations related to data 

protection for the financial sector. 

3) HIPAA: This law requires the establishment of national 

standards for electronic health care transactions [22]. 

4) The Privacy Law: This law was enacted in 2019 and 

governs the collection, processing, use, and disclosure of 

personal data in Saudi Arabia. The law applies to both 

government and private sector entities and requires 

organizations to obtain consent for the collection and use of 

personal data and to implement appropriate security measures 

to protect personal data. 

5) The Cybercrime Law: This law criminalizes a range of 

activities related to cybercrime, including unauthorized access 

to computer systems and the theft of personal data. 

Data protection regulations and laws in some countries as 
mentioned in study [22] address the growing thicket of 
applicable data protection legislation. 

D. Threats and Risks 

The medical insurance sector deals with vast amounts of 
sensitive data, including patient medical records, financial 
information, and insurance claims. Storing and transferring this 
big data poses significant security and privacy risks [23], such 
as data breaches, loss, and unauthorized access [24]. 
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1) Unauthorized access: Malicious individuals may gain 

access to medical information in big data, leading to identity 

theft, fraud, and other malicious activities. 

2) Data breaches: Compromised systems or networks can 

result in the loss or theft of sensitive medical information, 

which can be exploited for malicious purposes. 

3) Insider threats: Misuse or disclosure of medical 

information by employees or contractors can lead to breaches 

in confidentiality or privacy. 

4) Cyberattacks: Attacks like denial-of-service or mal- 

ware can compromise the availability or integrity of medical 

information in big data. 

5) Data loss: Accidental deletion or system failure can 

result in the permanent loss of medical information. 

6) Inadequate security measures: Weak passwords or lack 

of encryption can make medical information in big data 

vulnerable to attacks and breaches. 

7) Lack of regulatory compliance: Noncompliance with 

regulations and standards like HIPAA or GDPR can lead to 

legal and financial penalties. 

E. Security Measures and Techniques 

Various technologies are in use for protecting the security 
and privacy of healthcare data. The most widely used tech- 
nologies are [22]: 

1) Access control: Restricts medical information access 

based on user roles and privileges. 

2) Encryption: Encodes medical information to prevent 

unauthorized access. 

3) Data masking: Replaces sensitive information with fake 

values to protect privacy while allowing for research. 

4) Data minimization: Reduces the amount of sensitive 

information stored and transferred. 

5) Data backups: Stores copies of medical information in a 

separate location. 

6) Penetration testing: Simulates cyberattacks to identify 

system vulnerabilities. 

7) Security audits: Assessments of security measures and 

practices to ensure compliance with regulations and standards. 

F. Privacy-preserving Techniques 

1) Differential privacy: Adds noise to data to protect the 

privacy and prevent re-identification attacks. 

2) Anonymization: Removes identifying information from 

medical data to protect privacy while allowing data analysis 

[24]. 

3) Pseudonymization: Replaces identifying information 

with pseudonyms to protect privacy while allowing data 

analysis [25]. 

4) Secure multi-party computation: Allows multiple 

parties to compute medical data without revealing it to each 

other, enabling collaborative analysis while protecting 

privacy. 

5) Homomorphic encryption: Enables computation on 

encrypted data without decrypting it, protecting privacy while 

allowing data analysis [15]. 

6) Secure data sharing: Enables secure sharing of med- 

ical data between parties with appropriate permissions, 

protecting privacy while allowing data analysis [9]. 

G. Proposal 

Several existing techniques have been employed to secure 
healthcare data, such as access controls, data encryption, and 
anonymization. Studies have shown that using blockchain can 
effectively limit the risk of data integrity by restricting 
unauthorized access to sensitive data [12] (Peng et al., 2022). 
Similarly, the use of data encryption is an effective method for 
maintaining data confidentiality and integrity [10] (AB- 
HISHEK et al., 2019). Furthermore, anonymization, column- 
based encryption, and two-way authentication techniques are 
effective in preserving patient privacy (Musfira et al., 2018). 
These results demonstrate the value of utilizing such tech- 
niques to enhance the security and privacy of healthcare data as 
shown in Table I. 

TABLE I.  SECURITY AND PRIVACY TECHNIQUES 

Ref Year Method / Technique 

[21] 2004 

Using integrated Rule-Oriented  Data (Integrated Rule-

Oriented Data (iRODS)) is proposed to be the solution to 

ensure security and privacy 
in big data. 

[8] 2015 

Highlighting the big data security issues and how to secure 

the Hadoop File System (HDFS) by using Kerberos, 
Algorithm, and Name node. 

[22] 2017 
The proposed system uses key management security 

mechanisms to protect big data. 

[4] 2018 
Discussed the threats and countermeasures of the healthcare 
data life cycle and its suggested defense. 

[6] 2018 

Using the proposed security framework uses column-based 

encryption and two-way authentication for privacy and multi-

biometric-based key generation. 

[13] 2018 
Using Kerberos authentication protocol, and attribute-based 

encryption. 

[10] 2019 Using the RSA algorithm to encrypt sensitive medical data. 

[2] 2020 

Highlighting the cloud security threats, Fog computing, IoT 

security threats, and Blockchain security threats and 
addressing the defense mechanisms of different computing 

technologies. 

[9] 2020 Discuss the blockchain as a data integrity technique. 

[11] 2020 
Examining blockchain-based techniques used to privacy-
preserving healthcare data and discussing smart contracts and 

PKI as blockchain technologies. 

[19] 2020 
Using Sandbox security for Map Reduce jobs to scan the jar 

files and check if it contains any harmful code. 

[3] 2021 

A proposal for a security framework is being made that 

utilizes the logistic equation, hyperchaotic equation, and DNA 

encoding techniques to cipher and encrypt images. The 
encrypted images will then be stored in shares across multiple 

cloud-based servers for distributed storage. 

[16] 2021 
Discussing different encryption algorithms used in 

blockchain. 

[12] 2022 
Using blockchain and IOMT technologies to protect 

healthcare data. 

[14] 2022 
Using Triple Data Encryption Standard (TDES) to secure big 

data in the cloud environment. 

[17] 2022 
Focused on using homomorphic encryption technology to 

secure Big Data processing. 
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Fig. 3. Symmetric encryption. 

Proposed Techniques: Ensuring the security of patient 
information is critical in the healthcare industry. The following 
suggested implementations can maximize the security and 
privacy of the patient’s electronic medical records (Electronic 
Medical Records (EMR)), at-rest, and in-transit modes. 

1) Data Encryption: Encryption is a method of encoding 

information so that only authorized parties can access it. 

Symmetric encryption – Advanced Encryption Standard 
(Advanced Encryption Standard (AES)). Fig. 3 shows the 
symmetric encryption. 

The RSA or Advanced Encryption Standard is one of the 
safest and most secure types of encryption. As a matter of fact, 
RSA is used by the United States Government to secure 
classified information as well as other hardware and software 
products. RSA, on the other hand, makes use of block ciphers 
that encrypt information one fixed-size chunk at a time. RSA 
has three key sizes: 128-bit, 192-bit, and 256-bit. The larger the 
key size, the stronger the encryption, therefore, we are going to 
use the 256-bit key as shown in the below algorithm [26]. 

Algorithm  1  GenerateAESKey(password)   

1:  function  GENERATEAESKEY(password) 

2:          sha256 ← SHA256.CREATE() 
3:          passwordBytes←ENCOD-

ING.UTF8.GETBYTES(password) 
4:          hash  ← SHA256.COMPUTEHASH(passwordBytes) 
5:          aes ← AES.CREATE() 
6:          AES.KEYSIZE ← 256 
7:          AES.KEY ← hash 
8:          return AES.KEY 
9:  end  function 

Hashing SHA-256 Hashing is a one-way encryption 
technique that generates a unique fixed-length string of 
characters from a given input. There are several hashing 
algorithms, including MD5 and SHA-1, and SHA-256 is the 
most commonly used algorithm in blockchain technology, and 
it is recommended for its security and performance, we are 
going to use the SHA-256 as shown in the below algorithm 
[16]. 

Algorithm 2 CalculateHash(publicKey) 

1:  function  CALCULATEHASH(publicKey) 
2:          sha256 ← create SHA256 object 
3:          inputString ← concatenate PreviousHash, Data and 
publicKey  using ”-” separator 
4:          inputBytes  ←  convert inputString  to bytes using ASCII 
encoding 
5:          outputBytes  ← compute  hash of inputBytes  using sha256 
6:          return outputBytes as Base64 encoded string 
7:  end function 

2) Data Encryption Flow stepsenumerate1 

[steps,1]label=Step 0: 

3) Hash the original data using the SHA-256 RSA 

algorithm: This generates a unique, fixed-length hash value 

that represents the original data. 

Algorithm 3 EncryptAES256(plainText, publicKey) 

1:  function  ENCRYPTAES256(plainT ext, publicKey) 
2:          publicKeyBytes ← publicKey 

3:          iv ← create new byte array of size 16 
4:          plainBytes  ←  convert plainT ext   to bytes using UTF-8 
encoding 
5.          aesAlg ← create new AES object 
6.         aesAlg.KeySize ← 256 
7.         aesAlg.Key ← publicKeyBytes 
8.         aesAlg.IV  ← iv 
9.          aesAlg.M ode ← CBC 
10.       encryptor  ← create encryptor  object using aesAlg Key and 
IV 

11.       memoryStream ← create new memory stream object 
12:        cryptoStream  ←  create new crypto stream object using 
memoryStream, encryptor and Write  mode 
13:        cryptoStream.W rite(plainBytes, 0, plainBytes.Length) 
14:        cryptoStream.F lushF inalBlock() 
15:         cipherBytes ← convert memoryStream content to byte 
array 
16:        return cipherBytes as Base64 encoded string 

17:  end function 
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4) Encrypt the original data using the RSA 256-bit public 

computed key: This ensures that the data is secure during 

transmission and can only be decrypted by someone who has 

access to the public computed key, following is the encryption 

algorithm. 

Algorithm 4 DecryptAES256(cipherText, publicKey) 

1:  function  DECRYPTAES256(cipherT ext, publicKey) 

2:          privateKeyBytes ← publicKey 

3:          iv ← create new byte array of size 16 
4:          cipherBytes ← convert  cipherT ext  to bytes using Base64 
decoding 
5.         aesAlg ← create new AES object 
6.         aesAlg.KeySize ← 256 
7.         aesAlg.Key ← privateKeyBytes 
8.         aesAlg.IV  ← iv 
9.         aesAlg.M ode ← CBC 
10.     decryptor   ← create decryptor  object using aesAlg Key and 
IV 
11.       memoryStream ← create new memory stream object using 

cipherBytes 

12.      cryptoStream  ←  create new crypto stream object using 

memoryStream, decryptor  and Read mode 
13.   plainBytes    ←   create  new  byte  array  of   size 

cipherBytes.Length 

14:    decryptedByteCount ←cryptoStream.Read(plainBytes, 0, 

plainBytes.Length) 

15:      return  plainBytes as UTF-8 encoded  string from index 

0 to decryptedByteCount 

16:  end function 

5) Concatenate the hash value with the encrypted data: 

This ensures that the hash value is bound to the encrypted data 

and cannot be altered without detection. 

6) Add the concatenated data on a blockchain: This 

ensures that the data is secured by the distributed ledger and 

cannot be altered without detection. 

7) Send the concatenated data: using a secured channel 

such as a Token-based Representational State Transfer 

(REST) Application Programming Interface (API), as shown 

in the process flow below. 

8) Retrieve the concatenated data: from the blockchain: 

The data can be retrieved using a specific transaction ID or 

other identification methods. 

9) Verify the integrity of the data: using the hash value: 

The hash value can be recalculated from the retrieved data and 

compared to the original hash value to ensure that the data has 

not been tampered with. 

10) Decrypt the encrypted data: using the public com- 

puted key: This ensures that the original data can be 

recovered. 

11) Convert the decrypted data back into the original 

format: This ensures that the data can be used in its original 

form. Using Secure Hash Algorithm (SHA)-256 and RSA 

256-bit key pair with blockchain provides an additional layer 

of security and integrity to the data being transmitted. 

12) Blockchain: Blockchain technology has the potential 

to revolutionize the healthcare industry by enabling secure and 

decentralized storage and sharing of patient data. Blockchain 

technology can help by enabling encrypted, distributed storage 

of data that can be securely shared for public health purposes 

[27]. In addition, blockchain networks can be used in the 

healthcare system to preserve and exchange patient data 

through hospitals, diagnostic laboratories, pharmacy firms, 

insurance companies, and other healthcare providers. This can 

help improve the security and integrity of healthcare data 

management. Blockchain-based healthcare data management 

system between multiple stakeholders (nodes) within a 

healthcare ecosystem [28]. 

Algorithm 5 DICOM Encryption Algorithm 

1:  function                                                ENCRYPTDICOM- 

FILE(inputF ile, outputF ile, key, iv) 

2:          originalF ileBytes   ←   read all  bytes  from  the inputF 

ile 

3:          aes ← create new AES object 

4:          aes.KeySize ← 256 
5:   aes.Key ← convert  key from Base64 string to 
byte array 
6:          aes.IV ← convert iv from Base64 string to byte array 

7:          aes.P adding  ← P KCS7 
8:          encryptor ← create encryptor object using aes 
9:          encryptedStream   ←  create new memory stream object 
10:          cryptoStream  ←  create new crypto stream object using 
encryptedStream, encryptor and Write mode 
11:          cryptoStream.W rite(originalFileBytes,                  0, 

originalF ileBytes.Length)     cryptoStream.FlushFinalBlock() 
13:                 encryptedF ileBytes  ←  convert 
encryptedStream to byte array 
14:                 write all  bytes from encryptedF ileBytes  
to  the outputF ile 
15:        end  function 

13) Secure Sockets Layer (Secure Sockets Layer (SSL)) 

and Transport Layer Security (Transport Layer Security 

(TLS)): SSL and TLS are cryptographic protocols that provide 

secure communication over the internet. These protocols use a 

combination of symmetric and asymmetric encryption, along 

with digital certificates, to secure data transmission [22]. 

 Secure File Transfer Protocols: Medical patient files can 
contain a variety of file types depending on the type of 
information being recorded and the needs of the 
healthcare provider. Here we are focusing on the 
information that might be fetched from machines or 
third-party systems in the form of files: 

 Medical images: Medical imaging files such as X-rays, 
CT scans, MRIs, and ultrasounds are often included in 
patient files. 

 Lab results: Reports from laboratory tests such as blood 
tests, urine tests, and biopsies are commonly included in 
patient files. 

 Consent forms: Documents that record patient consent 
for medical procedures, treatment plans, and research 
studies. 

 DICOM files are created by medical imaging 
equipment, and they contain both image data and 
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information about the patient and the imaging 
procedure. This information includes patient 
demographics, imaging protocols, acquisition 
parameters, and image annotations [6]. 

Here we are going to secure the file transfer channel by 
using Secure File Transfer Protocol (SFTP) protocol and 
Hypertext Transfer Protocol (HTTP), to ensure that data is 
transferred securely. The file itself should be encrypted while 
transferring from the providers to the receivers (payers and 
claim transaction system), below the Digital Imaging and 
Communications (DICOM) encryption and decryption 
algorithm. 

Algorithm 6 DICOM Decryption Algorithm 

1:  function  DECRYPTDICOM- FILE(inputF ile, outputF 

ile, key, iv) 

2:          encryptedF ileBytes   ←  read all  bytes from the inputF 

ile 

3:          aes ← create new AES object 

4:          aes.KeySize ← 256 
5:   aes.Key ← convert  key from Base64 
string to byte array 
6:          aes.IV  ← convert iv from Base64 string to byte array 

7:          aes.P adding  ← P KCS7 
8:          decryptor  ← create decryptor object using aes 
9:          decryptedStream ← create new memory stream object 
10:          cryptoStream  ←  create new crypto stream object using 
encryptedF ileBytes, decryptor  and Read  mode 
11:          cryptoStream.CopyT o(decryptedStream) 
12:          decryptedF ileBytes  ←  convert decryptedStream to 

byte array 
13:          write all  bytes from decryptedF ileBytes  to  the 
output File 
14:  end  function 

14) Anonymization and Aggregation: Anonymization 

removes identifiable information from data to protect patient 

privacy, using techniques like hashing, tokenization, and 

generalization, with tools such as MapReduce and Pig from 

Hadoop assisting in this process. Aggregation combines and 

summarizes data, helping minimize identification risks by 

presenting broader statistics, as seen when insurance 

companies aggregate health claims by zip code or age range. 

While these methods reduce data breach risks and maintain 

data utility for research, there’s still some re-identification risk 

with anonymized and aggregated data, necessitating additional 

safeguards depending on data sensitivity and re-identification 

risks [25]. 

15) Data Accessibility: Due to the sensitivity of patient 

information, it is crucial that access to such data is restricted 

and not available to everyone who has access to the system, 

including healthcare providers and insurance companies. Once 

a doctor is providing service to a patient, they are allowed 

access to the EMR, but the patient’s medical and personal 

information should be safeguarded with a high level of 

security after the service is provided. If necessary, access to 

the patient’s EMR can be requested with the patient’s consent 

through an electronic approval process. The patient can grant 

access through one of the following options: 

 OTP: One-Time Password (OTP) stands for “one-Time 
Password.” An OTP is a unique code or password that 
is valid for a single use, typically to verify a user’s 
identity or for securing an online transaction. OTP is 
often used as an additional layer of security in multi-
factor authentication, where users are required to 
provide more than one form of authentication before 
being granted access to a system or performing a 
sensitive action. 

o OTP: can be delivered to the user via various 
methods, such as: 

o Short Message Service (SMS): The OTP is sent to 
the user’s mobile phone as a text message. 

o Email: The OTP is sent to the user’s email address. 

o Authenticator app: The user installs an 
authenticator app on their mobile device, which 
generates a new OTP every few seconds. 

o Voice call: The OTP is delivered to the user via an 
automated voice call. 

Here once the patient receives the OTP, he must provide it 
to the requester within a limited period before it expires. If the 
OTP is entered correctly and within the valid period, the doctor 
or physician is granted access or permission to perform the 
requested action. If the OTP is not entered correctly or within 
the valid period, the doctor may be locked out of the system or 
required to request new access. 

 EMR Authenticator: Here we can integrate with any of 
the identity authenticators that supports the Open 
Authentication (OATH) Time-Based One-Time 
Password (TOTP) standard such as Google Authentica- 
tor, or Microsoft Authenticator. Additionally, Microsoft 
Authenticator also supports push notifications, which 
can provide an additional layer of security and 
convenience for users. 

16) Big Data (Hadoop Security) 

 Authentication: Authentication is the process of 
verifying the identity of users and ensuring that they 
have the necessary permissions to access the Hadoop 
cluster. Hadoop supports several authentication 
mechanisms such as Kerberos and Lightweight 
Directory Access Protocol (LDAP) [13]. 

 Authorization: Authorization is the process of 
determining what users are allowed to do once they 
have been authenticated. Hadoop provides mechanisms 
for fine-grained access control, such as Access Control 
Lists (Access Control Lists (ACL)s) and Role-Based 
Access controls (Role-Based Access Controls 
(RBAC)). 

 Encryption: Encryption is the process of encoding data 
so that it cannot be read by unauthorized users. Hadoop 
provides encryption mechanisms for data at rest and in 
transit [29]. For data at rest, Hadoop supports encryp- 
tion at the file system level using tools like HDFS 
Transparent Encryption [30]. For data in transit, 
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Hadoop supports encryption using Secure Sockets 
Layer (SSL) and Transport Layer Security (TLS). 

 Auditing: Auditing is the process of recording all user 
activities on the Hadoop cluster. Hadoop provides 
auditing tools such as Apache Ranger and Apache 
Atlas, which can be used to track user activity and 
detect any security breaches. 

 Network security: Hadoop clusters should be deployed 
in a secure network environment, with firewalls and 
other security measures in place to prevent 
unauthorized access. Network security can also include 
isolating different parts of the cluster and ensuring that 
only authorized users have access to sensitive data.[2] 

17) Data Monitoring and Auditing Healthcare facilities 

and insurance companies need robust monitoring and auditing 

systems to ensure patient care and data quality, safety, and 

security. These systems monitor user access, track changes to 

records, and detect unauthorized or suspicious activity, 

ensuring data is used only for authorized purposes by 

authorized individuals [15]. They provide real-time alerts on 

security threats, enabling immediate action to protect patients 

and their data. Monitoring and auditing are crucial for 

maintaining data confidentiality, integrity, and availability, 

and ensuring compliance with regulations and best practices in 

patient data security [15] [31-41]. 

V. DISCUSSION 

In conclusion, the security techniques discussed in this 
paper provide a comprehensive approach to addressing the 
security and privacy concerns associated with healthcare data. 
By using data encryption, blockchain technology, secure API, 
and Hypertext Transfer Protocol Secure (HTTPS)/SFTP proto- 
cols, we can ensure the security and integrity of medical data 
both at rest and in transit. Additionally, the use of Kerberos can 
help ensure big data security. To ensure compliance with 
HIPAA standards and other regulations, it is important to limit 
data access to authorized parties only. Furthermore, in order to 
maintain a balance between performance and security, multi- 
layered security approaches have been employed, including big 
data security. It is important to note that the complexity of data 
processing can lead to poor performance and high latency, 
which is why it is crucial to carefully design and implement 
security measures that do not compromise the performance of 
the system. Overall, this proposed ecosystem provides a robust 
and secure solution for managing healthcare data and ensuring 
the privacy and security of patients’ sensitive information. 

VI. CONCLUSION 

In conclusion, safeguarding healthcare data security is 
crucial to ensure patient privacy and uphold the confidentiality 
of their information. While advanced technologies like cloud 
computing bring numerous benefits to the healthcare industry, 
they also give rise to new security challenges that demand 
effective management. In this paper, we have applied a range 
of techniques, such as a customized Blockchain encryption 
mechanism, a combination of asymmetric and symmetric algo- 
rithms for data encryption, hashing, secure network protocols 

like HTTPS and SFTP, protection of APIs and resources within 
a cloud environment, and the incorporation of HDFS security. 

The security strategies discussed in this paper form a solid 
foundation for healthcare organizations to establish a secure 
infrastructure that adheres to pertinent regulations and 
safeguards sensitive data. This paper highlights a multi-layered 
security approach that balances performance and data pro- 
cessing without compromising robust protection against cyber 
threats. After applying these techniques and integrating them, a 
highly secure data streaming system was achieved. During 
testing, neither passive nor active attacks were able to penetrate 
the protected data, demonstrating the effectiveness of the 
combined security measures. 

It is essential for healthcare organizations to prioritize data 
security and consistently evaluate and improve their security 
measures to keep pace with emerging risks. By embracing a 
proactive and comprehensive approach to security, which 
includes the techniques outlined above, healthcare 
organizations can ensure the safety and privacy of their 
patients’ data, instilling trust and confidence among all 
stakeholders. 
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Abstract—In the present era, the administration of medical 

images faces various security challenges that necessitate the 

authentication of image source and origin for accurate patient 

identification. With the increasing exchange of medical images 

between hospitals to facilitate informed decision-making, the 

adoption of digital watermarking techniques has emerged as an 

efficient solution to address the imperceptibility and robustness 

requirements in medical imaging watermarking. This research 

work introduces a technically advanced approach that combines 

singular value decomposition (SVD) watermarking with deep 

learning segmentation models to enhance the security of medical 

image sharing and transfer. The primary objective is to 

seamlessly integrate the watermark while minimizing distortion 

to preserve critical medical information within the image. The 

proposed methodology involves utilizing a ResNet-based U-Net 

segmentation model to segment X-Ray radiographs into the 

Region of Interest (ROI) and the Region of Non-Interest (RONI). 

The watermark data is then encoded into the ROI using singular 

value decomposition. Subsequently, the ROI and RONI are 

merged to reconstruct the complete image, preserving its original 

identity. Additionally, XOR encryption is applied to the 

watermarked image to enhance data integrity and copyright 

protection. On the other side of the methodology, the 

reconstructed image is once again separated into ROI and RONI. 

The ROI is decoded to recover the original transferred content. 

To assess the efficacy of the proposed method, a publicly 

available X-Ray radiograph dataset is employed, and evaluation 

metrics demonstrate an impressive segmentation accuracy of 

98.27%. The proposed approach ensures information integrity, 

patient confidentiality during data sharing, and robustness 

against various conventional attacks, demonstrating its 

effectiveness in the field of medical image watermarking. 

Keywords—Singular value decomposition; medical image 

watermarking; digital watermarking; deep learning 

I. INTRODUCTION 

With the introduction of 5G networks as an example, 
communication technologies have advanced quickly, 
dramatically altering many facets of daily life [1]. This shift in 
paradigm has been facilitated by simultaneous significant 
progressions in the fields of data analytics, computing in the 
cloud, and online storage. Emerging within the framework of 
the Internet of Medical Things (IoMT), novel approaches for 
both diagnosis and treatment have surfaced. These encompass 
telemedicine, web medicine, systematic diagnosis, and smart 
medicine. These cutting-edge trends are accompanied by 
highly advanced diagnostic and therapeutic tools, state-of-the-
art sensors for medical, immersive virtual reality technologies, 
and complex artificial surgical methods [2]. Advancements in 
healthcare tech merge for better diagnosis & treatment, 

reshaping the ecosystem, empowering doctors, and enhancing 
overall care. Medical imaging transforms through e-diagnosis 
workflows, forming core modern healthcare structures. 
Hospital systems utilize HIS and advanced imaging platforms 
for seamless management of varied digital images (X-ray, 
Ultrasound, MR, and CT) [3]. PACS in hospitals securely store 
and retrieve these images, while DICOM standardizes their 
acquisition, transmission, storage, and exchange with patient 
data. By synergistically leveraging the functionalities of HIS, 
medical imaging platforms, PACS, and adhering to the 
DICOM standard, healthcare professionals are empowered 
with swift access to an extensive collection of high-fidelity 
digital images [4]. Seamless integration ensures precise 
diagnosis, treatment planning, and overall care. Interchange of 
medical images aids diagnosis, therapy, education, and 
consultations within established PACS workflows. Yet, 
external transmission to third parties poses potential risks of 
unauthorized image alterations, impacting accuracy and 
potentially endangering patients' lives [5]. As a result, 
maintaining the integrity and authenticity of medical images 
has become of utmost importance, calling for the 
implementation of strong controls and strict protections both 
within internal systems and during the transmission and 
exchange processes with external systems. A secure and 
reliable framework for the lifecycle management of medical 
images must be established, which necessitates the adoption of 
cutting-edge methods and technology. 

Several strategies are used to handle the challenges 
associated with copyright protection, the confidentiality of 
healthcare images, and the diagnostic and personal information 
of patients. For these goals, methods like digital picture 
watermarking, cryptography, and steganography are frequently 
used. One of these techniques, digital picture watermarking, 
has attracted a lot of attention from researchers due to its 
unique characteristics that might offer solutions for protecting 
copyright and safeguarding medical data. Digital image 
watermarking makes it possible to incorporate subtle or 
noticeable watermarks into medical photographs, allowing 
copyright enforcement, integrity verification, and 
authentication [6]. Watermarking conceals metadata in images, 
safeguarding patient privacy and ensuring traceability. It 
operates in spatial and frequency domains: spatially by 
adjusting pixel grey levels and frequency-wise via methods 
like Discrete Fourier Transform (DFT) or Discrete Cosine 
Transform (DCT) to embed the watermark into the image [7]. 
The secret information is then incorporated by tampering with 
the frequency coefficients after conversion. The amplitudes 
and phases of the various frequency components that are 
present in the image are represented by these coefficients. By 
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changing these coefficients, the watermark is smoothly 
included into the image's representation in the frequency 
domain. Based on how the embedded watermark is extracted, 
watermarking methods are further divided into different 
categories. For non-blind watermarking, the source image and 
the watermarked image are both necessary in order to obtain 
the watermark. As a result, both the original host image and the 
matching watermark image must be accessible during the 
extraction process [8]. In contrast, semi-blind watermarking 
entails using both the watermarked image and the secret key 
throughout the extraction process. The watermark is included 
in the watermarked image and the secret key acts as a 
cryptographic parameter. Finally, only the secret key is 
required to extract the watermark in blind watermarking 
techniques. Both types of watermarking techniques, robust 
watermarking and fragile watermarking, each serve a particular 
function in the context of data protection and verification [9]. 
Watermarking aims for resilient data embedding, crucial for 
protecting against tampering during transfer, especially for 
copyright protection. Resilience determines resistance to 
outsider attacks or unintentional distortions during 
transmission. Fragile watermarking, on the other hand, detects 
alterations in watermarked content, ensuring integrity and 
authenticity. It verifies material reliability by identifying 
inconsistencies, serving as a vital tool for content 
authentication and integrity checks [10]. When discussing 
watermarking, as we are dealing with images, the terms 
"frequency domain" and "spatial domain" in the context of 
imaging apply to various images' representations [11]. In 
imaging, the term "spatial domain" describes how a picture is 
represented as a grid of pixels, where each pixel holds 
information about color or intensity and correlates to a 
particular place. On the other hand, the image is evaluated in 
terms of its frequency’s components, which show differences 
in brightness or color across different frequencies, in the 
frequency domain [12]. In comparison to spatial domain 
watermarking, frequency domain watermarking provides 
higher robustness to routine image processing operations, 
improved imperceptibility, increased embedding capacity, 
resistance to geometric changes, and improved security against 
attacks. Frequency domain approaches are less prone to 
perceptual degradation and information loss brought on by 
spatial processes since the watermark is embedded in the 
frequency coefficients. Higher imperceptibility is ensured by 
the judicious distribution of watermark energy over several 
frequency bands. By using more coefficients for watermark 
insertion, frequency domain watermarking also offers a higher 
embedding capacity [13]. Additionally, it demonstrates 
enhanced security against statistical assaults and improved 
resistance to geometric transformations. Frequency domain 
watermarking is a favored option for many applications in 
digital data protection and authentication due to these benefits. 

This article introduces a blind watermarking method 
enabling watermark embedding and extraction without the 
original content. This approach ensures robustness and 
authenticity. XOR encryption fortifies security, preventing 
unauthorized access or changes to the watermarked image. 
Encryption safeguards content, necessitating a decryption key 
for access. Leveraging techniques like Singular Value 
Decomposition (SVD), the host media undergoes 

transformations, embedding the watermark imperceptibly [14]. 
During extraction, retrieved components and a secret key 
recover the watermark. This blind technique shows resilience 
against various attacks like compression and noise, ideal for 
copyright protection, authentication, integrity verification, and 
digital forensics. Integrating U-Net with ResNet50 enhances 
the method. Their combo ensures precise segmentation, 
preserving details in the region of interest and aiding targeted 
watermarking. This model balances accuracy and efficiency, 
suitable for real-time or large datasets. Leveraging this 
advanced segmentation boosts the proposed method's 
performance and effectiveness in watermarking [15]. Through 
this approach, we enhance the quality of segmentation, 
facilitate effective watermarking, an advanced level of security 
and integrity for digital media, and enable efficient image 
analysis and protection. 

Here are our primary contributions. 

 Introducing a novel blind watermarking approach that 
seamlessly integrates U-Net segmentation with pre-
trained ResNet50, enabling watermark extraction 
without original content access. 

 Achieving precise ROI and RONI segmentation 
through U-Net, ensuring efficient and targeted 
watermark embedding while minimizing interference. 

 Incorporating XOR encryption for watermarked image 
protection, preventing unauthorized access and 
modification. 

 Addressing limitations in medical image sharing, 
applicable in copyright protection, content 
authentication, data integrity verification, and digital 
forensics. 

The article is structured as follows: Section I introduces the 
research problem and outlines the proposed methodology, 
including the key contributions. Section II reviews related 
work in watermarking and segmentation models. Section III 
elaborates on the proposed blind watermarking technique, 
integration of U-Net and ResNet50, and XOR encryption. 
Section IV details the experimental setup, dataset, evaluation 
metrics, and discusses results, comparing with existing 
methods. Section V concludes by summarizing contributions 
and implications.  

II. RELATED WORK 

Digital watermarking encompasses four fundamental 
concerns: imperceptibility, robustness, capacity, and security, 
all of which play an important role in the design and evaluation 
of watermarking algorithms. Researchers have invested 
considerable efforts in improving these aspects, especially in 
blind scenarios where access to the original host images is 
limited. However, existing watermarking methods often exhibit 
deficiencies in terms of robustness, transparency, and payload 
capacity under blind conditions. In this context, a hybrid 
domain approach combining three methodologies, first the 
discrete wavelet transforms (DWT), second the discrete cosine 
transforms, and the third singular value decomposition was 
proposed by [16] to implement a non-blind watermarking 
technique. Photography and text were used as watermarks and 
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incorporated into medical photographs. To encrypt the text 
watermark, a low encryption technique was used in order to 
streamline encryption-decryption procedures and shorten 
computational time. The watermark image used had 
dimensions of 256 x 256, whereas the cover image used was 
512 x 512. Additionally, a 50-character text watermark was 
successfully inserted into the cover photo. Peak signal-to-noise 
ratio (PSNR) results for the proposed watermarking system 
were 35.84 dB, confirming the effectiveness and high caliber 
of the adopted strategy. 

In order to improve decision-making processes, [17] effort 
proposes a novel wavelet-based digital watermarking 
technology designed for the transfer of medical images 
between institutions. Digital watermarking is essential in the 
medical industry for maintaining the dependability, 
accessibility, and privacy of images used for treatment and 
diagnosis. Although several approaches utilizing the spatial 
and transform domains have been put forth, current systems 
continue to run into issues with data fabrication during picture 
interchange. The work presents a wavelet-based digital 
watermarking method for medical photographs to address this 
problem. To help doctors make informed decisions, the scheme 
includes a three-level discrete wavelet transform and BCH 
coding. In the context of IoMT, researchers in [18], study 
introduces a revolutionary validated watermarking algorithm 
created exclusively for healthcare data. Healthcare volume data 
must now be transmitted and stored in a secure, dependable 
manner due to the growing use of IoMT technology in 
healthcare. In the context of the Internet of IoMT, this research 
introduces a reliable zero-watermarking technique-based on 3D 
hyper chaos and 3D dual-tree complicated wavelet transform. 
To create a reliable binary sequence as the watermark, the 
approach makes use of enhanced perceptual hashing algorithms 
and selective binarization of low-frequency components. Using 
zero embedding and blind extraction techniques, the system 
effectively defends against attacks and geometric distortions 
while maintaining the authenticity of the original clinical 
volume data. In terms of normalized correlation value under 
geometric assaults, it outperforms existing algorithms and 
offers bandwidth efficiency while still meeting the security 
criteria for sending and storing large volumes of clinical 
information. Utilizing the features of the Human Visual System 
(HVS), a blind watermarking technique was used in study [19] 
to insert numerous watermarks in a cover image. The 
watermark values were created by applying a specified 
threshold value to the first column of the orthogonal U matrix 
that was produced by applying singular value decomposition. 
By balancing the Normalized Cross Correlation (NCC) and the 
invisibility of the resulting watermarked image, the ideal 
threshold was found. The experimental results illustrate the 
proposed scheme's robustness and highlight its notable 
resistance to a variety of attack scenarios, demonstrating the 
value of using numerous watermarks. To enhance the security 
of the sharing and transmission of medical images, our 
research diligence proposes a novel and technically complex 
approach that combines singular value decomposition 
watermarking with deep learning segmentation models. The 
segmentation task is prioritized as a crucial component of the 
introduced methodology in addition to watermarking. In order 
to precisely define anatomical features and anomalies in 

medical images, a variety of segmentation methodologies have 
been introduced by specialists in the field of healthcare 
imaging. In this context, for precise segmentation of brain 
tumors disease from MR images, the study in [20] presented a 
hybrid technique that combines the DenseNet and U-Net 
segmentation algorithms. This study's main goal is to use deep 
learning techniques to precisely locate and define brain tumors 
in MR images. The U-Net architecture, a well-known deep 
learning network, is combined with a pre-trained DenseNet121 
architecture in the hybrid model to improve segmentation. 
Smaller tumor sub-regions with intricate structural properties 
are given more consideration throughout the training and 
testing phases. The proposed approach is evaluated using the 
publicly available BRATS 2019 brain tumor dataset, 
encompassing both high-grade and low-grade glioma tumors. 
An advanced deep learning methodology was put forth for the 
segmentation of pneumothorax in chest X-ray pictures in 
another noteworthy study [21]. The strategy makes use of the 
effective EfficientNet and ResNet architectures, as well as the 
strong and powerful U-Net architecture. They unveiled a 
brand-new end-to-end semantic segmentation model for 
medical pictures called Ens4B-UNet. To provide incredibly 
accurate segmentation results, this novel method combines the 
power of four U-Net topologies with backbone networks that 
have already been trained. Ens4B-UNet improves the U-Net 
framework by using nearest-neighbor up-sampling in the 
decoders and using strong convolutional neural networks 
(CNNs) as the foundation for the U-Net encoders. The 
segmentation network's formulation, which achieves excellent 
performance, is a weighted average ensemble of the four 
encoder-decoder models. They claim an outstanding mean 
Dice similarity coefficient (DSC) of 0.8608 on the test data, the 
Ens4B-UNet model placed among the top 1% of systems in the 
prestigious Kaggle competition. 

The existing methodologies in digital watermarking 
encounter several unresolved challenges that necessitate the 
development of advanced approaches. One major limitation is 
the reliance on access to the original unmarked content during 
the extraction time, hindering the extraction of watermarks 
when the original content is unavailable. This restricts the 
applicability of existing methods in scenarios where 
independent extraction is required. Moreover, many current 
approaches lack robustness against common interruptions 
resulting in the degradation of watermark quality and integrity. 
Furthermore, there is a pressing need for accurate and efficient 
segmentation techniques to precisely delineate the region of 
interest, facilitating targeted watermark embedding. To address 
these unresolved issues, our proposed methodology combines 
blind watermarking, utilizing the U-Net model with ResNet50 
as a bottleneck, and encryption of the watermarked image. This 
integrated approach offers enhanced security, integrity, and 
resilience, effectively mitigating the limitations of existing 
methodologies. 

III. PROPOSED METHODOLOGY 

The hybrid strategy for digital watermarking in this 
proposed methodology combines the U-Net model with pre-
trained ResNet50 for image segmentation and the singular 
value decomposition method for watermarking. The foundation 
for precise and thorough segmentation of the input images into 
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separate areas of interest is the U-Net model, which is 
renowned for its efficiency in semantic segmentation tasks. 
The highly effective feature extraction capabilities of the pre-
trained ResNet50 are used to increase segmentation accuracy. 
The appropriate watermark information is then embedded 
within the segmented ROIs using the SVD-based 
watermarking technique, assuring imperceptibility and 
resilience. To accomplish reliable and secure watermark 
embedding, the process entails several crucial steps. 

A. Watermark Generation 

In this proposed approach, the watermark utilized 
encompasses multiple components, each serving a specific 
purpose within the extraction process, shown in Fig. 1. The 
first component is dedicated to patient identification and 
includes details such as the patient's name, gender, contact 
number, and address. These attributes aid in uniquely 
identifying the individual associated with the medical image. 
The second component focuses on providing information 
related to the acquisition of the medical image. This includes 
data such as the medical center responsible for generating the 
image, the attending doctor's name, and the timestamp 
indicating when the data was gathered. By incorporating this 
information, the source and author of the image can be 
effectively identified. By combining these two components, the 
proposed watermarking technique enhances the overall security 
and traceability of medical images. It allows for accurate 
patient identification and ensures the authenticity and origin of 
the image data, enabling efficient management and reliable 
attribution in medical imaging scenarios. 

 
Fig. 1. Watermark generation. 

B. U-Net Model 

 U-Net model is frequently employed for image 
segmentation tasks [21]. It has an encoder-decoder 
structure with skip links that makes it possible to 
localize object boundaries with accuracy. The encoder 
extracts context and information from source image, 
while the decoder module builds a segmentation map at 
the pixel level. Here is a detailed description of how the 
U-Net model functions and avoids combining SI and 
CGS units, such as current in amperes and magnetic 
field in oersted. This often leads to confusion because 
equations do not balance dimensionally. If you must use 
mixed units, clearly state the units for each quantity that 
you use in an equation. 

1) Encoder: Convolutional layers are succeeded by max-

pooling layers, constituting the encoder. To extract various 

information from source data, each convolutional layer uses a 

separate set of filters. As we dig deeper into the encoder, the 

number of filters often rises, enabling the model to capture 

more intricate information. The max-pooling layers shrink the 

feature maps' spatial dimensions, which aids in expanding the 

receptive field and lightening the computational burden. 

Let’s refer to the encoder as consisting of N encoder 
blocks, each represented by the function Ei, and the input 
picture as X. Ei(X) stands for the ith encoder block's output. 

2) Bottleneck: The output is then sent to the bottleneck 

layer after going through each encoder block. The bottleneck 

layer is frequently made up of several convolutional layers 

that aid in further capturing high-level and abstract 

characteristics from the input. In our proposed methodology, 

the pre-trained ResNet50 is utilized as the bottleneck for U-

Net architecture. The term "bottleneck" refers to a specific 

component within ResNet50 that serves as a feature extractor. 

By integrating ResNet50 as the bottleneck in the U-Net model, 

we leverage its powerful feature representation capabilities to 

enhance the segmentation process. In this context, the 

ResNet50 model is responsible for extracting high-level 

semantic features from the input medical images. It is an 

essential transitional stage between the U-Net architecture's 

encoder and decoder modules. The ResNet50 bottleneck layer 

decreases the number of dimensions of the map features while 

retaining crucial data, facilitating the efficient extraction of 

meaningful features. The integration of ResNet50 as the 

bottleneck within the U-Net architecture enables our proposed 

methodology to benefit from the rich representation 

capabilities of ResNet50 for feature extraction. This 

combination enhances the U-Net model's ability to accurately 

segment medical images, leveraging the precise localization 

capabilities of U-Net along with the comprehensive feature 

representation of ResNet50. 

Let's write B(X) for the bottleneck layer's output. 

3) Decoder: Convolutional layers are applied after a 

sequence of upsampling and concatenation steps make up the 

decoder. The upsampling layers, responsible for augmenting 

the spatial dimensions of the feature maps, enable the decoder 

to produce a segmentation map pixel by pixel, matching the 

dimensions of the input image. For both local and global 

context information, the concatenation procedure merges the 

feature maps from the encoder and decoder. 

Let's write Di for the ith decoder block and Di(B(X)) for 
the ith decoder block's output. 

4) Final segmentation map: Applying a 1x1 convolutional 

layer to the final decoder block's output yields the final 

segmentation map. In order to match the number of classes in 

the segmentation task to the number of channels, a 1x1 

convolutional layer is used. The resulting segmentation map 

will be referred to as S(X), with X standing for the input 

image. The U-Net model's forward pass can be described as 

follows: 

S(X) = 1x1Conv(DN(B(X)))          (1) 

Patient Information
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In this equation, DN represents the Nth decoder block, 
which consists of up sampling and convolutional layers to 
recover spatial resolution. B represents the bottleneck layer, 
which serves as the bridge between the encoder and decoder, 
capturing the high-level semantic information. In order to limit 
the number of streams to the appropriate number of classes, the 
result of the bottleneck layer is then routed to the 1x1 
convolutional layers, abbreviated as 1x1Conv. The 
segmentation map S(X) that is produced has the same spatial 
dimensions as the original image. A class probability vector, 
which indicates how likely it is that each pixel in the map 
belongs to a particular class, is present for each pixel. To 
obtain the ultimate pixel-by-pixel segmentation outcome, every 
pixel is attributed to the class exhibiting the highest probability. 

C. Singular Value Decomposition 

In order to facilitate numerous operations and analysis, the 
matrix factorization method named singular value 
decomposition (SVD) decomposes a matrix into three distinct 
matrices [22]. In the context of image processing and 
watermarking, SVD plays a crucial role in embedding and 
extracting watermarks while preserving the integrity of the 
source image. Mathematically, given an m × n matrix A, the 
SVD of A can be represented as follows: 

           (2) 

where: 

 U is an m × m orthogonal matrix, representing the left 
singular vectors. 

 Σ is an m × n diagonal matrix with non-negative 
elements, known as singular values. 

 V^T is the transpose of an n × n orthogonal matrix V, 
representing the right singular vectors. 

The singular values in Σ are ordered in descending order, 
indicating their significance in capturing the image's energy or 
information. The higher singular values correspond to the most 
essential features of the image. During the watermarking 
process, the SVD technique is applied to the selected regions of 
interest (ROIs) within the image. These ROIs are represented 
as matrices, which are decomposed using SVD. The watermark 
data is then embedded into the singular values of the ROI 
matrix while preserving the orthogonal matrices U and V

T
. The 

watermark embedding process involves modifying the singular 
values in Σ by adding or subtracting a certain value or pattern 
based on the watermark information. The modified Σ, along 
with the original U and V

T
 matrices, is used to reconstruct the 

watermarked ROI. To extract the watermark, the SVD is 
applied to the watermarked ROI, yielding the modified Σ 
matrix. By comparing the modified Σ with the original Σ 
obtained from the original ROI, the watermark information can 
be retrieved. 

D. XOR Encryption 

The bitwise exclusive OR (XOR) function is used to 
encrypt binary data using the straightforward XOR encryption 
method. It involves performing an XOR operation between the 
binary data of the watermarked image and a secret key to 
produce the encrypted version of the image. 

The XOR encryption process can be represented as follows: 

 Let E be the encrypted image, I be the original 
watermarked image, and K be the secret key. 

 Convert the image I and the secret key K into binary 
representations. 

 Perform the XOR operation between each 
corresponding bit of I and K. 

 The result of the XOR operation is the corresponding 
bit of the encrypted image E. 

By applying the XOR operation to each bit of the image 
and the secret key, the encrypted image is obtained. This 
process ensures that the encrypted image cannot be easily 
understood without knowledge of the secret key. Fig. 2 depicts 
the entire methodology and gives an extensive overview of the 
procedure. The segmentation stage, when the data is integrated 
into the image, is shown in Fig. 2 (a) and Fig. 2 (b) then depicts 
the decoding procedure, in which the embedded data is 
retrieved from the watermarked image. 

 

Fig. 2. Proposed architecture. 

In order to properly recover the original content from the 
watermarked image and guarantee accurate retrieval of the 
encoded data, this phase makes use of sophisticated algorithms 
and computations. These two subfigures together shows how 
segmentation and decoding are seamlessly integrated into the 
proposed methodology. It involves two algorithms that are 
pivotal in achieving the desired outcomes. Algorithm 1, titled 
"Segmentation and Watermarking," elucidates the intricate 
processes illustrated in Fig. 2(a). This algorithm 
comprehensively outlines the step-by-step execution of 
segmenting the image and embedding the watermark within the 
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identified regions using techniques such as U-Net and 
ResNet50. Commencing with preprocessing the input image 
along with the pertinent information intended for watermark 
embedding, the resultant image is fed into a segmentation 
model. This input image, denoted as I, is then passed through a 
U-Net segmentation model, yielding a segmented binary mask. 
This mask effectively segregates the region of interest from the 
region of non-interest. Subsequently, the watermark W is 
transformed into an appropriate format and embedded into the 
region of interest within the initial image. Following the 
watermark embedding process, the regions of interest and non-
interest are amalgamated to undergo an encryption procedure. 
The outcome of this encryption is an encrypted image, primed 
for transmission. 

Algorithm 1: Segmentation and Watermarking 

Inputs: 

- Image (I): Input image for segmentation and watermarking 

- Watermark (W): Information to be embedded as a watermark. 

- EncryptionKey (EK): Key used for encryption 

Outputs: 

- Segmented Image (SI): Image with segmented regions 

- Watermarked Image (WI): Image with embedded watermark 

Step 1: Procedure PreprocessImage(I): 

a. Normalize the pixel values of the image I. 

b. Perform any necessary image enhancement or noise 

reduction techniques. 

Step 2: Procedure ApplySegmentationModel(I): 

a. Pass the pre-processed image I through the U-Net 

architecture with a pre-trained ResNet50 as the bottleneck. 

b. Obtain the segmented regions by applying a threshold or 

post-processing techniques to the output of the segmentation 

model. 

c. Generate the segmented image SI by overlaying the 

segmented regions on the original image I. 

Step 3: Procedure SegmentImage(I, SI): 

a. Subtract the non-segmented regions from the original 

image I to obtain the ROI. 

b. Subtract the segmented regions from the original image I 

to obtain the RONI. 

Step 4: Procedure EmbedWatermark(ROI, W): 

a. Convert the watermark W into a suitable format for 

embedding, such as a binary sequence or a transform domain 

representation. 

b. Iterate over the pixels in the ROI: 

For each pixel P in the ROI: 

Modify the pixel value of P to embed the corresponding 

watermark bit. 

Step 5: Procedure CombineImage(ROI, NROI): 

a. Generate the watermarked image WI by combining the 

modified ROI with the RONI from the original image I. 

Step 6: Procedure EncryptionImage(WI, EK): 

a. Output the encrypted watermarked image EWI by applying 

XOR watermarking technique. 

Step 7: Procedure SegmentationAndWatermarking(I, W): 

PreprocessImage(I) 

ApplySegmentationModel(I) 

SegmentImage(I, SI) 

EmbedWatermark(ROI, W) 

EmbedWatermark(ROI, W) 

CombineImage(ROI, NROI) 

EncryptionImage(WI) 

SegmentationAndWatermarking(I, W) 

Return EWI 

End of Algorithm 

On the other hand, Algorithm 2, titled "Content Extraction 
from Watermarked Image," delineates the procedures depicted 
in Fig. 2 (b). 

Algorithm 2: Content Extraction from Watermarked Image 

Input: 

- Encrypted Watermarked Image (EWI): Encrypted image with 

embedded watermark 

- Pre-trained ResNet50 Model (M): Pre-trained ResNet50 model for 

segmentation 

- Decryption Key (DK): Key used for Decryption 

 

Output: 

- Extracted Watermark (EW): Embedded content extracted from the 
watermarked image 

Step 1: Procedure DecryptWatermarkedImage(EWI, DK): 

a. Apply decryption to output the watermarked image WI. 

Step 2: Procedure Segmentation(WI, M): 

   1. Apply the pre-trained ResNet50 model to the Watermarked 

Image to obtain the Segmentation Map. 

   2. Apply a threshold to the Segmentation Map to obtain a 

binary mask using the Segmentation Threshold. 

Step 3: Procedure SegmentImage(WI): 

   a. Subtract the non-segmented regions from the original 

image I to obtain the ROI. 

   b. Subtract the segmented regions from the original image I 

to obtain the RONI. 

Step 4: Procedure ExtractWatermark(ROI): 

   1. Apply singular value decomposition to the watermarked 

ROI using the SVD Parameters. 

   2. Retrieve the modified SVD coefficients from the 

Watermarked Image. 

   3. Initialize an empty array to store the extracted content. 

   4. For each pixel in the Watermarked Image: 

      a. Check if the corresponding pixel in the binary mask is 

non-zero. 

      b. If non-zero, extract the content from the modified SVD 

coefficients corresponding to the pixel. 

      c. Append the extracted content to the array. 

Step 5: Procedure ContentExtraction(WI, M, DK): 

DecryptWatermarkedImage(EWI, DK): 

Segmentation(WI, M): 

SegmentImage(WI): 

ExtractWatermark(ROI): 

ContentExtraction(WI, M, DK) 

Return EW 

End of Algorithm. 

This algorithm intricately illustrates the sequential 
operations involved in extracting the information from the 
embedded watermarked image, enabling the reconstruction of 
the original content. Subsequently, the reverse sequence is 
initiated, commencing with the application of a decryption 
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algorithm on the encrypted input image. This decryption 
process yields a watermarked image, which is subsequently 
provided as input to the segmentation model to retrieve the 
regions of interest and non-interest. Following this, the SVD 
watermarking algorithm is implemented to extract the 
watermark information from the watermarked region of 
interest. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

For the experiments, we trained our algorithm on a medical 
imaging dataset consisting of chest radiographs. The training 
was performed on a Google Colab GPU to leverage its 
computational power. The dataset was carefully curated and 
pre-processed to ensure high-quality and standardized images. 
We used a batch size of 32 and trained the model for 50 epochs 
with an initial learning rate of 0.0001. We employed the Adam 
optimizer with a learning rate decay schedule to facilitate 
convergence. To maximize both segmentation accuracy and 
border delineation, a loss function that combines binary cross-
entropy loss and dice loss was employed. We partitioned the 
dataset randomly into training and testing sets, with an 80:20 
split, in order to assess the effectiveness of our algorithm. We 
carried out numerous studies and presented the findings using a 
variety of evaluation metrics, including the dice coefficient, 
intersection over union, and precision-recall curves. The 
experimental setup ensured rigorous validation and comparison 
of our proposed system against state-of-the-art methods in 
medical image segmentation and watermarking. 

A. Datasets 

The experimental setup involved training our algorithm the 
ChestX-Det10 dataset [23], a subset of the NIH ChestX-14 
dataset [24], which is a widely used and comprehensive dataset 
for chest radiograph analysis and contains instance-level 
annotations. This dataset comprises a total of 3,543 images, 
with 2,779 images depicting various diseases and 764 images 
representing healthy x-rays. It offers a diverse range of 
diseases, including atelectasis, calcification, consolidation, 
effusion, emphysema, fibrosis, fracture, mass, nodules, and 
pneumothorax, making it suitable for training a fully 
supervised segmentation method. Fig. 3 shows a sample from 
the dataset. 

 
Fig. 3. Samples from dataset. 

B. Performance Comparison 

The quantitative results of our strategy were compared to 
those of existing methodologies in the comparison results, and 
the outcomes are listed in Table I. It is important to note that 
some methodologies exhibited PSNR values exceeding 50 dB, 
which can be attributed to differences in the input data format 
used for evaluation. However, it is crucial to consider that the 
proposed method maintained a consistent and comparable 
average PSNR value within the range of 49.32 to 50 dB, 
indicating its robustness and effectiveness in preserving image 
quality. The PSNR values per image are depicted in Fig. 4, 
showcasing that our model attains a PSNR value of 50.0 for 
image 1, 49.73 for image 2, 47.17 for image 3, 49.79 for image 
4, and 49.91 for image 5. 

 

Fig. 4. PSNR values after watermarking. 

Furthermore, the average SSIM values obtained by the 
proposed method demonstrated a high level of similarity and 
structural preservation with the original image, outperforming 
several existing methodologies. Similarly, the SSIM values per 
image are illustrated in Fig. 5, revealing that our model 
achieves an SSIM value of 1.0 for image 1, 0.99 for image 2, 
0.99 for image 3, 0.98 for image 4, and 0.99 for image 5. 

 

Fig. 5. SSIM values after watermarking. 
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These results underscore the superiority of the proposed 
method in terms of both PSNR and SSIM metrics, highlighting 
its potential for accurate and reliable watermarking in medical 
image applications. 

TABLE I.  COMPARISON OF PSNR AND SSIM RESULTS WITH EXISTING 

STUDIES 

References 
 

Method PSNR/dB SSIM 

Soni, M., et al. [17] DWT 98.58 Not applied 

Ernawan, F., et al. [19] SVD Not applied 0.88 

Balasamy,K.,& 

Ramakrishnan, S. [25] 
DWT and PSO 49.00 0.99 

Balasamy, K., et all. [26] DWT and SVD 49.5 Not applied 

Kahlessenane, F., et all. [27] DWT 49.20 0.99 

Balasamy, K., et all. [28] SVD 49.30 Not applied 

Wang, L., et all. [29] 
DWT, HMD, 

and SVD 
44.90 Not applied 

Sanivarapu, P. V., et all. 
[30] 

DWT, SVD, 
RSA 

39.42 Not applied 

Khaldi, A., et all. [31] DWT, IWT 58.09 0.99 

Apostolidis, K. D., et all. 

[32] 

Krawtchouk 

Moments 

Not 

Applied 
0.99 

Proposed 
U-Net, SVD, 

XOR 
49.32 0.99 

C. Qualitative Evaluation 

We used a variety of evaluation metrics, such as 
Intersection over Union (IoU), Dice coefficient, and F1 score, 
in our qualitative evaluation of the proposed approach. These 
metrics offer useful information about the effectiveness and 
precision of the segmentation findings. The Dice coefficient 
quantifies how similar the two sets are while the intersection 
over union assesses the overlap between the anticipated and 
real-world masks. The F1 score also assesses how well 
precision and memory are balanced. We were able to fully 
comprehend the algorithm's segmentation abilities and its 
capacity to precisely outline the regions of interest in the 
medical images by making use of these several assessment 
matrices. The plot of training and validation loss, shown in Fig. 
6, provides valuable insights into the learning progress of our 
model. During the training phase, the model undergoes 
iterative optimization, where the loss is minimized to improve 
its performance. As the training progresses, the model's 
training loss steadily decreases. In our case, the training loss 
reaches a remarkable value of approximately 0.02, indicating 
that the model has learned to capture and generalize patterns 
effectively from the training data. 

Similarly, the validation loss, which measures the model's 
performance on unseen data, also decreases during training. An 
approximate validation loss of 0.03 signifies effective 
generalization of the model to novel data, demonstrating its 
capability to provide accurate predictions even for previously 
unseen instances. The convergence of both training and 
validation loss, shown in Fig. 6, to such low values 
demonstrates the effectiveness of our model in capturing 
complex patterns and achieving high accuracy in segmentation 

tasks. It highlights the model's ability to generalize well and 
indicates its potential for robust performance in real-world 
scenarios. 

 
Fig. 6. Training and validation loss. 

The findings and details of the matrices are given below: 

1) Intersection over union: A frequently used evaluation 

statistic for gauging the precision of segmentation models is 

intersection over union. It quantifies the degree of overlap 

between the anticipated segmentation mask and the obtained 

segmentation mask. It determined mathematically by dividing 

the intersection area of the predicted mask (P) and the ground 

truth mask (G) by the union area of these masks: 

IoU = |P ∩ G| / |P ∪ G|                  (3) 

where, |P ∩ G| represents the area of intersection between P 
and G, and |P ∪ G| represents the area of union. 

The intersection over the union metric spans a range from 0 
to 1. A score of 0 denotes a complete absence of overlap 
between the predicted and ground truth masks, while a score of 
1 signifies a flawless alignment. In the context of our proposed 
methodology, we utilized IoU as the evaluation metric to 
assess the results produced by our U-Net model with ResNet50 
as the backbone. As shown in Fig. 7, we were capable of 
objectively evaluating the accuracy of the segmentation by 
computing the IoU score for each segmented area and 
quantitatively measuring the degree of concordance between 
the expected and actual masks. 

2) Dice coefficient: In the context of image segmentation, 

the Dice coefficient is a frequently used evaluation metric for 

determining how similar two sets are. The Dice coefficient is 

determined mathematically as the reciprocal of the 

intersection area between the P and the G divided by the sum 

of the P and G intersection areas: 

                                                       (4) 
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Fig. 7. IoU result. 

where, |P ∩ G| represents the area of intersection between P 
and G, |P| represents the area of P, and |G| represents the area 
of G. The range of the Dice coefficient is 0 to 1. Between the 
anticipated and ground truth masks, a value of 0 indicates there 
is no overlap and a value of 1 indicates full congruence. In the 
context of our proposed methodology, we employed the Dice 
coefficient as the assessment metric to gauge the precision and 
excellence of the segmentation outcomes. Through the 
utilization of the Dice coefficient, we conducted a rigorous 
quantitative assessment of the segmentation performance 
within our proposed methodology. By computing the Dice 
coefficient for each segmented region, we were able to 
precisely evaluate the extent of concurrence between the 
predicted and the ground truth, thereby delivering a reliable 
metric for segmentation accuracy. As depicted in Fig. 8, our 
evaluation showcased exceptional performance, with the 
resulting plot graph indicating a Dice coefficient of 
approximately 0.98, which represents the highest achievement 
on the validation dataset. This outcome underscores the 
efficacy and robustness of our approach in achieving superior 
segmentation outcomes. 

 
Fig. 8. Dice coefficient result. 

3) F1 score: In the proposed methodology, the F1 score 

was utilized as an evaluation metric to assess the performance 

of the segmentation model. The performance is evaluated 

using the F1 score, which takes precision and recall into 

account. It provides a balanced assessment by taking into 

account the trade-off between correctly identifying positive 

samples (precision) and capturing all actual positive samples 

(recall). Mathematically, the F1 score is calculated as follows: 

                                                        
             (5) 

Recall corresponds to the ratio of true positive predictions 
to the total number of positive predictions, while precision 
quantifies the ratio of true positive predictions to the overall 
instances identified as positive. An increase in the F1 score, 
which runs from 0 to 1, suggests improved segmentation 
performance. By using the F1 score as an evaluation metric, we 
were able to evaluate the segmentation model's capability to 
precisely detect the regions of interest within the medical 
images, considering both precision and recall simultaneously. 
This metric provided a comprehensive measure of the model's 
performance in capturing the relevant features while 
minimizing false positives and false negatives pixels. The 
evaluation of our proposed model on the validation data 
demonstrated outstanding performance, with an achieved F1 
score of 0.96, shown in plot of Fig. 9. This high F1 score 
indicates the model's exceptional precision and recall values, 
highlighting its efficacy in achieving accurate and reliable 
segmentation results. The superior performance of our 
proposed model underscores its capability to effectively handle 
complex medical imaging data and accurately delineate regions 
of interest. 

 
Fig. 9. F1 score result. 

4) Segmentation pictorial results: The figure illustrates the 

input image and the comparative analysis of the output binary 

mask predicted by the proposed segmentation algorithm, and 

the ground truth binary mask. In this analysis, the input image 

represents the original image that was fed into the 

segmentation algorithm for processing. The segmentation 
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algorithm produces a binary mask, where each pixel is 

assigned a value of either 0 or 1, indicating the presence or 

absence of the region of interest. The ground truth binary 

mask serves as the expected segmentation result, obtained 

through manual annotation or another reliable source. By 

placing these three images side by side in Fig. 10, we can 

visually assess the performance of the segmentation algorithm 

by comparing the agreement between the algorithm's output 

and the ground truth. This comparative analysis provides 

valuable insights into the accuracy and Efficacy of the 

suggested segmentation algorithm in precisely outlining the 

area of interest within the input image. 

 
Fig. 10. Comparative result. 

D. Quantitative Evaluation  

In this study, two quantitative evaluation metrics, namely 
PSNR, and SSIM, were employed to assess the effectiveness of 
the introduced approach. PSNR measures the quality of the 
watermarked image by quantifying the ratio of the maximum 
signal to noise power. It produces a number that indicates how 
faithful and similar the watermarked image is to the original 
image. On the other hand, SSIM assesses the similarity 
between the watermarked image and source image by 
considering the luminance, contrast, and structural information. 
It offers a value between 0 and 1, with practically 1 denoting a 
perfect match. By utilizing both PSNR and SSIM, a 
comprehensive evaluation of the proposed method was 
conducted, allowing for an accurate assessment of its 
effectiveness in context of image quality preservation and 
similarity to the original image. 

1) Peak signal-to-noise ratio: PSNR quantifies the level of 

distortion or noise in an image by comparing it to a reference 

or original image. The PSNR is determined as the mean 

square error of source and distorted images divided by the 

peak signal power. It is often expressed in decibels (dB) and 

provides a numerical value that indicates the similarity 

between the two images. Higher PSNR values indicate better 

image quality with less distortion or noise. Mathematically, 

the PSNR can be computed as: 

PSNR = 10 * log10((MAX2) / MSE)          (6) 

where, term MAX indicates the highest pixel value that can 
be achieved and MSE denotes the mean square error between 
the original and warped image. The maximum possible PSNR 
value depends on the pixel intensity range of the images. For 
images with pixel intensities in the range of 0 to 255 for 
grayscale or RGB images, the highest PSNR value is typically 
around 30-50 dB. The proposed method attained a PSNR value 
of 49.329, indicating its efficacy in maintaining the fidelity and 
quality of the original grayscale image. By effectively 
embedding the watermark, the method minimizes distortion 
and preserves crucial visual information. The high PSNR value 
underscores the robustness and potential of this approach for 
secure and reliable image watermarking applications. 

2) Structural similarity index: The proposed methodology 

incorporates the use of SSIM as an evaluation metric for the 

watermarked image. To mathematically determine SSIM, the 

mean, standard deviation, and covariance of the pixel 

intensities in the reference (original) image and the warped 

(watermarked) image are compared. The SSIM index ranges 

between -1 and 1, where 1 indicates maximum similarity and a 

value close to -1 indicates significant dissimilarity. The 

average SSIM value of 0.99 achieved by the proposed 

watermarking method serves as a strong testament to its 

remarkable efficiency in preserving the structural similarity 

and quality of the original image. This outstanding result 

demonstrates the validity of the proposed system in 

embedding the watermark while ensuring minimal distortion 

and preserving the visual integrity of the image. 

V. CONCLUSION 

In conclusion, this article presented a novel watermarking 
methodology that combines the strengths of the SVD algorithm 
and the U-Net architecture with a pre-trained ResNet50 model 
as the bottleneck. The proposed methodology demonstrated 
remarkable efficiency in preserving the fidelity and quality of 
the original image while effectively embedding the information 
using XOR encryption to ensure data integrity and copyright 
protection. Through rigorous experimentation and evaluation 
on a chest radiograph dataset, the algorithm showcased its 
effectiveness in accurately segmenting regions of interest and 
embedding watermarks while maintaining the coherence of the 
medical images. The integration of the U-Net model with the 
pre-trained ResNet50 model as the bottleneck proved to be a 
powerful combination, enabling the algorithm to leverage the 
deep learning capabilities of ResNet50 for feature extraction 
and the U-Net's architectural design for precise segmentation. 
This hybrid approach contributed to the algorithm's exceptional 
segmentation accuracy and its ability to preserve crucial 
medical information. Furthermore, the application of the SVD 
algorithm for watermarking provided a robust and 
imperceptible means of embedding and extracting information 
within the segmented regions. The algorithm successfully 
achieved secure and reliable watermarking while ensuring 
minimal distortion to the original medical images. The 
experimental results showed that, in terms of segmentation 
accuracy and watermark robustness, the suggested 
methodology outperformed previous strategies. The algorithm's 
high Dice coefficient, F1 score, and intersection over union 

Input Image Predicted Ground Truth
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values substantiated its efficacy and accuracy in segmenting 
medical images and extracting embedded information. 

We also have plans to evaluate the approach in many 
scenarios in the future, including multimedia applications and 
other medical imaging. Furthermore, evaluating how well the 
method works on various systems and maintaining 
compatibility will be crucial components of future research. 
The ultimate objective is to improve the method by utilizing 
cutting-edge strategies that strike a balance between security, 
effectiveness, and usability, opening the door for its smooth 
incorporation into useful domains. 
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